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To my three daughters.

You make the world a better place.
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“Declare the past, diagnose the present, foretell the future.”
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Introduction

In New York City, fourth-year medical students at New York University Grossman School of Medicine were given the option of graduating early if they agreed to work on the hospital’s COVID wards.1 It was an eerie throwback to events that unfolded one hundred years earlier, during the Spanish flu, when Philadelphia—critically short of healthcare workers—pressed medical students into service.

In March 2020, it wasn’t only medical students who were thrust into improbable circumstances. New York City had become the initial epicenter of the COVID-19 pandemic in the United States. In its hospitals, surgical residents were running makeshift intensive care units that were fashioned out of operating rooms. Pathology residents were reassigned to the medical wards.2 The Federal Emergency Management Agency (FEMA), which responds to national disasters, was asked to send eighty-five refrigeration trucks and personnel into the New York City medical examiner’s office, where there was a “desperate need” for burial services to help manage a cascade of dead bodies.3 To bolster its normal mortuary work, New York City added more than two hundred soldiers and airmen from the army and the national guard.4

New York State had issued a jarring directive urging EMS crews and other emergency service workers to forgo attempts to revive anyone without a pulse when they got to the scene of a medical emergency, amid the intolerable strain caused by COVID’s surge.5 Running short on ventilators, NewYork-Presbyterian Hospital made the extraordinary decision to retrofit its breathing machines with 3-D printed plastic tubing that allowed doctors to ventilate two patients simultaneously, using the same device.6

I’d completed my medical training in New York City as a resident in internal medicine twenty years earlier, and I went to medical school at Mount Sinai Hospital in Manhattan. Among my most vivid memories from training were covering the medical floors at Elmhurst Hospital in Queens. The hospital was located in one of the most ethnically diverse neighborhoods in the country, and the community’s rich culture deepened the complexity, and gratification, of practicing medicine there. I knew the hospital’s capable staff, and its immense capacity. Watching the scenes unfold—of Elmhurst Hospital being overrun with COVID patients, of refrigerator trucks parked outside, and of doctors and nurses describing their harrowing experiences—was hard to bear.

It was stunning, and it was shocking. But above all, it was terrifying. What my medical colleagues in the city described to me again and again was pervasive fear: Fear that they could spread the virus to their families, as each day New York hospitals were using as many masks, gloves, and gowns as they normally consumed in an entire month during usual times, quickly draining whatever stockpiles they had. Fear that they didn’t know how to care properly for the sick patients overwhelming their wards, suffering from a virus that nobody yet understood. Fear that they couldn’t predict how or when the arc of infection would start to ebb. And fear that a lot of lives would be lost.

It was a harrowing epidemic that brought the city’s vaunted healthcare system much closer to the brink of collapse than most people, even now, recognize.

Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2 or SARS-2) is the virus that causes the disease that we’ve come to know as COVID-19. By the time the first cases of community spread were diagnosed in late February, SARS-CoV-2 had already rooted itself in our communities. It had been here for a while, at least since January, replicating, spreading, and doubling its numbers every two to three days.7 Then, in March, after thousands of cases had accumulated, the virus abruptly burst into public view.

The virus didn’t arrive with a group of visitors from China, where it originated, or from Italy, where it established its next major foothold. Instead, it likely rode along the breath of probably hundreds of different travelers from a variety of locations, each ferrying the infection, and evading the porous controls that the federal government had put in place at US airports. At the time nobody knew what was happening. Nobody knew how much virus was being carried by people who showed no outward symptoms of the disease. These were people who might never manifest any signs of illness but were still contagious. Without the ability to test people for the virus, we had no way of detecting its spread. We certainly had no way of stopping it.

This wasn’t because the United States had never imagined it might fall victim to a deadly pandemic. We certainly had imagined the possibility. In some respects, we had been preparing for this moment through three presidential administrations, starting with George W. Bush, who warned in a 2005 speech, following the outbreak of Severe Acute Respiratory Syndrome, or SARS-1, and then avian flu, that “scientists and doctors cannot tell us where or when the next pandemic will strike, or how severe it will be, but most agree: At some point, we are likely to face another pandemic. . . . Our country has been given fair warning of this danger to our homeland and time to prepare.”8 We had a pandemic playbook on the shelf, ran exercises simulating the threat countless times, and developed the Strategic National Stockpile to store the medical countermeasures that the top experts thought the country would need. But when the pandemic we long feared finally arrived, we weren’t ready. Many of the plans and preparations turned out to be a technocratic illusion. The stockpile lacked key essentials. A lot of what it contained didn’t work. It was a metaphor for our fragile response.

When I worked in the federal government in public health roles, we would say that planning for medical calamities provides you with no assurance that you’re prepared to deal with one. That was certainly true for COVID. The US never developed a pandemic strategy that would be broadly relevant to a range of predictable and unexpected viral threats, and the country was slow to realize the ways in which the plan we had created and tried to work from, which focused almost exclusively on the risk from flu, wouldn’t apply to COVID. The federal government started off in a weak position, with plans that were ill suited to countering a coronavirus. This mismatch between the scenarios we drilled for and the reality that we faced left us unprepared. Poor execution turned it into a public health tragedy.

It was an alarming state of vulnerability for a country with the world’s most technologically advanced healthcare system. Owing to mistakes in how we deployed diagnostic tests for COVID, we left ourselves blind to the virus and allowed it to spread widely and largely unchecked, so we were never able to trace its early spread and contain it. Even when the shortcomings became obvious, the Centers for Disease Control and Prevention (CDC) continued to rely on its systems for monitoring and responding to influenza, insisting even into 2021 that its flu-based interventions were the right tools in the fight against COVID. We didn’t pursue an approach that closely tied our efforts to track and contain the spread of SARS-CoV-2 to the characteristics of the virus. This central shortcoming explains many of the gaps in our response to the pandemic we actually faced.

Yet COVID shouldn’t have been such a surprise. There had been earlier outbreaks of new and deadly strains of coronavirus. COVID’s close cousin, SARS-1, appeared in 2002 and spread threateningly in 2003, and another dangerous coronavirus, the Middle East Respiratory Syndrome, or MERS, emerged ten years later. Moreover, the scientific literature over the last decade is riddled with reports of SARS-like coronaviruses that were found in bats and appeared to have the potential to sicken humans.

In 2012, six people developed an illness with symptoms matching COVID after clearing bat feces from an abandoned copper mine in Yunnan, a province in southwestern China that’s one of the country’s most biologically diverse regions.9 Three of the patients died. Chinese government scientists sampled from the caves coronaviruses that may have caused the outbreak, but those specimens were never shared, and officials maintained that the culprit was an unspecified fungus.10 And while the results of official investigations into the outbreak were never fully revealed, a group of Chinese researchers, working independently, would later conclude that the probable culprit was a SARS-like coronavirus that originated from Chinese horseshoe bats.11 A coronavirus that later became known as RaTG13, judged to be the closest known relative to SARS-CoV-2, was sampled from the same mineshaft.12

In 2013, scientists reported on two novel coronaviruses isolated from bats in China that closely resembled SARS-1 and bound tightly to the same angiotensin-converting enzyme 2 (ACE2) receptor that lines the human respiratory tract, the same route through which the SARS-CoV-2 virus would gain entry into our cells.13

In 2016, scientists reported on another novel coronavirus, also closely related to SARS-1, that also showed the ability to infect human cells.14

There have been other accounts of outbreaks of unusual respiratory illnesses among people who frequented the caves in southern China that were home to bats known to carry coronaviruses highly similar to SARS-1.15 In 2018, researchers sampled the blood of Chinese citizens who lived near these caves and discovered that about 3 percent of the local population had antibodies to coronaviruses that had never been previously identified.16 Any one of these spillover events could have been a predecessor to SARS-CoV-2, testing humans for the first time.

Scientists issued repeated warnings that one of these novel coronaviruses could start to circulate widely. They cautioned that a disease could emerge that had the same deadly features of SARS-1 but was more easily spread, threatening nations. But SARS-1 had disappeared, and MERS never developed the capacity to transfer easily between people. So the warnings prompted only passing actions that sputtered once the immediate threats seemed to subside.

And even if a disease like COVID could have been foreseen, we still wouldn’t have been ready for it. We needed an approach that prepared us for unforeseen risks and focused on establishing core capabilities and not just trying to guess which virus will threaten us. We shouldn’t accept that we’ll be able to anticipate the next threat or that even a predictable risk (like a pandemic strain of flu) won’t adapt in some sinister way that allows it to slip past our countermeasures.

So, instead of assuming that actions designed to combat flu would be effective in countering any pandemic, we should have drawn from our experience with SARS-1, MERS, Ebola, Zika, and other infections, to remember that strategies must be closely tied to the biology of diseases that we’re trying to mitigate. These include the biological features related to the way pathogens spread and the social factors that contribute to transmission.17

These insights should have shaped a preparedness agenda where our policies corresponded to some of the common characteristics shared by different viral threats. We needed to create plans and countermeasures that aligned with aspects of risk that were threaded across a broad range of the potential dangers, rather than wrongly assuming that our tactics could be safely adapted from the preparations we had made for a pandemic involving influenza. We now must learn from our mistakes and approach future pandemics with an altogether different mind-set. We need to tie our future strategies to the epidemiology and biology of diverse categories of potential threats and the social construction of disease. This will arm us with the capability to implement a more flexible response that can counter a fuller set of conceivable threats, including new viruses as well as new strains of known viruses that may have evolved in dangerous ways. Then we need to fashion interventions that target the social and geographic communities where the advance of a novel disease is most likely to occur.

In contrast to diseases spread largely via droplets or contaminated surfaces, where transmission from each infected person is to a smaller number of individuals, for diseases like COVID—with some degree of aerosol transmission, where a lot of the spread is from a small number of superspreaders and where the risk is typically from indoor environments with poor airflow and filtration—these dangers will require a different set of interventions. Pathogens with different incubation periods will need to be planned for differently. So will diseases that can spread through asymptomatic transmission. This is just some of the foundation on which a flexible approach to pandemic preparedness will have to be constructed.

The night of September 11, 2001, after the attack on the World Trade Center, I was providing medical care at a triage center at Chelsea Piers on the West Side of Manhattan, close to the site of the toppled buildings. I was a third-year medical resident at Mount Sinai Hospital, and had been assigned to help staff the facility.18

When I got to the site, I was stunned. In that single day, an enormous field hospital had been erected, with hundreds of treatment rooms and dozens of fully equipped surgical suites. After the 1993 attack on the World Trade Center, and countless other terrorist incidents, someone had decided that New York City needed to be able to handle a mass-casualty event that could exhaust its existing hospitals and medical resources. Federal and state agencies had stored away enough medical equipment in the city, or nearby, along with the logistical support needed to create an enormous field hospital in a single day. Tragically, it turned out we didn’t need the facility that day—there were very few survivors pulled from the rubble of the fallen towers. But we would have been ready if more casualties had come our way.

By contrast, when COVID struck and we needed certain capacities in New York and across the nation—whether it was stockpiles of ventilators and masks, the ability to dramatically expand our diagnostic testing or create intensive care beds, or the capability to manufacture drugs and vaccines in huge amounts—nothing comparable would be in place. We weren’t ready. We didn’t prepare for this kind of viral contingency.

Hardening ourselves against future threats means elevating our public health preparedness as a matter of national security. That means that we’ll need new domestic capabilities, including faster ways to develop and deploy countermeasures. We’ll also need to strengthen key supply chains. As COVID struck, it became every nation for itself. Countries hoarded masks and turned off exports of critical medicines to grow their own stockpiles.19 In the future, we cannot rely on global manufacturing for key components. We’ll have to build domestic capacity for making commodity products like gloves and masks and greater resiliency for making high-technology products like biological drugs and vaccines.

We need government institutions that are consistently focused on preparing for these risks just as we prepare for other low-probability but high-impact events that can threaten our survival. The National Aeronautics and Space Administration (NASA) scans for and maps large meteors that could strike the earth. The Federal Emergency Management Agency (FEMA) prepares recovery plans for a radiological attack. There’s no comparable contingency planning for pandemics. When COVID struck, all eyes turned to the CDC, which, it was assumed, would quarterback our response. However, the agency doesn’t have an operational capability to manage a crisis of this scale.

It also means building global capabilities to uncover new viral threats when they first emerge and being able to gather the intelligence we need to know how to counter them. China ignored commitments it had made for sharing information in a public health crisis. It grudgingly revealed incomplete material only after the risks were largely apparent. China never shared samples of the early strains of SARS-CoV-2.20 These behaviors proved we cannot rely on global cooperation alone to alert us to emerging threats. Going forward, we need to cultivate more effective ways to monitor potential hot zones and gather information on these risks.

And most especially, it means addressing protracted social challenges that leave many of our most vulnerable communities excessively exposed to the dangers posed by infectious disease.

As for the political response, President Donald Trump and his advisers grew increasingly weary of the economic impact of the measures recommended by public health authorities, and they were wrongly convinced that uncontrolled spread was inevitable regardless of what steps were taken. This partly underpinned an ambivalence by the president on how forcefully to embrace mitigation. That doubt was reflected in public statements, and actions, that were contradictory and harmful. At the same time that the president was berating Georgia Governor Brian Kemp for opening tattoo parlors and bowling alleys too soon, he was tweeting dangerously to his followers to “Liberate Michigan.”21 At the same time that many of the president’s top health officials were urging people to wear masks at the start of the fall surge of infection, the president stood on the balcony of the South Portico of the White House and, in a theatrical gesture, took off his mask while he was still contagious with the virus.22

These high-profile political shortcomings—the inconsistent messaging and shifting fortitude from the White House—get much of the public attention when we think about the problems with the federal government’s response. But a lot of corrosive failures were at the agency level, inside an ill-prepared bureaucracy. Years of inattention to these risks and underfunding of the key institutions, turf wars between federal agency heads, a lack of strong leadership that should have brought health agencies together in a coordinated way to solve problems, and bureaucratic hubris, all created a system failure. The pandemic was not inherently uncontrollable. I spoke to federal health officials and White House staff often about the nation’s efforts as these events were unfolding, which gave me a close-up view of the response, and I’m convinced that if we had adopted a more coordinated national response and stronger surveillance at the outset, we would have had a better outcome.

Operation Warp Speed was a bright spot: one of the greatest public health achievements in modern times. The unprecedented research effort helped to deliver safe and effective vaccines and to secure new efficiencies in manufacturing.23 The Trump administration deserves credit for helping to facilitate that accomplishment, which will eventually end the pandemic. The success of Operation Warp Speed proved what government can accomplish when it functions well, to improve our preparedness and protect the nation. Other parts of the system were unable to deliver a more synchronized and effective response.24 We wouldn’t have been able to prevent a US epidemic, but with better preparation, better alignment, better leadership, and better engagement of our tools of public health, we could have delayed its onset and reduced its scope and severity.

To see how the outcome might have been different, we have to put aside the often-shallow politics of our present moment. This book will strive to do that. One of the reasons why I believe I was successful as FDA commissioner is that I avoided looking at things through a political lens, as is so often the temptation in Washington, and tried instead to view our challenges from a public health perspective. This is not a book about President Trump, or about the governors you cheered on or those you disliked. I’ll let others delve deeply into the personal stories and the politics. I’m convinced that America’s failures and successes in this pandemic were not merely the function of any particular person’s or party’s ideology or behavior. Even with different leadership, many of the same system failures would have persisted. To help safeguard our public health, we need to identify those more fundamental weaknesses—the root causes of our vulnerability—to make sure this doesn’t happen again. My intention is to reveal and examine the systemic breakdowns that can and must be addressed. Those who argue that all of the shortcomings flowed from a failure of political leadership by the president or a particular governor overlook the deep-rooted challenges that must be corrected to assure that we have a more resilient and effective preparedness for the future.

But this is not to say that the sickness of our political culture didn’t contribute to our weakness in the face of this virus. Suppressing the spread and limiting the scope of the pandemic required constant action using the full complement of public health tools that we could assemble. Instead, we argued over the use of masks, over the merits of testing those who were infected and tracing their close contacts, and over taking steps to limit activities like indoor social gatherings that we knew were sources of spread. The mitigation caused severe economic adversity that hit certain segments of society especially hard. These measures were onerous and controversial, and we were right to debate them. Honest debate is one thing, but our response was demoralized by a sizable enterprise devoted to manufacturing skepticism about any steps that could potentially reduce the scope of the spread, even obviously effective measures like masks or vaccines.

In this book, I examine the shortcomings that exposed America to the worst effects of this virus, and I try to draw some lessons on how we can make ourselves more resilient to similar threats. We must be better prepared when another dangerous pathogen inevitably emerges and threatens a global pandemic, but our purpose shouldn’t be simply to make sure we’re better equipped to respond, but to secure a greater assurance that a global contagion on the scale of COVID can never happen again. Reflecting on where our response fell short can provide a roadmap for how to be more effective when the next virus emerges. And there will almost certainly be a next one, maybe sooner than we care to believe.

The COVID pandemic changed the course of human history. We saw very clearly that pandemics are sources of outsize instability and suffering, worsening vulnerabilities left by economic and social strain and exacerbating these hardships. COVID was not an unexpected event, yet it wasn’t properly anticipated. The weaknesses and failures it revealed cost America dearly.

In one of the largest studies done to estimate the number of New Yorkers stricken with coronavirus at the height of the city’s epidemic, researchers found that between February and July 2020, about 1.7 million people were infected. About 1 percent of them died.25 During that dreadful spring wave of infection, The New York Times described “an apocalyptic coronavirus surge” of victims streaming into the city’s hospitals.26 The winter was even worse for the country, when the epidemic widened. Yet at the same time, on many days, the nations of China, Japan, South Korea, Taiwan, Singapore, Hong Kong, Thailand, Malaysia, Vietnam, New Zealand, and Australia were collectively registering fewer daily COVID cases than the city of Los Angeles.27 Some of these nations, especially China, had employed draconian tactics that would have been firmly rejected in the US. But others had used mostly wide-scale testing and tracing to contain their spread. The Pacific Rim had figured out how to control the virus. We had not.

The pandemic devastated New York and left America with a palpable sense of vulnerability. To those who suffered and died, and to the rising generation in our country, we owe a clear-eyed review of the facts. What did we get right and wrong? What did we miss and why? What can we build on, and what must we build anew? What should we have known at the outset, and what must we never forget? These are the questions that guide this book. And along with them, undiminished by my effort to provide a comprehensive accounting of what went wrong, is a sense of awe at America’s capacity to rise to a challenge, our innovation and ability to quickly develop highly effective drugs and vaccines, and the willingness of men and women in all walks of life in our society to take on terrible burdens for the sake of helping others.

Those NYU medical students pressed into emergency service, and in whose shoes I walked two decades ago, were certainly scared in the early days of pandemic. But they showed up. Like the doctors and nurses around them, like their fellow Americans who kept lines of shipping and logistics moving, or who took awful risks to go to work, or who set up online schooling on the fly, guarding their children from fear through an unprecedented crisis, or who made other painful sacrifices so that others might be safer, answering a call most never imagined or expected. It’s in recognition of their spirit and their sacrifice that the nation must learn from its failures and must be prepared to do better by its people the next time a new contagion tries to crush us.




Chapter 1

America the Vulnerable

“I’m not saying we’re at the edge of a pandemic, but the problem is it’s hard to tell.”

“I’m not saying this will spiral worse but it could and it represents an existential risk.”

Those were two messages I sent on Saturday morning, January 18, 2020, to Joe Grogan, the head of the Domestic Policy Council in the White House. Grogan and I had worked together at the Food and Drug Administration (FDA) in 2005, when I served as the agency’s deputy commissioner. Now he was running the domestic policy portfolio for the president of the United States.

I had also worked at the FDA in 2003, when the nation was still grappling with the SARS-1 outbreak. I returned as the agency’s commissioner in 2017, at the start of the Trump administration and served in that role until April 2019. Over my time serving in different federal public health roles, I had seen these threats come and mostly go. But this new virus looked ominous. A mysterious pneumonia was spreading in the Chinese city of Wuhan, and from the sketchy accounts, it was making people very ill. I was worried. I knew that reporting from China was unreliable, and the details we had could be just a small shard of what was really under way. That had certainly been our experience with SARS-1, where the initial reporting on the outbreak was dangerously incomplete. Much later, we would learn that the Chinese government had withheld material facts about the scope of its SARS-1 outbreak from global health authorities, and from its own citizens.1

The events unfolding in Wuhan worried me for other reasons. One was the velocity of the spread of this new infection. Chinese officials initially reported just a dozen known cases. Now, a few days later, on the morning I reached out to Grogan, the case count had quadrupled overnight, to 198 patients.2 Seeing the news, early that morning I had conferred with scientific colleagues in the US and Australia on new reports that most of the patients in China were severely ill. I texted to Grogan that he ought to make sure the administration’s health team was “coordinating a response to Wuhan.” I suspected that whatever the case numbers were, the actual scope of the outbreak could be much larger. Chinese health officials were saying that the source of the infection was an unspecified animal that had been sold in a local market, where many of the cases had allegedly originated. But some of the new cases had no discernible links to that market.3 The notion that one outdoor food market was the site of the spread, and that the origin was a single zoonotic source, seemed to be unraveling, and yet Chinese officials were still clinging to this theory. The US Centers for Disease Control and Prevention already had evidence, in the form of clusters of cases that occurred in the same families, to suggest that the virus was spreading between people. Yet several days earlier, on January 14, the World Health Organization (WHO), relaying China’s assurances, tweeted that there was “no clear evidence” of human-to-human transmission.4

“I could be wrong, but I would be surprised if China has shared actual virus. It will make developing screening tests harder,” I texted to Grogan. “Ask HHS for a briefing,” I suggested, adding, “my worry is it looks humanized, it looks human-adapted, but it’s very hard to tell.”

Joe Grogan was among a handful of White House officials who were focused on the virus early and he was appropriately apprehensive of the potential danger it posed. Acting on our exchange, that same day he contacted the Department of Health and Human Services (HHS) and asked that briefings be set up for Monday, January 20. He also reached out to the CDC and discovered that lower-level conversations had already begun between that agency and the National Security Council.

Direct engagement from the head of the Domestic Policy Council, this early in a public health crisis, was not typical. But it fit the playbook during the Trump administration; one that emerged partly as a consequence of a perception that voids had been left by some of the administration’s top health officials at the Department of Health and Human Services in responding to earlier outbreaks of dangerous viruses. In 2019, the Domestic Policy Council had helped organize the response to an outbreak of measles, and the previous year it had been involved with the response to a large cluster of cases of a mysterious polio-like illness that was causing paralysis in children. Flaccid paralysis (as it came to be called) was later attributed to an epidemic caused by an enterovirus (EV-D68), one of a family of viruses typically spread by touching surfaces that have been contaminated by an infected person and then touching one’s mouth, nose, or eyes.5 Illnesses caused by enteroviruses are usually mild, but if the virus infects the central nervous system, which happens in rare cases, it can cause serious illness. A spike in cases of acute flaccid myelitis, where the enterovirus directly infects the motor neurons of children or causes these nerve cells to become inflamed, had occurred in 2014, and a bigger spike recurred in 2018, with 238 confirmed cases in forty-two states.6 The children, around five years old on average, had previously been healthy. In most cases, they would report having a mild respiratory illness a week before the weakness started. Months later, many were left with some disability. Nobody knew why the infections were suddenly causing the syndrome or how to prevent them.

There had been frustration in the White House and later on Capitol Hill with the sluggish response of HHS to that 2018 outbreak. While I was FDA commissioner, I had met privately with one senior Republican senator who excoriated the HHS secretary’s office for not taking the cases more seriously and not mounting a coordinated effort to investigate and contain the outbreak and isolate its cause. It was a leitmotif of the frustrations that would reemerge with COVID.

The government’s slow response to the measles outbreak and later to the epidemic of flaccid paralysis had left Grogan convinced that he couldn’t wait for information about Wuhan to be reported through the usual chain of bureaucratic communication. The Domestic Policy Council, Grogan believed, had to get more directly engaged in managing the White House response.

Alex Azar, the secretary of Health and Human Services, called President Trump the same day, after Grogan had asked for the briefing from HHS, to update the president on the outbreak for the first time. The CDC director, Dr. Robert Redfield, had first briefed Azar on the novel virus two weeks earlier, on January 3, and Azar in turn alerted the National Security Council. Now it was the Martin Luther King Jr. holiday weekend, and Azar reached the president on the golf course in Florida that afternoon. The health secretary received a tepid response when he assured Trump that federal health agencies were ready to handle any cases that could emerge in the US.7

By the time China revealed those 198 cases, the coronavirus was already spreading out of control. Researchers at Imperial College London had models estimating that there were probably thousands of cases already circulating in China by the middle of January.8 Later events would prove that there were actually many more. The next day, Sunday, January 19, I sent Grogan another note. “Where are the non-pneumonia cases?” I asked. It was a reference to the reports coming out of China, which disclosed only those patients with severe pneumonia. I told Grogan it was unusual that a virus would manifest itself just as severe pneumonia and not with milder symptoms in some of its victims. I worried that there must have been less serious cases that were not getting identified. If true, then the severe cases could represent the tip of a dangerous iceberg. The actual number of infections, and the scope of the outbreak, could be much larger than what was being observed. “Are milder cases being sought in China with their new diagnostic kits? They need to be able to get a better idea. We need to have screening capacity ready here too,” I wrote to Grogan.

By this point, the National Security Council had begun discussions about setting up temperature-screening checkpoints in airports, for passengers inbound from China.9 Around this same time, global awareness of the virus had been amplified by a video posted to Twitter on January 17 that showed medics in Level D hazmat suits boarding a flight outbound from Wuhan and scanning the seated passengers for fever using infrared thermometers.10 The video was a jarring visual, suggesting that there was more danger than was being reported.11 It no longer looked like just a single outbreak of pneumonia from an infected animal in a market. It suggested that Chinese officials were already worried that the virus might be spreading person-to-person.

On Monday, January 20, Dr. Zhong Nanshan, a pulmonologist and leading Chinese authority on respiratory disease, who in 2002 had gained wide distinction inside China following his role in helping identify SARS-1 and galvanizing the country’s response to that earlier epidemic, confirmed in a television interview what was now obvious.12 The disease was spreading between people. China said that the virus had already infected fifteen healthcare workers in Wuhan. It was a tragically belated disclosure and a critical turning point in the global conflagration.13

By late January, the contagion was getting more attention inside the White House. Staff members told me that they were receiving reports that other countries in East Asia, including North Korea and Vietnam, were becoming anxious over China’s growing outbreak. The North Koreans had shut their border with China, voluntarily closing a major lifeline for the cash-strapped regime. The panicky state of these regional players added to growing concerns inside the White House: perhaps these nations, with closer ties to China, knew more about the risks than we did?

White House staff told me that, up until that point, they had little sensitive information to inform themselves on the scope of the risks. They were relying mostly on open-source material that they were pulling off the Internet and reports from friends on the ground. More ominously, they didn’t have a reliable plan to work from. For all the talk of a pandemic playbook that was purportedly on the shelf, initiated in the George W. Bush administration and refined under the administration of President Barack Obama, it was written for a pandemic involving a novel strain of influenza. The Trump health team would use this blueprint nonetheless, and exacerbate its shortcomings by making some fateful mistakes in how it was implemented.

By January 20, a Chinese medical group tracking daily developments had put the country’s case count at 321. Four days later, in the first published study of the outbreak, Chinese researchers reported on the first forty-one patients admitted to a Wuhan hospital between December 16 and January 2.14 The doctors described an aggressive infection that caused high rates of respiratory distress and critical illness. Fifteen percent of those diagnosed with the disease died. These were some of the first definitive medical reports to make clear the severity of the outbreak in Wuhan.

On January 21, the White House started to actively plan the legal, policy, and logistical requirements for implementing an airport screening program to detain travelers from China and subject them to temperature checks and extra surveillance for symptoms.15 The next day, President Trump got his first question on the virus during an interview on CNBC from Davos, where he was attending the annual gathering of the World Economic Forum. Asked by Squawk Box anchor Joe Kernen if he was worried about the outbreak, Trump replied, “No. Not at all. And we have it totally under control. It’s one person coming in from China. . . . It’s going to be just fine.”16

Whatever reassurance policymakers held that the virus could be contained, it would be shaken a day later, on Thursday, January 23, when China imposed a cordon around Wuhan, a city of 11 million people—a full lockdown restricting movement into and out of the city that would last two months. In a short period, China had gone from political calm to a draconian step that put the grave scope of the crisis on full display. The hospitals in Wuhan were becoming overwhelmed, and the city was making arrangements to quickly construct field hospitals. When you saturate your healthcare system in the setting of an outbreak, you can be certain that community transmission is already under way. You are only measuring the people who are sick enough to present for medical care, and it’s likely that many more people are infected, but not sick enough to seek out healthcare providers. China’s epidemic was now widespread.

Inside the White House, the lockdown in Wuhan gave more ammunition to those who were pushing for travel restrictions on people coming to the US from China. These tighter restrictions were already under active discussion, but the specter of China barring the movement of its own citizens made the administration’s effort to do something accordant seem more obvious. The US travel ban that was ultimately announced, which went into effect on February 2, would deny entry to foreign nationals who had visited China in the fourteen days prior to their arrival to the US.17 The World Health Organization would largely endorse China’s lockdown of Hubei Province (where Wuhan is located), one of the most sweeping travel restrictions in modern times by any major economy, and yet the WHO would be critical of the restrictions imposed by the US, and other countries, on foreign nationals traveling from China.18 In other words, Chinese nationals couldn’t move around inside China, and the WHO approved of that policy. But if these same individuals somehow managed to get on a plane and travel to the US, and were subsequently not permitted entry into America, the WHO found that policy objectionable.

This contrast between the WHO’s embrace of China’s harsh travel bans on its own citizens, and the organization’s criticism of the softer restrictions the US imposed on travelers coming into America, would become political fodder inside the White House for critics of the WHO. Trump officials saw the WHO’s perceived duplicity as proof of the organization’s bias, and its softness to China. It would color future White House decisions and add to a feeling within the administration that the organization was biased.

That same day that China was locking down Hubei Province, on January 24 the US Senate held a closed-door session where Dr. Anthony Fauci, the longtime director of the National Institute of Allergy and Infectious Diseases at the National Institutes of Health; Dr. Robert Redfield, the director of the CDC; and Dr. Robert Kadlec, the assistant secretary for preparedness and response at HHS, jointly briefed about twenty senators on what they knew about the virus.19 Fauci had helped manage the nation’s response to Ebola and swine flu. He was also a key figure in the efforts waged in 2005, when public health experts worried that a novel strain of bird flu would trigger a deadly pandemic, and President George W. Bush had directed health officials to craft a playbook that the nation could use to respond. Fauci was highly regarded on Capitol Hill and had seen the nation through other crises with infectious diseases. He and Redfield were, for now, reassuring. Redfield said that the CDC was prepared. However, anyone in the US who still doubted the threat that the novel coronavirus presented, and there were many, now needed only to look at China, which risked its entire economy in a bid to control the contagion. China had crushed one of its major cities. The severe lockdown was the most visible evidence that the situation was much worse than many people initially realized. China’s draconian action startled some of the White House staff and sent a wave of unease through their ranks.

It was around this time that negotiations were under way to repatriate the roughly one thousand American diplomats and businesspeople working in Wuhan.20 The Chinese were initially belligerent, worried that the appearance of Americans fleeing the city would be an indirect criticism of China’s effort to contain the outbreak.21 White House staff were also exchanging emails with the CDC to press the idea of more screening checkpoints in major airports. This was different from a ban on all foreign travelers, a measure that would be taken later. For now, the idea was to stop travelers who had symptoms so they could not enter the country. It was more show than tell. Studies showed that airport screening was notoriously leaky. It had been tried in past pandemics, with poor results, and prior modeling had found that such screening would miss most of the cases that passed through an airport.22 However, if the goal was to provide visible evidence that the government was taking action, the checkpoints would serve a role.

What we needed next were readily available diagnostic tests to identify cases, along with a whole-of-government mobilization. We needed to produce supplies like masks to protect healthcare workers and ventilators to care for the sick. We needed to invest immediately in the development of countermeasures like vaccines and drugs. We needed to shore up our healthcare delivery system to expand its capacity. We needed to protect vulnerable communities like nursing homes. And we needed to expand the capacity of local health departments to track, trace, and isolate those with the infection. At this point, events unfolding around the world provided a strong indication that the contagion could soon reach America. By the end of January, all of these capacities should have been adequately planned for but were not. Absent these measures, we would never catch up with the spread. For the next year, we never did. In that critical first month, officials at HHS were focused mostly on implementing the travel bans and repatriating Americans from abroad. Many of our political leaders, and some health officials, still harbored doubts as to whether the virus would even become epidemic here.

It was especially important to get diagnostic tests in place quickly, so we could implement widespread testing for the virus and detect cases early, before they led to large outbreaks that we wouldn’t be able to control. I feared that the only way to avoid a US epidemic would be through a massive testing capacity that we didn’t yet have and would be hard to field without concerted action. We needed to act immediately to develop this capability.

On January 23, five days after my first texts to Grogan, I wrote an opinion piece for The Washington Post in which I spelled out my concerns for a wider public:



The illness may be more widespread than we realize in the fog of viral war. Because its incubation period is likely to be as much as a week, travelers can be harboring the infection and show no symptoms. A key to containing the virus’s wider spread will be developing effective point-of-care diagnostics to implement more widespread screening of patients. We learned that lesson with the mosquito borne Zika virus when it was first reported in the United States in 2015. Initially, most blood samples had to be shipped to a central lab operated by the Centers for Disease Control and Prevention. That slowed diagnosis and limited the ability of doctors to intervene more quickly when patients were infected. Health-care providers urgently need easy access to effective diagnostic tests.23



Zika had shown how unprepared we were for these risks. As I’ll describe later, the CDC had badly managed the development and distribution of a screening test for Zika, and so we didn’t have enough testing in place to be able to use it as a tool to limit Zika’s spread. Similar mistakes would be made with COVID, with even more tragic consequences.

I continued to make the case for stronger and swifter action. Four days later, on January 27, in a post for CNBC’s website, I wrote, “Given past experience, we know that the public health labs performing the more sophisticated RNA tests that CDC is aiming to deploy will quickly become overwhelmed in the setting of multiple outbreaks here in the US. In that case, to prevent wider spread, what may be most needed are simple, reliable tests that let us screen more widely for the spread of this novel virus.”24 The next day, in The Wall Street Journal (in an op-ed titled “Act Now to Prevent an American Epidemic”), I pointed out that “the novel coronavirus now epidemic in China has features that may make it very difficult to control. If public-health authorities don’t interrupt the spread soon, the virus could infect many thousands more around the globe, disrupt air travel, overwhelm health-care systems, and, worst of all, claim more lives.” Among the needed measures, I said that “if the number of cases increases, experience from the 2009 swine flu pandemic and the 2015 Zika epidemic suggests that the CDC will struggle to keep up with the volume of screening. Government should focus on working with private industry to develop easy-to-use, rapid diagnostic tests that can be made available to providers.”25 I had coauthored the article with my former FDA colleague Dr. Luciana Borio, who had also previously served as director for medical and biodefense preparedness at the National Security Council.

Testing would be a major gap in our response and the most visible symptom of the capabilities that we lacked in confronting a public health crisis of this magnitude. We just didn’t have the resiliency in our system to quickly step up the production of test kits and testing equipment at the scale that was required. We couldn’t organize a collective effort to get key industries all working in a coordinated way to plug these gaps in time. Our health officials were overwhelmed early on with repatriating Americans from China and focused too little attention on preparing the homeland for the inevitable spread of the virus. Many publicly clung to a tragic view that SARS-CoV-2 wouldn’t become epidemic here. By March, when the evidence that it would spark a global pandemic could no longer be discounted, it was too late.

That relative complacency was being fed by reliance on faulty information that had US officials believing that the virus wasn’t spreading here, even long after it had actually arrived in our communities. It was driven largely by a failure to field a test that would let us screen for it. COVID hurt and humbled us. In the richest healthcare system in the world, with all of our advanced technology, our political and public health systems were overwhelmed. We would soon find that we were far more vulnerable than we’d expected.




Chapter 2

Confusion and Subterfuge

Wei Guixian would get sick around the same time every winter. Working as a merchant at Wuhan’s Huanan Seafood Market, where she sold shrimp, she caught a lot of colds.1 Her symptoms started the usual way, but this time they quickly worsened.2 With increasing congestion, she went to a local clinic, where she was given an antibiotic and sent home. But overnight her condition deteriorated. So, the next day, she visited Wuhan’s Eleventh Hospital in search of more care. Again she was sent home. “The doctor at the Eleventh Hospital could not figure out what was wrong with me and gave me pills,” she would later tell a Chinese newspaper.3 But the pills didn’t work either. Five days later, she went to Wuhan Central Hospital, one of the region’s busiest medical centers, with more than three thousand patient beds and employing about four thousand providers and staff.4 Wei was now gravely ill with severe pneumonia in both her lungs and was admitted to intensive care.5 It was December 15, 2019.

Wei was told by the doctors that her illness was “ruthless.” They were seeing patients with similar symptoms, who had also frequented the nearby Huanan market. Many of the patients, like Wei, were in severe distress.6 The market was located in the Jianghan District of Wuhan, a city of 11 million and the capital of China’s Hubei Province. With its 653 stalls, it was a bustling outdoor food bazaar popular for its live animals and wholesale seafood. Like the other patients at the Wuhan Central Hospital, Wei was at first screened for common respiratory viruses, but the tests all came back negative.7 Something novel was making her sick, and by every measure, it was spreading among the city’s residents. By December 21, local doctors counted at least three dozen hospitalized patients. Many were seriously ill and had matching symptoms.8

Unable to identify the cause of the menacing illness, on December 24, the doctors at Wuhan Central Hospital, where Wei was now critically ill, took fluid from the lungs of another patient with similar symptoms and sent it for deeper analysis. He was a sixty-five-year-old deliveryman who also worked at the seafood market and was first admitted to the hospital on December 16. A CAT scan showed extensive infection in both of his lungs, even though, as with Wei, a standard battery of tests for known viruses and bacterial infections had also come back negative.9 Doctors tried prescribing a milieu of antibiotics and antiviral drugs, but the medicines didn’t help. With his condition declining, doctors sent his sample to Vision Medicals, a genomics company in Guangzhou. They needed answers. They needed to find the cause of the contagion.10

Vision Medicals offers genetic sequencing directly to doctors. The company can read the genetic code of the individual pathogens that it finds in a patient’s body fluids to try to isolate the virus or bacterium that was causing the illness.11 By combing through all of the viruses found in the man’s sputum, Vision Medicals sought to determine if he was harboring a novel pathogen.

The genetic instruction set that directs the activities of a virus are contained in its ribonucleic acid, or RNA. Much as human beings carry our entire genetic code in our DNA, for some viruses it’s the RNA that conveys this information. Sequencing RNA is the process of determining the precise order and contents of these genes. This application of genetic sequencing to the routine diagnosis of infections is relatively new and, until recently, was largely confined to specialized research. In this case, doctors suspected that a novel respiratory virus could be causing the cluster of infections. Using “metagenomic sequencing” to read all of the genomic material present in the patient’s sample, doctors aimed to zero in on the pathogen that was making him sick.12 Many of the machines used to perform this sequencing are made by the American company Illumina, on whose board of directors I serve.

Viruses are not technically alive. But they’re not dead, either. They operate in a pseudo corporeal state, where they hijack our cellular machinery to carry out their cycle of replication and spread.13 In doing this, they engage in most of the activities that give an organism the features of life. But viruses cannot do it alone. They need a host to model the gestures of life. They need a specific species that they can invade, pirating its cells and using them to invade and propagate.

Once inside a host, often a virus will have a specific “tissue tropism,” meaning it has a fondness for infecting and replicating inside a certain part of our body. Some viruses can infect many types of cells. Other viruses live primarily inside a certain organ.14 The rabies virus travels along our neurons. Hepatitis hides in our livers. SARS-CoV-2 likes to live in the lining of our respiratory tract.

Often the harm from a virus results from the injury it causes directly to these tissues. In other cases, the peril it brings owes to how our immune system responds to it. The same inflammatory response that our body mounts as a way to attack a virus can also damage our organs if that process gets out of whack. That’s true in hepatitis. It’s the inflammation that hepatitis triggers in our liver that does much of the damage.15 It was also true with COVID. For many patients, the most severe consequences of COVID weren’t the direct effect of the coronavirus on their lungs, but rather the exaggerated immune response their bodies unleashed to kill the virus.

Because the SARS-CoV-2 virus was novel, meaning that human beings had never encountered it before and thus had no established means to combat it, the human immune system tended to overreact. In the most severe cases, it could trigger a “cytokine storm,” a cascading activation of immune cells, which in turn excrete small proteins called cytokines.

In the normal sequence of our body’s functions, cytokines help coordinate our response to viral invaders and recruit other immune cells to the site of an infection. But if all the cytokines get dumped into our blood simultaneously, too many immune cells can get recruited to the site of the infection, creating an abrupt and severe hyperinflammation that can damage organs.16 It was a cytokine storm that ended up killing many people from COVID.

Around the same time that the sixty-five-year-old man’s sample arrived at Vision Medicals, in mid-December, doctors from other local hospitals sent at least eight other patient samples to multiple Chinese genomics companies.17 In the days that followed, one hospital in Wuhan alone sent about thirty samples to the genomic sequencing company BGI. The samples had been taken from different patients suffering from pneumonia; three were found to contain the novel coronavirus.18 The flurry of activity was evidence that the local doctors knew they were dealing with something new and dangerous. This spike in sequencing requests itself should have been a worrisome signal. It’s an unusual order pattern, to see so many doctors suddenly sending off samples to genetic sequencing labs. These kinds of signals can be a tipoff that something unfamiliar is spreading in a community. In this case, the local providers were all in search of the same thing: an answer to the question, What was making their patients critically ill?

One of the first results came back on December 27, on the sample drawn from the sixty-five-year-old deliveryman. Scientists sequenced a novel coronavirus in his lung fluid. The new virus had nearly 29,000 nucleotide bases that held its genetic instruction set, and it looked frighteningly similar to SARS-1, which killed nearly eight hundred people globally in 2002 and 2003. But the virus wasn’t SARS-1.19 It was something completely novel. That information alone should have been terrifying. A new respiratory virus capable of making people severely ill was spreading in Wuhan. Yet local officials initially withheld information from the central government in Beijing about the outbreak.20 An employee of one Chinese genomics company said that on January 1 an official at the Hubei Provincial Health Commission instructed the company to stop testing samples related to the Wuhan outbreak and destroy all of the lab’s remaining specimens. The impulse to contain the troubling results eventually spread to officials in Beijing. Two days later, on January 3, the country’s top health authority, the National Health Commission, ordered the local genomics labs not to publish any sequencing information related to the novel coronavirus.21 News of the outbreak would be shared through the postings of anxious doctors who took to social media to exchange the sequencing information.

One of these doctors was Ai Fen, the head of the emergency department at Wuhan Central Hospital. On December 30, she received a copy of another sequence report, generated on a different patient who had been admitted to her hospital with matching symptoms. She circled one phrase from the document, “SARS coronavirus,” and posted it to a WeChat group shared by the doctors in her department.22 The report was circulated widely among local doctors, many of whom came forward with more cases. More samples were sent for sequencing. More evidence emerged that a novel coronavirus was spreading in the city. More results were posted online.

By this point, there was a spike in patients arriving at local hospitals in severe respiratory distress. Ai Fen said she noticed a stream of patients in the weeks before officials finally confirmed the presence of the new virus.23 Local doctors started to assume that the virus was a common link and that it was spreading in the community. One of the local doctors alarmed by the unfolding events was Li Wenliang, an ophthalmologist at Wuhan Central Hospital. He wrote to a group of his medical school classmates on WeChat that “7 confirmed cases of SARS were reported . . . from Huanan Seafood Market.” He also shared with the same group the report and a CAT scan image from one of the patients. Screenshots of his text messages were shared on the popular Chinese microblogging website Weibo, where the hashtag “Wuhan SARS” started to trend. The chat messages were picked up by global media outlets, sparking some of the first serious reports that a troubling outbreak of a potentially novel respiratory virus might be under way in China.24

It also triggered some of the first overt actions by the Chinese government to quash news of the outbreak. The hashtag “Wuhan SARS” was quickly suppressed on the Weibo platform by Chinese officials, and the original post put Li in the crosshairs of local authorities, who were still working to curb the news flow. On January 3, police from the Wuhan Public Security Bureau interrogated Li and censured him for “publishing untrue statements.”25 He was forced to sign a letter promising not to do it again and was told that recalcitrant behavior would result in prosecution. He would later be labeled a radical by local government officials for disseminating the report that Ai Fen had shared. In all, eight people were detained for spreading “false news” about the case over the Internet. Many of them were local doctors caring for the stricken patients.

“No creating rumors, no believing rumors, no spreading rumors,” local authorities and state media posted on the eight individuals’ Weibo pages after their arrest.26 “Rumor is a kind of virus that is worth more of our attention than real viruses sometimes,” the state-run People’s Daily wrote on its website.27 ProPublica would later track more than ten thousand Chinese government-linked influence accounts on Twitter that had previously targeted political dissidents and the Hong Kong protests, but now began to train their attention on reports related to the outbreak.28 A subsequent study by the Citizen Lab at the University of Toronto found that the Chinese government began censoring postings about the virus beginning December 31, when the first news of the outbreak started to circulate. Between January 18 and May 14, Citizen Lab found 2,174 keywords related to COVID that were suppressed on WeChat.29 Many of the deleted posts, they found, were criticizing the Chinese government officials for how they handled the initial response.

On December 30, around the same time that some of the first definitive findings from sequencing were being shared with local doctors, the Wuhan Health Commission finally notified the region’s hospitals that a “pneumonia of unclear cause” was spreading in the city. Providers were ordered to report suspicious cases to authorities.30 That warning also made its way onto the Internet. Global awareness of the outbreak was now growing.

As a signatory to international public health treaties, China has agreed to inform world health authorities if it suspected that it was host to an outbreak of a dangerous new pathogen. Nations set up public databases to share information with an international network of research groups that monitor outbreaks. Yet certainly by mid-December, local officials became aware of an outbreak, and started to zero in on the culprit.31 It became clearer that the episode met the bar for international reporting. These obligations were part of the revised International Health Regulations put in place in 2005, in part as a response to global concerns that China had put other nations in danger by withholding information about the SARS-1 outbreak for too long. Countries promised to be more transparent in the setting of future outbreaks. The new regulations required all 196 countries party to the agreement to improve systems for detecting and reporting dangerous pathogens.32 The agreement also widened the circle of viruses that require immediate reporting to world health authorities.33

One of the central features of this agreement is a stipulation that countries invest in systems to detect outbreaks and report events that may constitute a potential Public Health Emergency of International Concern, or PHEIC as it has come to be known. The CDC explains that under the global compact, a PHEIC is declared by the WHO when two of four criteria are met:


	Is the public health impact of the event serious?

	Is the event unusual or unexpected?

	Is there a significant risk of international spread?

	Is there a significant risk of international travel or trade restrictions?



Once a nation identifies an event that appears to meet these criteria, within forty-eight hours it must assess the public health risks posed by the event. If it’s judged to be notifiable under the International Health Regulations, it must be reported to the WHO within twenty-four hours.34 Some diseases must always be reported. These include smallpox, poliovirus, a completely novel strain of influenza, and SARS-1. The mandatory reporting of these pathogens is meant to cover circumstances where a dangerous virus might emerge. All of the pathogens enumerated in the health regulations constitute perilous and unexpected events. The list isn’t meant to be exhaustive but illustrative. By any calculus, the virus spreading in Wuhan met the spirit of these reporting guardrails and information about it needed to be shared.35

This international framework was adopted as a way to give the global community an early warning of a potentially dangerous new pathogen, so countries could pool resources and take steps to counter the emerging threat. Yet China would be slow to honor these conventions. At a local and then at a central level, it withheld pertinent information about the virus for weeks. China reported on it only after the outbreak became obvious. Chinese officials were praised for posting the sequencing information in early January, but even that disclosure was belated. State labs in China were later reported to have that data weeks earlier—even before many of the local doctors in Wuhan started to sequence the virus for themselves.36

As of December 28, with the genetic sequence already in their hands, Wuhan health officials would confirm only that twenty-seven people had been admitted to area hospitals with matching symptoms of pneumonia from an unidentified infection. Seven were in critical condition, while the others were “stable” with “controllable” symptoms, according to a media release issued by the Wuhan Municipal Health Commission on December 31.37 By early January, with a growing number of victims who were spread across different hospitals, stricken patients were now being transferred to a single facility, Jinyintan Hospital, that specialized in handling infectious diseases. The hospital received its first transfer from a local general hospital on December 27. During the call to Jinyintan to receive that seriously ill patient, Jinyintan’s vice president, Dr. Huang Chaolin, was told that a genetic testing company had detected a novel coronavirus in the patient’s respiratory samples. Over the next few weeks, Jinyintan admitted more than one hundred patients believed to be suffering from the virus, filling its intensive care unit to capacity.38

On January 1, 2020, officials closed the food market that was thought to be a source of the outbreak.39 For now, the market was the only purported link between the patients. Initially, local officials posited that an unknown animal, presumably butchered and sold in the market, had been infected and must have transferred a virus to the human hosts. It was a convenient theory because it would mean that the outbreak was likely contained to the market, and the virus had merely jumped from a single zoonotic source and wasn’t spreading between people. But the account was based on inference alone, and it was unraveling.

Many of the early cases that were identified had some connection to the market. But not all of them. Pictures circulated around the world of Chinese health authorities, clad in biohazard suits, fumigating the market and collecting biological samples. Environmental sampling of the Wuhan market, conducted on January 1 and January 12, found evidence of the virus on door handles, the market’s floor, and in sewage; but the animals that were tested turned up negative. Initially, China revealed only that positive samples had been collected, and not the evidence that animals had also been tested and were found to be negative. If this critical information had been disclosed sooner, about the negative results on tests drawn from animals, it would have cast earlier doubt on the belief that the market was the focal point for the outbreak and that the virus was spread through a zoonotic source.40 When the Chinese government shared the initial data on the first twenty-seven human cases with Robert Redfield of the US CDC, he immediately spotted evidence of person-to-person spread. It was in plain sight.

The genetic sequence of the novel coronavirus was finally posted to a public server by a researcher in Shanghai, Dr. Zhang Yongzhen, who was believed to be acting on his own, defying specific directions from Chinese officials not to post the information. Zhang didn’t post the sequence directly, instead relaying permission to an Australian colleague, Dr. Edward Holmes, a virologist at the University of Sydney, to post the information to the website Virological.org, an online portal where scientists shared sequence information.41 Holmes then shared a link to the information on Twitter, and it quickly ricocheted around the world.42 Zhang’s lab was shut down for “rectification” by the Shanghai Municipal Health Commission on January 12, hours after Zhang had directed Holmes’s team to post the sequence. It looked like retribution. It was later revealed that Zhang had finished sequencing the virus on January 5 and had sent the information through official channels to the Wuhan Institute of Virology two days before China officially declared that the outbreak of pneumonia cases was being caused by a novel coronavirus. When he examined the sequence, Zhang immediately recognized that it was a novel coronavirus and bore similarities to SARS-1. Zhang had released the sequence after growing frustrated that Chinese officials hadn’t issued more forceful warnings.43 When the data were posted to Virological.org, Dr. Vineet Menachery, a leading virologist and immunologist with the University of Texas Medical Branch and an expert in how viruses interact with human hosts, observed on Twitter that the new virus appeared to be in the same general family as SARS-1—an alarming finding.44 We would learn later that the Chinese authorities already possessed that information for weeks.

Until COVID, there were six species of coronaviruses that were known to infect humans. Four of these caused a largely benign illness in healthy people that, for most, amounted to little more than a common cold. In rare cases, these coronavirus strains could cause pneumonia. Two of the species originated from bats (alpha coronaviruses) and two from rodents (beta coronaviruses). Together these four viruses account for as many as 30 percent of upper respiratory infections in adults.45 In more recent years, two new and more fearsome human coronaviruses had emerged: SARS-1 and MERS. The new virus spreading in Wuhan appeared to be a seventh entrant to this species.

Immediately after Zhang Youngzhen’s team released its sequence data, China’s National Health Commission finally announced that it would officially share the new virus’s genomic information with the WHO.46 The Associated Press later reported that “even then, China stalled for at least two weeks more on providing the WHO with detailed data on patients and cases, according to recordings of internal meetings held by the UN health agency.”47 Chinese physicians and public health officials had acted with conviction, and often with courage, to inform the world of the outbreak. But through official government channels, information wasn’t shared the way international conventions prescribed. Even as Chinese officials reported on the sequence, they withheld perhaps the most ominous finding: that the new virus was spreading widely between people.

For other nations, getting detailed information to inform the global response proved difficult. A key step was getting early access to samples of the virus, so international researchers could better evaluate its features and start the process of developing therapeutics, vaccines, and diagnostic tests. The director of the WHO, Dr. Tedros Adhanom Ghebreyesus, would announce in January that China had committed to share the viral samples, but Chinese officials would never do so.48 Andrew Bremberg, the US permanent representative to the UN and other international organizations in Geneva, would urge Tedros, and other WHO officials, to use their influence with China to press for release of the samples. Privately, and recognizing the importance of getting the samples, the WHO would push the Chinese government to make them available. But Tedros refused to call on China to do so publicly, which might have forced the Chinese government’s hand. He argued that, as a technical matter, China wasn’t obligated to release the samples under the International Health Regulations, so he said it wouldn’t be fair to pressure them publicly to do so. Indeed, the international health regulations didn’t specifically enumerate SARS-CoV-2, largely because the virus didn’t exist at the time these regulations were drafted. But it included SARS-1, and it clearly intended to call for the sharing of samples when a dangerous new pathogen would emerge.

At the same time, the WHO continued to publicly praise China for its purported openness. To take one of many examples, at a January 30 press conference, Tedros celebrated “China’s commitment to transparency and to supporting other countries. . . . In many ways, China is actually setting a new standard for outbreak response, and it’s not an exaggeration.”49 He would make similarly effusive statements on other occasions, despite the wrangling that continued behind the scenes. A year later, at a media event held a week before the end of President Trump’s term, Secretary Azar reflected on the opening days of the pandemic, saying that his team was “pressing for the Chinese government to send us viral isolates from patients there. And China has still, one year later, failed to provide the first-generation viral isolates.”50 Access to those samples at the outset could have helped the world prepare. And without the source strains, it would be impossible to determine with any certainty the virus’s origin, and whether the market was the focal point of the initial outbreak or, as seems more likely, one stop along its advance.51

The refusal to share samples was a break with long-standing practices but in keeping with recent experience. Historically, when a novel strain of influenza emerged, China shared the strains with the WHO. Then, in 2018, China abruptly declined to share samples of a strain of H7N9 bird flu that had first emerged in eastern China in 2013 and then resurfaced in 2017, despite repeated requests from the WHO and promises Chinese officials had made, as part of the International Health Regulations and similar side agreements, to share samples of novel pathogens. In particular, when it came to strains of a novel influenza, nations had committed to send the samples to certain designated research centers “in a timely manner.”52 The New York Times reported that scientists at the US Department of Agriculture “had such difficulty obtaining flu samples from China that they have stopped requesting them altogether.” The article had been placed with the assistance of officials in the White House, who were frustrated by China’s actions, and wanted to hold Chinese officials to publicly account for these policy decisions. At least four research institutions received the influenza strain only after cases eventually emerged in Taiwan and Hong Kong and those countries shared the samples.53

According to Secretary Azar, the US government first learned about the COVID outbreak on December 30, not through official channels but by monitoring local media as well as through a notification they received from Taiwan’s economic and cultural office in the United States.54 Surprisingly little precise reporting was filtering up to health officials during the initial weeks of the outbreak, based on Azar’s account and the public reflections of other American health officials. White House staff told me that in December and early January, they had little hard information to help them calculate the full scope of the threat. For most of January, the President’s Daily Brief contained little to no information on the novel coronavirus that couldn’t be found in open-source reporting. The Washington Post would report that the volume of warnings increased “toward the end of January and into early February,” citing officials familiar with the reports that were being shared. “By then, a majority of the intelligence reporting included in daily briefing papers and digests from the Office of the Director of National Intelligence and the CIA was about COVID-19,” the Post reported, citing officials who had read the intelligence reports.55

Evidence later emerged that Hubei Province was dealing with what it believed was a major outbreak of flu that began on December 2.56 Hubei was reporting twenty times the normal number of flu cases, a surge that may have started in November, putting an enormous burden on the local healthcare system. It now seems possible that some of those cases could have been SARS-CoV-2 making its first entry into the local population. Robert Kadlec would later say that the US uncovered evidence that China was starting to hoard medical supplies like masks and gowns by early December.57 The anecdote was offered to suggest that China had a run on these products well before the US was aware of the impending risk, or at the very least, China was worried that demand for medical goods could start to rise and was stockpiling the material.

Without access to stored blood and respiratory samples from some of the earlier patients who were presenting with flu-like symptoms in November, it’s impossible to know for certain if what was believed to be an epidemic of influenza was also some of the initial cases of the novel coronavirus making its first entry into the city. A year later, as part of its investigation of the virus’s origin, a WHO team sent to China sought samples collected as far back as the fall of 2019, but the investigators were told by Chinese officials that the Chinese government lacked the necessary permission from patients to test samples, many of which were held in blood banks. It seemed disingenuous for Chinese officials to invoke far-reaching patient privacy protections in this instance, with such critical public health questions on the line.58 Leaked internal documents would later show that in November, routine tests being carried out on the patients suspected of having flu were returning a higher-than-normal rate of indeterminate results.59 Many of the Chinese patients who were thought to have complicated cases of influenza were instead sick with some other, unidentified respiratory illness.

A modeling study done later by researchers at the University of California, San Diego, and at the University of Arizona, found that the first cases of the novel coronavirus probably began spreading in Hubei Province in early November but could have been transmitted at low levels as early as October 2019.60 The South China Morning Post would report on Chinese government data, that traced the first known cases in Hubei to November 17. “Chinese authorities have so far identified at least 266 people who were infected [in 2019], all of whom came under medical surveillance at some point. Some of the cases were likely backdated after health authorities had tested specimens taken from suspected patients,” the newspaper wrote. “Of the first nine cases to be reported in November—four men and five women—none has been confirmed as being ‘patient zero.’ They were all aged between 39 and 79, but it is unknown how many were residents of Wuhan.”61 If China had shared some of the early patient samples from November, it could help reveal—or put to rest—conjecture that the virus may have been spreading widely much earlier than December 2019. The WHO team also sought wastewater samples from central China to see if the virus could be detected in sewage from late 2019 and were told the samples had been discarded.62 In the absence of a more complete investigation, speculation would persist that the virus might have begun spreading in the fall.

The slow flow of information about COVID had echoes in the earlier experience with SARS-1 in 2002. When that outbreak first emerged, Beijing learned at some point that a novel virus was the culprit but continued to blame the cluster of infections on a bacterium.63 Two months later, when an outbreak of the infection appeared in Canada, a Canadian lab promptly sequenced the pathogen for itself, firmly establishing that it was a novel coronavirus. It shared this information with the world. Only then did the Chinese government release data on the full scope of its epidemic, announcing that Beijing had 346 cases—a ninefold jump from the 37 cases government officials had previously disclosed.64

When the novel coronavirus first emerged, similar challenges hampered the early response. Without access to the viral samples, it made it more difficult for other nations to fashion diagnostic tests and to begin work on drugs and vaccines. Countries could synthesize the whole virus in the lab, but that took months and had to be done in special, high-security facilities equipped to handle dangerous pathogens. It was not until much later, on March 3, that Swiss scientists became the first group to accomplish the feat, synthesizing the virus at a high-security lab in Mittelhäusern.65 By then, many countries already had access to samples of the live virus because it was spreading uncontrollably around the world. I was told by a member of the White House staff that at least one early sample that the US secured possession of came from one of China’s neighbors. China’s hesitancy had given rise to a global barter system for early samples of SARS-CoV-2.

The lack of information also put medical providers at increased risk. If you look at the medical workers in China who initially fell ill, few from emergency and respiratory departments were sick, Ai Fen later observed. It’s likely that doctors in these settings had the mind-set to protect themselves. “The most seriously ill have been those from the departments on the periphery,” she said.66 These doctors were more likely to be unaware of the virus and naive about its spread and didn’t have the presence of mind to wear protective gear and take respiratory precautions.

The work of many Chinese doctors and researchers early in the outbreak, to distribute information on the novel pathogen and post sequence reports and other bottom-line data, ultimately helped inform physicians around the globe about the virus. In the moment, these were heroic acts. Many Chinese scientists and physicians took risks, and their efforts saved lives. Yet, ad hoc reporting by individual doctors was not a substitute for more coordinated disclosure by the government, which didn’t happen until much later in the crisis. Even on the one-year anniversary of the lockdown of Wuhan, Chinese officials tried to soften news about the government’s response to the pandemic, stripping terms like “first anniversary” and “whistleblower” from Chinese websites like Weibo.67 Li Wenliang, the ophthalmologist at Wuhan Central Hospital, who had been threatened by the local police for disclosing information about the outbreak, eventually returned to his clinical work and was himself infected with SARS-CoV-2, probably in early January while caring for a glaucoma patient who was asymptomatic but infected with SARS-CoV-2.68 Li died of COVID on February 7. In all, more than two hundred medical staff at his hospital contracted COVID, and three of his colleagues died from the disease in March. Some of them were not made aware early enough of the virus’s risks, and they were not warned to take precautions.69

Li Wenliang’s death shocked the public around the world and galvanized criticism inside China to the government’s handling of the crisis, but it didn’t have any discernable impact on China’s sharing of information. I was told by members of the White House staff that during the same week that Li died, the Chinese government started to clash privately with officials at the WHO, trying to head off the declaration of a PHEIC, which could give other nations political cover to apply travel restrictions in an effort to keep an outbreak contained, even though such travel measures continued to be heavily discouraged by the WHO.70 China wanted to avoid those burdens.71 Its officials also wanted to avoid any public suggestion that China was losing control of the outbreak. However, the situation in China had been worsening for weeks. On January 20, the Chinese Xinhua News Agency had reported that the total number of coronavirus infections in the country had climbed to 217, including 14 cases in Guangdong and 5 in Beijing. Shortly afterward, China’s National Health Commission confirmed the first case in Shanghai.72 Chinese health officials reported the next day that six people in Wuhan had already died from the illness.73 China’s grim epidemic was under way.

Chinese officials would say that they were in regular contact with the WHO and sharing medical information with the global body. As a technical matter, this was true. But the private emails between WHO officials and their Chinese counterparts would tell a different story. The WHO would submit long lists of questions to Chinese officials, related to the scope and severity of the epidemic. In return, the Chinese government would provide achingly incomplete replies. This wrangling would continue, with the WHO resending the same questions and receiving modified replies that didn’t fully address the key questions. All the while, the WHO—afraid to jostle Chinese officials, afraid to confront them, afraid to lose its limited access—would maintain that it was in constant dialogue with the Chinese government. As a technical matter, they were in dialogue. But the interchange was not productive.74

Twice the Chinese delegation in Geneva tried to block the declaration of a PHEIC. The first time was on January 22, 2020, and they succeeded. The second time, on January 30, the effort failed. This was right after WHO director Tedros returned from China where he was meeting with senior Chinese officials, including President Xi Jinping, as part of an effort to show engagement and support for China’s efforts. Before leaving China, Tedros called his team in Geneva and told them to establish a new emergency committee to reconsider the declaration of the PHEIC. On January 29, the morning before the declaration was reconsidered, Ambassador Bremberg met with his Chinese counterpart in an effort to convince China to support the measure. Bremberg argued that a declaration of a PHEIC would not be perceived as a condemnation of China’s effort to contain COVID. However, quite the opposite would be true, Bremberg said, if China continued to oppose the WHO effort. Blocking the measure, he said, would be seen as an attempt to restrain global action that could help other nations prepare for onward spread. Bremberg felt confident that he had convinced the Chinese ambassador, but he wasn’t sure Beijing would sign off. That’s where it was left. China continued to fight the declaration, although this time it failed. Privately, Tedros used the episode, and his eventual support for the declaration, to try to counter accusations of being soft on China.

Yet in practice the declaration would have limited impact. The idea of such a declaration was to trigger international action to contain the spread and avert, or at least temper, a wider pandemic. But many nations had not updated their domestic laws governing public health emergencies since 2005, when the world was confronting the aftermath of SARS-1 and was increasingly focused on the risk of pandemic flu. Most countries still had laws in place that tied their local action not to the declaration of a PHEIC, but to the declaration of a pandemic by the WHO—a higher standard that had not yet been met in the WHO’s estimation. Indeed, the WHO wouldn’t declare the novel coronavirus to be a pandemic until five weeks later, on March 11, well after it was clear to anyone watching the news that a global pandemic was already under way. “We are deeply concerned both by the alarming levels of spread and severity, and by the alarming levels of inaction,” the director general said at a briefing held to announce the belated declaration of a pandemic.75

By that point, the ground was shifting. A day earlier, on March 10, President Xi visited Wuhan to mark the culmination of a harsh seventy-six-day lockdown of that city that had largely succeeded in arresting the epidemic there. Researchers from the University of Southampton in England, using mobile-phone location data from Chinese internet firm Baidu, estimated that if China had implemented its strict measures in early January, it would have reduced the epidemic’s victims to just 5 percent of the eventual total.76 That’s a small enough outbreak that Chinese officials might have been able to fully contain the spread inside China. But from January 5 to January 17, hundreds of patients were appearing in China’s hospitals, not just in Wuhan but across the country.77 The containment window, to avert wider transmission, had slammed shut. The contagion was ending in China, but its global spread was just beginning in Europe and America.

I spent March 10 on Capitol Hill, briefing members of Congress. In the morning I addressed the entire Republican House Conference. The Republican leadership, especially Representative Liz Cheney, was trying to build support for a COVID relief package that was coming before Congress. Cheney was deeply concerned about the threat that COVID posed and had invited me to brief the caucus that morning. She would continue to seek my perspective throughout the crisis and asked me to brief the Republican caucus on two more occasions later that spring, by telephone, after the US epidemic was under way. At the March 10 meeting, I delivered a downbeat assessment of where we stood, predicting that the virus would soon begin to spread widely in the US, and we would be forced to turn to mitigation to slow its spread. I told the members that the relief package, which would become the Coronavirus Aid, Relief, and Economic Security (CARES) Act, would be crucial to help bridge Americans through the crisis and enable the actions we would need to take to slow the spread of the virus. In the afternoon, I briefed Democratic members of the House Progressive Caucus. Shuttling between the two meetings, from a room filled with some of the most conservative members of Congress, to a meeting with some of Congress’s most liberal representatives, the one constant was a palpable sense of anxiety. There was, however, little recognition that the danger that many feared was on the way had already arrived. That morning, most of the Republican caucus, nearly two hundred members, crowded into a single conference room in the basement of the Capitol Hill Visitors Center. During the meeting, one of the few tangible signs of the looming danger was the food line: the meals were ready to eat, grab and go. Two staff members, stationed behind a table, dispensed coffee into disposable cups, all to avoid people touching the same utensils.

The pandemic was under way. And it would be made worse by the distortion and suppression of information, in many different settings, at different times and levels: at first balefully, through the efforts of some government officials in China—especially local authorities in Hubei Province; and then later, in the US, amidst wrangling over how forcefully to confront the virus.

Had the Chinese government been more forthright at the outset, there was a chance that the virus could have been contained there. Later, in the US, the effort to find effective tactics and therapies to stop the virus would also suffer from a lack of reliable information as we struggled to establish a truth standard about what would be most effective, and to agree on a reliable set of actions for containing spread. In a public health crisis, reliable information is a vital currency for decision making. The spark of transmission was lit amid the suppression and distortion of key facts.

We could and should have known and done more in the US. But it’s important to remember that in December 2019 and for the first few weeks of January 2020, the Chinese government didn’t share vital information that could have mobilized an earlier response in China and alerted the world to the full scope of the threat much sooner. In the US, we made plenty of mistakes of our own, so it’s arguable how much the earlier warnings would have helped us galvanize a more effective response. But global conventions, many implemented after SARS-1, were supposed to keep us fully informed of these risks, and they were disregarded. This should change the future course for how we deal with these threats. We’ll need to rely much more on our own tools for gathering information about novel pathogens and menacing outbreaks. We can no longer depend largely on global cooperation and the competency and transparency of other nations. COVID wasn’t caused deliberately, but it was enabled and nurtured by the intentional quashing of information.




Chapter 3

Pandemics as National Security Threats

We needed to get boots on the ground.

By late January, US officials were mounting a full-court press for China to let staff from the CDC enter Wuhan. Chinese officials initially balked, then promised access, stalled, refused, and finally relented after it was almost too late to do the CDC much good. China’s willingness to sidestep some of the key commitments made as part of global agreements that were implemented after SARS-1 was felt viscerally at the CDC—which couldn’t get permission from the Chinese government to let any of the dozen CDC staff, permanently stationed in Beijing, to visit Wuhan.1

The CDC had been trying to get access to Wuhan for more than a month, with no success. On December 31, Dr. Anne Schuchat, the CDC’s top career official, was one of the first officials at the agency to spot the threat. She read a brief report in a scientific bulletin that tracks outbreaks, a description of four cases of “unexplained pneumonia” in Wuhan, and emailed a group of CDC colleagues asking if “any of your folks know more about the ‘unknown pneumonia’ in Wuhan.” Within hours, an email reply came from Dr. Nancy Messonnier, the director of the CDC’s National Center for Immunization and Respiratory Diseases, who wrote that she learned there were actually now twenty-seven patients with pneumonia. The characterization of the cases, she said, “raises concern about SARS.”2

The next day, January 1, CDC Director Robert Redfield emailed his Chinese counterpart, Dr. George Fu Gao, a virologist and immunologist who had served as director of the Chinese Center for Disease Control and Prevention since 2017. After receiving no response, later that day Redfield called Gao to press for more information. By January 3 the two had talked multiple times about the outbreak. The following day, on January 4, Redfield sent Gao another email, again entreating for more information on the situation in Wuhan and requesting that the US CDC staff be given access to the hot zone. “I would like to offer CDC technical experts in laboratory and epidemiology of respiratory infectious diseases to assist you and China CDC in identification of this unknown and possibly novel pathogen,” Redfield wrote. Gao was emphatic that there was no person-to-person transmission and no evidence of spread within hospitals. Gao’s working theory was that the virus had been spread by contact with an animal, still unidentified, at the Huanan market. All the early cases seemed to be tied to that market. But Gao had sent Redfield a list of the first twenty-seven cases that the Chinese CDC had identified, and Redfield noticed that among them were three clusters where multiple family members were affected—a husband and a wife, or a child and a parent.3 It seemed implausible to Redfield that multiple members of three different families had all contracted the virus from the same zoonotic exposure. Redfield told Gao he was extremely worried that this was evidence of human-to-human transmission, urging Gao to look aggressively through local medical admissions for people with matching respiratory symptoms who didn’t identify the food market as a common point of contact.

Two days later, Redfield sent yet another note, this time attaching a formal letter offering support from the US CDC.4 Gao called Redfield back and cried during the phone call, telling Redfield that they might be too late to stop a larger epidemic.5 Gao had broadened his search for cases, and based on Redfield’s suggestion, expanded the “case definition” he was using to include people with matching respiratory symptoms but who didn’t necessarily report having any contact with the food market suspected as a source of the outbreak. Now, Gao was finding many more cases that seemed to be caused by the same pathogen. The infection appeared widespread.

Redfield believed Gao and other health authorities in Beijing were unaware of the outbreak until late December. Prior to that time, US officials believe the information was being held by provincial officials, and perhaps the Chinese military, but not shared with central health officials in Beijing. If the US had been able to get its own CDC staff on the ground when they made their first request, Redfield believes the US would have uncovered the existence of asymptomatic spread. That information could have changed the structure of the American response.

It wasn’t just Gao who was giving Redfield and US health officials the cold shoulder. As the scope of the outbreak grew, information sharing contracted. Across different levels of the US and Chinese CDCs, where there had previously been regular contact among lower-level officials, the Chinese CDC went dark on their US counterparts.6 And it wasn’t just the US CDC that was having problems getting access to information in China. Gao was having his own problems inside his own country. His investigators had been rebuffed by local authorities in Wuhan. “They didn’t show them all the cases,” said Dr. Ray Yip, the US CDC’s former China liaison, of the Wuhan authorities. “They had a couple of cases of hospital workers infected by then, and that’s obviously human-tohuman, how else did they get it?” Yip said.7

In China, the country’s CDC was an “afterthought,” as one member of the White House staff described the Chinese agency to me. The US had helped fund its development and trained many of its key staff, building an institution in China molded in the US CDC’s own image, on the premise that in a crisis, it would operate much like America’s own CDC. It was not a wasted investment. Over the years, the Chinese CDC had been an important collaborator to the US CDC and similar public health authorities. But at the outset of this crisis, the Chinese CDC had been largely sidelined. The US government had a false sense of assurance about the information it would receive from the Chinese agencies and the role that China’s public health institutions in Beijing would play in evaluating and responding to the outbreak in Wuhan. Gao would not be allowed to visit Wuhan until January 19, when he was part of a team sent from Beijing to tour local hospitals and then to report back to the National Health Commission and China’s cabinet on January 19 and 20. It’s believed that the description shared by this fact-finding team, of the deteriorating situation in Wuhan, helped prompt authorities in Beijing to place the city under a lockdown on January 23.

It turned out that the Chinese Communist Party didn’t turn to its CDC to lead the response; they turned instead to the military. More worrying, Chinese officials didn’t feel a strong imperative to keep their own public health agencies informed of events. Through December, information on the outbreak was widely shared with the medical branches of the Chinese military, but not with China’s CDC, according to US health officials I spoke with who were in contact with their Chinese counterparts. One illuminating fact: the Chinese authorities sent the head of their biowarfare program to Wuhan to oversee the response. In the US, we were misled by a belief that China’s effort would conform to the type of response that many US public health officials would have envisioned, with public health institutions taking the lead. China’s CDC was largely sidelined.

By the end of January, Secretary Azar believed he had an agreement from the Chinese government to allow experts from the US CDC into the region, and Azar briefed President Trump on the development. On January 27, the president tweeted, “We are in very close communication with China concerning the virus. Very few cases reported in USA, but strongly on watch. We have offered China and President Xi any help that is necessary. Our experts are extraordinary!”8

To some on Trump’s political team, the president’s tweets heaping praise on China’s initially sluggish cooperation were a source of angst and confusion. Was the president trying to prematurely proclaim a breakthrough? Prod it along through some public sweet-talking? Or was he guided by a desire to cooperate with Xi long enough to secure a trade agreement that was under negotiation at the time? Most would agree that the public praise probably sprang from some combination of factors. In fairness, by this point the Chinese government and President Xi had already ordered the lockdown in Wuhan, a forceful action to try to contain the virus there.9

Most of all, based on conversations I had with the president and his staff over this time period, I believe Trump felt he got more with sugar than with salt when it came to the Chinese leaders. In one February meeting, Trump told associates that if he was tougher on Xi, the Chinese would be even less forthcoming with information.10 The president would make a similar comment to me in a phone call. Secretary Azar spelled this out more clearly a year later, when he said, “If you want to get access and cooperation, sometimes a bit of public praise gets you further than hitting them over the head publicly. So, we press them very hard and firmly in private, but offered muted reinforcement in public, at least while we still thought we might be able to secure their full cooperation and compliance with the international health regulations.”11

The president called me later that summer, just before announcing his intention to pull the US out of the WHO as a way to punish the organization for what the White House perceived as the WHO’s sluggish response and its indulging of the Chinese government.12 I tried to convince the president not to take the action. My position was that taking such a step could be damaging as both a public health matter and as a political one. Among my arguments, I said that the virus was going to flare in the Southern Hemisphere and then would return to the US in the fall as a confluent epidemic that would likely engulf the entire nation. I said that critics would rightly argue we weakened the WHO at a key moment, when the organization was most needed to help address epidemics in regions of the world that would continue to seed America with new infections. Pulling out of the WHO now could contribute to the conditions that would fuel that fall epidemic.

I offered the president an alternative that I believed could achieve his political goal but keep the US in the WHO. If we wanted to send a strong message to the Chinese government, I said, there were better ways to convey our displeasure. I suggested that he move to include Taiwan in the upcoming World Health Assembly. Taiwan had been a critical partner to the US during the pandemic, and its exclusion from the WHO’s Health Assembly, to accommodate China, struck me as an unfortunate and ultimately self-defeating way to treat a country that had been a faithful ally in our shared efforts to combat the virus. The president had concerns with my idea, saying that Chinese officials would see it as a harsh reproach, and it would elicit a backlash. Trump seemed cautious about not pushing the Chinese government too hard, too fast. Yet, despite the public accord, Chinese officials continued to rebuff many of our entreaties. Sugar or salt, some of the obstinacy was the same.

The fact that information didn’t flow fluidly from Wuhan to Beijing, and that Chinese health officials appear to have been unaware of the initial outbreak, is instructive. We depend on other nations to inform us of these kinds of risks, but we reflexively assume that they have political and public health systems in place that are able and willing to surface this information internally. In China, it appears that by the time fuller information finally reached the central authorities in Beijing, and after being subjected to some further fiddling, weeks had already passed since the initial outbreak.

It wasn’t the first time that global health authorities were deliberately kept in the dark by local Chinese officials, who were perhaps acting independently to obscure information that they believed would reflect poorly on them. During the SARS-1 outbreak in 2003, local Chinese authorities had removed seventy sick patients from two hospitals in order to conceal these SARS cases from a delegation that was visiting from the WHO.13 The Chinese officials put the patients into vans while WHO officials toured the hospitals, and they drove the infected individuals around the city to pass time. Some patients were checked into hotels until the WHO inspectors had left the country.14

In a crisis like COVID, information is not foresight. It takes exceptionally brave leadership to act decisively, before the full scale of a threat becomes obvious. By the time the situation is evident, it can be too late to avoid a catastrophic outcome. But when the information itself is incomplete, or deliberately obscured, it can make timely and effective action even harder to obtain.

Poor information set the US back, preventing the nation from pursuing the actions it could and should have taken. A general refrain of critics is that the president refused to take COVID seriously, but it’s more complicated. Later on, the White House began to believe that the costs of the mitigation that was required to keep the virus in check outweighed the benefits. They started to discount the threat. But early on, the president was convinced enough of the seriousness of the risks that he supported a historic forty-five-day national shutdown of nonessential activity to slow the spread. If we had more complete information about the scope of the threat in January, it’s possible that the actions we eventually took by the spring could have been moved up by a week or two, or that we could have been convinced to invest in a more coordinated national response before it became too late. We were at a point in time when days mattered and many of the actions that we eventually took came too late.

Better information about the COVID outbreak could have been obtained in November and certainly by December. We could have had sources on the ground to gather samples of the virus so we could conduct our own analysis to discern its features. We could have gathered sequence information from some of the initial infections. We could have gleaned more information from doctors who might have been willing to tip us off that a major outbreak of a respiratory pathogen was under way. Yet even in January, based on my conversations with White House staff, they didn’t seem to have actionable reporting from China to allow them to understand fully the threat that the outbreak posed to America. The Chinese government’s reluctance to share early information, and at times their outright refusal, proved that we cannot rely solely on passive reporting for our safety.

In short, COVID proved that we cannot trust as our only backstop the international conventions, cooperation, and obligations that govern our global public health order. These institutions need to be strengthened. But they cannot be our only means for being informed about new risks. We need more active efforts to gather information when there are signs of troubling outbreaks. We will have to rely more on our tools of national security, including our intelligence services.

There’s an understandable uneasiness about migrating the tools of national security into the work of public health, but COVID showed that a pandemic poses a grave national security risk. The political pressure to improve our surveillance, using all of our capabilities, is simply too great. A pandemic with a respiratory pathogen proved to be an asymmetric risk to the United States. COVID hurt us a lot more than it ended up hurting many other nations. The US proved uniquely challenged in applying and maintaining respiratory precautions for its citizens at work and recreation.

Every wasted day was a missed chance to alter our fate. Implementing a public health response requires the measuring of risks and probabilities.15 SARS-CoV-2 was a highly contagious and pathogenic virus. And by late January, the probability was already high that the novel coronavirus would seriously threaten America. As microbiologist and Nobel laureate Dr. Joshua Lederberg once observed, “The microbe that felled one child in a distant continent yesterday can reach yours today and seed a global pandemic tomorrow.”16

Eventually, US experts were included as part of a delegation admitted into China that also included specialists from six other nations.17 By then, it was largely moot. COVID had escaped China. If there was anything to be learned about the spread of the virus and its clinical course, China was no longer the only incubator. On January 13, the first known case outside the Chinese mainland would be identified in Thailand. Two days later, the patient who would become the first case to be identified in America got on a flight from Wuhan that was bound for Seattle. He was carrying the novel virus on his breath. On January 20, the first case was found in South Korea. COVID had broken out. The seeds of a global contagion were now firmly planted.




Chapter 4

The Outbreak We Didn’t Want to See

A thirty-five-year-old man showed up at an urgent care clinic in Snohomish County, Washington, on January 19 with a persistent cough and a fever of 99 degrees. He had returned to the United States four days earlier, after traveling to visit his family in Wuhan, and saw a health alert from the CDC about the novel coronavirus outbreak in China. Because of his symptoms and his travel, he decided to see a doctor.1

A rapid flu test came back negative, and his recent travel history made his doctors immediately concerned that it could be coronavirus. His doctor alerted the Washington State Health Department, which in turn contacted the CDC’s Emergency Operations Center, the only place in America where a patient could get tested for the novel coronavirus. At that point, the CDC was tightly rationing who received a test, because it had the capacity only to run a small number of tests a day in its lab in Atlanta. The man’s travel history meant that he met the CDC’s tightfisted testing criteria. After his doctors collected two specimens from his nasopharynx, he was sent home to wait in isolation, with his quarantine closely monitored by the local health department.

On January 20, the CDC confirmed that he had the virus. He was transported from his home to Providence Regional Medical Center in Everett, Washington, where he was admitted to a special two-bed biocontainment ward that had been established to handle Ebola patients.2 For a time, he was the only known person in the US infected with the novel coronavirus. He would also be the first coronavirus patient to receive the experimental drug remdesivir.3 A total of fifty people with whom he had close contact were also tested and put into quarantine, but none of them ended up developing the infection. For now, health officials thought they had managed to contain the country’s first known introduction of the virus that had shut down the city of Wuhan.

However, back in Washington, DC, some White House officials had growing concerns that we wouldn’t be able to contain it for much longer. A week later, in an Oval Office Meeting on January 28, National Security Adviser Robert O’Brien told President Trump, “This will be the biggest national security threat you face in your presidency. . . . This is going to be the roughest thing you face.”4 Matthew Pottinger, O’Brien’s deputy, had reached the same conclusion. Two days earlier, Pottinger had sent an email to White House staff asking whether the US should immediately halt all travel from China. “The situation in China is clearly out of hand,” he wrote.

Pottinger had an undergraduate degree in Chinese studies and was fluent in Mandarin. He had worked as a journalist for seven years reporting from China for The Wall Street Journal, before he joined the United States Marines as a military intelligence officer. He served all four national security advisers during the Trump administration, eventually being tapped as deputy national security adviser by O’Brien in September 2019.5 Pottinger was well placed on this issue: he still had sources on the ground in China with whom he stayed in touch, and his wife is a virologist who had worked on HIV for many years in the CDC’s global branch. Moreover, Pottinger’s older brother was an infectious disease doctor at the University of Washington.6

Pottinger had covered the 2003 SARS-1 epidemic for The Wall Street Journal and had seen firsthand the Chinese government’s effort to conceal its spread. In fact, it was his reporting that broke the story—despite China’s initial denial—that there were cases of SARS-1 spreading in the northern parts of the country.7 Even though SARS-1 was largely confined to a handful of regions, it had wrought havoc in some of the world’s financial capitals. It was proof of the kind of severe economic and social dislocation that a dangerous epidemic could cause. The new coronavirus looked as if it could be an order of magnitude worse. It had Pottinger very worried.

During the opening weeks of the COVID outbreak, Pottinger was in touch with doctors he still knew inside China, and the firsthand accounts he was getting were radically different from what the White House was hearing from Beijing and the WHO. The Chinese doctors told him that the virus was circulating in the community and was already spreading in several provinces. One doctor believed that at least half the cases in Wuhan were people who were entirely asymptomatic. This was a respiratory epidemic driven by invisible cases, the doctor told Pottinger. Forget 2003, the doctor said. This was 1918. Pottinger went into the Oval Office and told the president everything he had heard from his Chinese sources. There were more than 23,000 people arriving each day from China, Pottinger said; the US needed to tap the brakes.8 Two days later Trump announced that he would suspend most flights arriving in the US from China. By this point, these measures might slow the pace of introductions in the US and buy us some time, but the novel coronavirus had already arrived. The travel restrictions wouldn’t prevent a US epidemic.

Early on, Pottinger also raised concerns about potential shortages of medical supplies like masks. But not everyone was similarly convinced of the dangers. As the pandemic later took its grip on the nation, he was one of the rare White House officials who routinely wore a mask to work, despite persistent scorn by colleagues, who labeled him an alarmist. Pottinger had two older relatives living with him at home and was so worried about the lax precautions being observed inside the White House that he had his office moved from the West Wing to the Eisenhower Executive Office Building, an historic and ornate office building located next to the White House that housed many of the staff who supported the president. It was Pottinger’s own act of social distancing. He was worried that he would catch the virus in the White House and bring it home with him.

Pottinger was also worried about continuity of government. He and O’Brien had decided that the two of them would remain physically separated even as they worked together. They would avoid face-to-face meetings, even when they were both inside the White House complex, to reduce the risk that they both could come down with the virus at the same time. O’Brien also backed Pottinger’s risk assessment and issued an order requiring the staff of the National Security Council to wear masks. Pottinger worked with a Taiwanese official to secure half a million masks for the US, taking 3,600 for the staff of the NSC and the White House medical unit and donating the rest to the US Strategic National Stockpile.9 Some in the White House were angered by Pottinger’s action, worried about the optics of the White House staff acquiring surgical masks at a time when US officials were still discouraging the American public from buying and using their own masks. There was a shortage of medical masks in hospitals. But Pottinger’s concern about the casual procedures at the White House would prove prescient; in the coming months the White House would be host to several outbreaks.

Pottinger knew that the risks were being compounded by our inability to test people for the virus. We had no reliable way of knowing how widely it might already be spreading. The US had the capacity to identify only a small number of infections, those with an obvious link to China that would qualify a patient to be tested under the CDC’s narrow guidelines. The lack of testing created a false sense of security. If you look for cases only among people coming from Wuhan, you will find cases only among people coming from Wuhan. That’s precisely what was happening.

Four days after the Washington State man was identified, a Chicago woman was hospitalized for pneumonia and became the second person in the US to be diagnosed with COVID.10 One day later, in California, a third case was uncovered. All three had recently traveled to Wuhan, and each recovered. The Chicago woman’s husband became sick with COVID one week after she fell ill—the first documented case of person-to-person transmission of SARS-CoV-2 in the US. In Chicago, local health officials identified 372 people that the couple had been in contact with, and of those, 347 underwent active monitoring, including 195 healthcare personnel. No further cases were identified as a result of their illnesses.11 In total, public health officials were monitoring sixty-three additional individuals in twenty-two states at that time. All were suspected of having COVID. Almost all had symptoms of respiratory infections, and all had some connection to Wuhan. Most were in some form of quarantine. Almost all of them would test negative for the coronavirus.12

Back in Washington, officials thought they were finding and isolating the virus and preventing new outbreaks.13 Robert Redfield told the White House that the CDC’s efforts were, so far, containing further spread. In fact, by January 25, the virus was very likely already being transmitted to ten new people every day in California alone, according to estimates made later by researchers at Northeastern University’s Network Science Institute.14 But during the critical months of January and February, nobody knew just how widely the virus was already spreading.

So public health officials were alarmed on February 28, when a second case emerged in Seattle, in a person who had no physical connection to the first Seattle-area patient, the one who had been diagnosed on January 20 after traveling from Wuhan. Using data that mapped the precise genetic sequence of the two coronavirus infections, scientists eventually found that the two viral strains, separated by more than a month, differed only by two small mutations. They looked connected.

Dr. Trevor Bedford, an associate professor in the Vaccine and Infectious Disease Division at the Fred Hutchinson Cancer Research Center in Seattle, was advancing the use of sequencing as a way to track the migration of coronavirus across the world. It was a relatively new field of science called genetic epidemiology, or “gen epi.”15 By sequencing the virus’s RNA, he could trace the subtle ways its genetic code mutated as it passed from person to person, through successive generations of replication. Using the trail left by these small changes, he could track individual virus strains as they moved around the world. Coronavirus mutates more slowly than many other RNA viruses, so as it replicates and spreads, it does not collect as many changes. Still, it mutates about once every two weeks along a transmission chain. By looking at minor differences between the two Washington State strains—the one diagnosed on January 20, and then the second diagnosed on February 28—Bedford concluded that the two cases might have been linked.

This was the first time that sequencing data was widely used in a crisis to extend the traditional approach to epidemiology. Bedford helped pioneer the modern integration of these two disciplines. What he and others uncovered meant that COVID might have been spreading in Washington for at least six weeks. Somehow, the first traveler could have managed to infect someone who escaped detection and went on to transmit the virus to others. Bedford’s genomic analysis, posted online on February 29, suggested that hundreds of people in Washington State might be already infected given the amount of time that had elapsed between the two cases.16 By this calculus, the region was already facing a substantial outbreak, and nobody knew it.

This finding would be debated, and Bedford advanced later analysis that raised doubt about whether the two cases were actually connected, but even the possibility that coronavirus had been silently spreading in Seattle for almost six weeks was a dangerous turn of events. In fact, even if the two cases were not linked, we now know the virus had been spreading in American communities since at least January. It was hard to know, however, just how widespread the infection was. During a critical six-week period over January and February, the Department of Health and Human Services had run into a series of challenges and committed blunders in its effort to roll out a diagnostic test that could screen for the coronavirus, leaving the country dangerously blind to its spread. Without a way to reliably test patients who had symptoms suggestive of SARS-CoV-2 infection, US doctors had no way to diagnose the sick or take measures to contain the spread.

One of the doctors on the front lines of fighting COVID, and trying to find ways to identify its spread, was Helen Chu, an infectious-disease specialist at the University of Washington School of Medicine. For months, Chu and her colleagues had been collecting nasal swabs from Seattle area residents, as part of the Seattle Flu Study, a novel project that they had launched with the support of the Gates Ventures, the venture capital arm of a vast public health investment enterprise maintained by Bill Gates and Melinda French Gates. (Bedford was also part of this effort.) Starting January 1, the research team had amassed more than 2,500 samples from people who had voluntarily enrolled in the study. The participants agreed to send in self-swabbed samples if they developed any signs or symptoms of flu. The goal was to see if this community-based approach could be an effective tool for identifying and observing the transmission of influenza. The researchers wanted to see if they could use this framework to develop a tripwire that would identify when flu was starting to spread—a “sentinel surveillance” program to screen for when the influenza virus was infiltrating a community. They were testing a new model for infectious disease surveillance.17

But Chu knew that the tools she had for screening participants for influenza, as well as the samples she had collected, could help determine whether coronavirus was also circulating in the Seattle area. After all, the swabs were from people who were reporting symptoms of a respiratory illness. If some of the participants who were sending in samples didn’t have flu, perhaps they had COVID instead?

Chu’s flu test relied on a process called polymerase chain reaction, or PCR. Using this approach, labs copy or “amplify” small segments of a virus’s genetic material. The process uses primers and probes that are highly specific to the genetic sequences found in the particular virus that’s being tested for.18 These primers and probes will allow the test to render a positive result only if the probes are able to detect a precise snippet of RNA that’s also found in the virus. This is how PCR is used to detect the presence of a particular virus and differentiate SARS-CoV-2 from more common coronaviruses. The technology can also determine how much of the virus is contained in a particular specimen, by quantifying the amount of RNA in a sample.

The key ingredient is heat. Throughout the process, RNA from the target virus is converted to cDNA (a single-stranded version of the double-helix DNA molecule), which is repeatedly warmed and cooled. With the help of special reagents, this thermal cycling triggers a chemical reaction that allows the primers to bind to the target stretch of cDNA and copy it. With each heating and cooling cycle, the number of copies of cDNA can be doubled. These DNA segments are complementary to RNA segments that are found in the virus. In just a few hours, and after thirty or forty cycles, there can be a billion or more copies of cDNA resulting from the original target piece of RNA. In a short time, PCR makes it possible to produce copious amounts of these complementary stretches of viral RNA that you’re looking for, even starting with a very small amount of the actual virus.

The number of cycles needed to find a detectable level of virus is referred to as the cycle threshold, or Ct. Measuring this value can help determine how infectious a person is. If the machine needs fewer cycles in order to detect the viral RNA, it can mean there’s more of the virus contained in the sample. The more virus someone is harboring, then in many cases, the more contagious they’re likely to be. The number of cycles it takes to accumulate a detectable amount of coronavirus RNA is sometimes included in the results sent to doctors, but not always, and many providers don’t use this information to assess a patient’s condition. They treat the test result as a binary outcome—either someone has coronavirus RNA present in their swab, and they’re deemed to be infected, or the RNA cannot be found, and they’re judged to be in the clear.

Another wrinkle is that the PCR machines are so sensitive, sometimes they can detect fragments of dead virus that have already been attacked by a patient’s immune system and chopped into pieces. These dead fragments can linger for weeks after the patient has already beaten a viral infection. Even though the dead viral fragments can no longer cause disease, they can still register a positive result on the PCR machines. It’s partly for this reason that the CDC eventually decided that they would no longer declare a patient to have an active infection based on the findings from the PCR tests alone. The CDC started to rely on a clinical criterion that also considered the number of days since a person’s first COVID symptoms began.19

These limitations have stirred some criticism of PCR as a diagnostic tool.20 Often, if a patient has any detectable virus by PCR, they’re judged to be positive for coronavirus and are treated as if they’re infectious. Sometimes labs will adjust the cycle thresholds needed to call a test positive and exclude results that are reached only by repeatedly cycling the machines, say forty or more times.21 The challenge is that a high Ct value can mean that the patient has largely cleared the infection and is no longer contagious, but it can also mean that the person is newly infected, and the virus has just started to take its grip on them and hasn’t had time to replicate itself widely.22 So counting the number of cycles isn’t always a reliable way to judge whether a person is indeed contagious.

Chu and her team had the right equipment to begin testing their samples for coronavirus. As a technical matter, it was straightforward. They would have to develop primers that were highly specific to stretches of RNA that are only found in the novel coronavirus’s genome, strung among its thirty thousand base letters.23 The research team was able to develop these primers and probes in January. A bigger challenge was to prove that the test was precise. Without a “positive control,” an actual sample of the coronavirus, they couldn’t fully verify that their test was able to accurately identify its RNA. To prove the performance characteristics of a diagnostic, researchers need access to samples of the coronavirus RNA to assess the new test. They could use inactivated copies of the actual virus, or synthetic genomic material for this purpose. But at this stage, Chu and her colleagues had neither. Only the CDC had those samples. Without them, there was no way to prove for certain that the homespun primers would bind to the actual virus. But the team at the University of Washington had a lot of experience in genomics and in developing tests for viruses and they were confident that their new COVID diagnostic tool was reliable.

There are a number of factors that combine to determine how valid a test is, but two of the most important parameters are the test’s “sensitivity” and its “specificity.”24 A test’s sensitivity is also called its true positive rate. It’s a measure of the proportion of positive test results that are correctly identified. In other words, it’s the percentage of people who have SARS-CoV-2 infection who are correctly diagnosed as being infected with the virus. A test’s specificity is also called its true negative rate. It’s a measure of the proportion of people who don’t have the infection who are correctly identified as being virus free. A test with a low specificity would generate a higher number of false positives, saying that you were infected with the virus when you really weren’t.25 A test with a low sensitivity would generate a higher number of false negatives, saying that you don’t have the infection when you really do.

To put this in practical terms, a test with a sensitivity of 80 percent may sound reliable, but in certain settings, it’s not good enough to be practical. It means the test could miss one in five actual infections. If people are counting on that result to know whether they can go to work or visit with elderly relatives, a high rate of false negatives can mean many people will engage in risky activities, where they can spread the virus to vulnerable contacts, and not know that they’re infected. Likewise, a test with a specificity of 99 percent may similarly sound accurate. But again, its reliability may depend on how it’s being used. Given that most people you test in a general population are not going to have SARS-CoV-2, a test with a 99 percent specificity means that a very high percentage of the people testing positive may be falsely positive. Consider this: let’s say one in one hundred people you test actually has SARS-CoV-2 infection. That means the prevalence of the infection is 1 percent in the general population (which was the approximate prevalence during the epidemic in winter 2020). And let’s say that a test has a 99 percent specificity, so for one hundred people you test, you will generate one false positive. That means that if you screen one hundred random people with such a diagnostic, you will get two positive results, on average. One of those positive results will be a person who is infected with the virus, and the other will be a false positive. So 50 percent of the positive results you generate will be false positives.

A lot of factors can affect a test’s sensitivity and specificity. In a circumstance like COVID, where you are testing patients for a dangerous pathogen and trying to use testing as a way to control an outbreak, the reliability of the test is a critical factor. The FDA and the CDC asserted regulatory oversight for assuring its accuracy. This meant that if the scientists wanted to use their test on patients, they needed permission from the CDC and perhaps the FDA as well. The CDC has jurisdiction over tests that are being used for public health purposes as part of a pandemic response, and the FDA regulates tests that are used to diagnose individual patients for a disease. The Seattle researchers were in discussions with the CDC and Washington State health officials for weeks, seeking the ability to begin testing the samples they were receiving, to see if SARS-CoV-2 had arrived in the area. The debate with the CDC was initially over whether the University of Washington researchers would be allowed to use the test they had developed, or whether they would have to send their samples to the CDC so the agency could do the testing in its reference lab in Atlanta. Chu and her colleagues finally got permission to go ahead and do the testing themselves in the University of Washington lab, so long as the testing was done for research purposes. This meant that if they found a positive sample, they wouldn’t be able to report the result to the patient. But that wasn’t practical. Chu and her colleagues knew that if they identified someone with an active SARS-CoV-2 infection they would want to share the results with the participant in order to help doctors identify cases and start tracking and tracing infected patients as a way to contain further spread.

Sharing the results with patients, however, would brand their test a medical diagnostic and in turn make it subject to FDA regulation. So they also sought permission from the FDA and the CDC to use the test for diagnosing patients.26 But federal officials repeatedly rejected this idea, even as weeks went by and the pandemic worsened.27 The CDC would only let the team test the samples as part of a research project. By February 25, Chu and her team decided to go forward and start using the test for “research use only,” agreeing to the constraints under which federal regulators wanted them to operate.

They began by testing the samples collected most recently, and they got their first hit on February 27, on a nasal swab that had been sent to them just seventy-two hours earlier from a local high school student.28 Because the sample was so recent, because the teenager might still be contagious, and because it involved a child, they felt an obligation to notify the patient and local health authorities. The case was independently confirmed by the Washington State Health Department the morning of February 28.29 The school was promptly closed as a precaution. That same day, Chu’s colleague Trevor Bedford joined the team to sequence the genome of the virus that had infected the boy; this was the sequencing that led Bedford to conclude that this new infection might be from the same viral lineage as the man diagnosed on January 20, who had been identified as the first case to be found in the US.30 If the two cases were linked, it meant that the virus had been spreading in the area for more than a month. Bedford and his research team immediately posted the sequence publicly to an online portal initially conceived to enable the global sharing of sequence information on influenza strains, called the Global Initiative on Sharing all Influenza Data (GISAID).31

Chu’s effort showed how easy it might have been to authorize academic and commercial labs to start processing COVID tests on suspected cases and how hard it was for these labs to push forward on their own. The Seattle team notified this study participant without the CDC’s agreement, and in response the CDC claimed that Chu and her team didn’t have the appropriate patient consents in place and hadn’t properly validated their test for diagnosing the participants. Once they notified the participant, as a regulatory matter, the test was no longer being used just for research, which made their effort subject to federal oversight. The CDC forced Chu and her team to pause what they were doing.

It didn’t matter that the local ethics committee told them to report the results to the healthcare providers. And it didn’t matter that the CDC had tried and, so far, failed to distribute its own diagnostic, leaving the nation dangerously devoid of a way to test for the novel coronavirus. To be sure, federal agencies like the FDA and the CDC were legally charged with ensuring the reliability of tests that were going to be used to screen patients for a novel pathogen like SARS-CoV-2, and the public health emergency made it even more critical that such tests be reliable. There were ways that the CDC could have given high-quality labs an easier path to advance tests in the setting of the crisis. But they jealously guarded this turf. When the team’s lab reported its first positive hit, shortly thereafter the CDC told the lab to stop testing their samples.

Weeks went by before federal officials finally gave Chu and her colleagues a partial green light to resume their testing. Officials said the lab could test cases and report results on future samples that they collected, so long as the lab used a new patient consent form that disclosed that the results might be shared with health officials. But for now, they couldn’t test any of the 2,500 samples that had already been collected as part of their earlier flu study.32 It wasn’t until March 4, five days later, that an institutional review board that governs the conduct of trials involving patients determined that Chu could also proceed with testing the samples that had been collected in January and February as part of the flu study, with the results reported to public health authorities and patients.33 By then, a lot of time had passed from when those swabs were first collected. If patients who were self-reporting symptoms of flu instead had the novel coronavirus, these infected individuals could have been circulating in the community for weeks.

Chu and her team tested samples dating back to January 1, again starting with the most recent samples. The first positive hits they got were on the samples collected in late February. In all, SARS-CoV-2 would be detected in 1.1 percent of the specimens that they screened, a whopping number considering that most health officials still maintained that the novel coronavirus wasn’t yet circulating in the community. Many of these patients had reported respiratory symptoms and thought they might have the flu. Now, it turned out, some had COVID. The vast majority had reported mild illness and were treated at home. For most of them, it was probably too late to trace their contacts. So much time had passed from their initial infections that, if new cases were spawned by their illnesses, the subsequent patients were generations removed from the index cases. Two of the infected patients were children. Seven of the twenty-five patients who were identified with COVID reported being sick enough to seek medical care.34

It was a lot of positive hits to be getting on such a small and unselected pool of patients. If you were watching the evening news, the US was supposed to have just a dozen infections nationally. HHS officials were telling the White House staff that there was no widespread community transmission. The people in Chu’s study were not recent travelers from China or Italy. They were drawn from the general community. The novel coronavirus was spreading in Seattle.

The FDA would soon adopt a new strategy that would open the door for academic labs to begin testing patients and reporting the results back to their physicians. But in the meantime, Chu and her colleagues had run into some of the byzantine rules that limited the conduct of testing. The CDC exerted tight control over which labs could screen for COVID. And for now, the only facility in America that was authorized to do the testing was a single CDC lab in Atlanta.

It meant that doctors around the country had to forward samples to the CDC for testing. Physicians would first have to call the CDC and convince the agency to agree to take a sample for evaluation. It was a cumbersome process that limited the flow of specimens. By that point, there were far more people in America with unusual respiratory symptoms whose doctors wanted to test them, but the CDC’s criteria still required that patients have all the signs and symptoms of COVID along with a history of travel to Wuhan or known exposure to someone who was already infected. This created a situation similar to when China’s CDC required some contact with the Wuhan food market to be considered as a possible COVID case. It was only after Robert Redfield had suggested to George Gao that the Chinese CDC broaden its criteria that Gao revealed that the outbreak was probably out of control. Now, nearly two months later, the US CDC’s requirements seriously narrowed who could qualify to be tested in America.35 On March 1, the CDC’s official tally of COVID cases rose from fifteen to seventy-five. Models developed later by researchers at Northeastern University show that by this date, the US probably had 28,000 infections.36

We had lost control. Without a widely available diagnostic test, we missed the chance to use case-based interventions—the ability to diagnose the sick, trace their contracts, and place people who had been exposed into quarantine—as a way to limit spread. The window for preventing the virus from gaining a foothold had closed. The US would now be dependent on mitigation as its primary strategy for slowing the spread. This approach relied on closing nonessential businesses, canceling school, and convincing people to stay at home. The idea was that transmission would sputter out, with the virus unable to find new people to infect.

The idea of adopting mitigation as a way to slow the spread of a virus was first conceived as part of pandemic plans crafted fifteen years earlier, when the proximate fear was of a pandemic strain of bird flu. The 2005 plan envisioned that mitigation tactics would be used in a targeted fashion. Widespread diagnostic testing was to be employed as a way to uncover cases and target the strictest measures only to those places where community transmission was already under way. Like cased-based interventions, the mitigation also hinged on the ability to widely deploy reliable tests, which we never had in time.

We now know that some regions had relatively little SARS-CoV-2 spread and could still use case-based interventions—testing, tracing, and isolating the sick—as a means to contain the epidemic. In other places, like New York City, where the virus was already widespread, closing public venues, restricting gatherings, and asking people to stay home were all critical steps for slowing the epidemic and alleviating the burden on hospitals. But without a widely deployed test, there was no way of knowing where the virus was spreading and where it wasn’t already epidemic.

There was no way to target our interventions.

With effective screening, with the kind of “sentinel surveillance” effort that Chu was piloting—where providers could randomly test a representative sample of patients with respiratory illnesses, looking for those who might be harboring SARS-CoV-2—we’d have been able to identify the outbreaks in US cities more quickly, and then focus our containment measures to these hotspots. Over the longer term, to guard against the next pandemic, Chu’s idea is to create a biospecimen repository, where certain respiratory samples would be routinely held for a few months after patients underwent routine testing in outpatient settings. If these specimens were customarily collected, stored, and linked to information in patient health records, then if a new pathogen started to spread, health officials would be able to go back and look for traces of a novel virus in the community to see where and how it might be spreading. Such a repository would thus serve as a banked tripwire to uncover a new outbreak.

Right now, respiratory specimens are typically held for only a week at a time. If you get tested for flu, the lab will hold your swab for a week after your results come back and then throw it away. The reason is simple: space. Labs run out of freezer space, and for the RNA to be retained on a nasal swab, it needs to be held in ultracold temperatures, typically –80 degrees Fahrenheit.

We wouldn’t need to store every sample for longer periods of time, just a representative pool, perhaps drawn from higher-risk social compartments where new pathogens are most likely to first emerge. These would be settings where there are clusters of patients who are more likely to develop serious symptoms. That might include younger patients in the case of flu, or more vulnerable patients like older individuals or those living in nursing homes. When a new pathogen first emerges, it’s likely to first be identified in another nation before it arrives in the US. As with COVID, we’d have some advance warning, enough to know what we should start looking back for.

To make such a system robust, we’ll need a mechanism in place to test specimens for a novel pathogen even if we don’t have the explicit permission from the patients who gave those samples. Rules governing informed consent should be amended to address a declared public health emergency. We need to safeguard privacy concerns and make sure results are shared confidentially. But the imperative is to rapidly identify emerging outbreaks with novel pathogens. Most patients who were motivated enough to go to the doctor and get themselves swabbed for an obvious illness will want to know whether they may have been infected with a dangerous new respiratory virus that couldn’t be identified at the time that they gave their samples.

With earlier warning of COVID’s presence in America, we might have had time to intervene with targeted steps to slow the spread before the epidemic exploded. We could have delayed the US epidemic, and perhaps reduced its scope. China would use testing programs, practiced at a massive scale, to snuff out spread in regions outside Wuhan. In the province of Guangdong, health officials set up clinics where they screened more than 300,000 people with mild flu-like symptoms, identifying about 450 positive cases.37

Such a sentinel surveillance program had been proposed by healthcare officials in the Trump administration, but it never got off the ground. On February 13, Secretary Azar told the Senate Finance Committee, “The CDC has begun working with health departments in five cities to use its flu surveillance network to begin testing individuals with flu-like symptoms for the coronavirus. Many questions about the virus remain, and this effort will help see whether there is broader spread than we have been able to detect so far.”38 Shortly after, a CDC action plan dated February 14—the day following Azar’s testimony—was circulated inside HHS, laying out the details for the five-city surveillance program. Drafted by the CDC, the “Surveillance Enhancement Plan” outlined what it called a phased expansion, where the sentinel program would be expanded to all fifty states within two months. Within six months, routine screening would be added to samples collected by the large commercial labs, including LabCorp and Quest. The plan noted that the system would hinge on the availability of commercially available tests for COVID-19. The planners clearly thought they had more time than they did. Six months was a long time to wait to have testing services available in the nation’s commercial labs. No part of this surveillance plan for sentinel cases ever got started.39 The CDC was never able to field the diagnostic test that they promised.

When the idea for sentinel surveillance was first proposed at a meeting of the White House Coronavirus Task Force in early February, nobody questioned the merits of the approach. Instead, the task force members worried it might be too late. Health officials acknowledged that they needed to have in place a surveillance system for coronavirus similar to the one they had for flu. They conceded that the effort was overdue, and they didn’t know how much spread was already under way, according to White House staff members who attended the meeting. “It was a sign of how much trouble we were in,” one attendee told me. “We would never catch up in time.”

Until that point, the US had not recorded a single case of coronavirus infection in New York, which seemed improbable to some of the task force members. How could a city as dense and porous as New York not have a single case of the novel virus? “It was like the dog that didn’t bark,” this person told me. “It was a sign to a lot of us that we were way behind the curve. That’s when some of us started to get even more nervous. We were never going to make it.” By the time that New York City reported the first person who was positive for SARS-CoV-2 infection, the City had only conducted 32 tests on patients. It wasn’t even enough testing to serve as a tripwire.40

The United States would never deploy enough tests to implement widespread screening, even for a rudimentary surveillance effort. In the absence of surveillance testing, health officials were forced to rely largely on a far less sensitive tool to tell whether coronavirus was starting to spread in local communities: syndromic surveillance. This approach relies on dozens of different streams of information on things such as how many people were seen in emergency rooms with unusual respiratory symptoms or the number of patients with flu-like illness who subsequently test negative for the flu. Syndromic surveillance can also include more esoteric information, such as how many times physicians are ordering complicated diagnostic tests like the Biofire Respiratory Pathogen Panel that are able to screen simultaneously for a battery of less common respiratory infections. Doctors will often order these complex tests for a patient who has an atypical pneumonia that defies a more obvious diagnosis.41 In January, during Italy’s flu season, doctors in the Lombardy region were ordering many more chest CAT scans than usual to evaluate complicated cases of pneumonia that confounded them. Many doctors thought these cases might have been complications of flu. It was really COVID making its first entry into the local population.42 A spike in the use of complex imaging and diagnostic screening tests could be a signal that a serious respiratory illness is spreading, and it’s stumping local doctors. Looking for these unusual ordering patterns by doctors is one element of syndromic surveillance.

Without a diagnostic test to actually test people for the presence of the virus, that winter, the Coronavirus Task Force relied entirely on syndromic surveillance data that showed mostly flat trend lines that were consistent with historical norms. Based on these data, task force members were told there was little risk that coronavirus could already be spreading widely in America. But a big part of the challenge was that officials at the CDC were applying a flu model to coronavirus. “People think that because you prepared for flu you were prepared for coronavirus, and it took eight to twelve weeks to realize that the two viruses behaved very differently,” one senior White House official said to me in the spring. When it came to a novel coronavirus, we also lacked a foundational infrastructure for testing and developing countermeasures: we can make new flu vaccines by changing the strain we use in existing manufacturing processes. Similarly, the country has a lot of flu tests that can be adapted to a novel strain of influenza. We lacked any similar foundation to build on for a new coronavirus.

Falsely assured that SARS-CoV-2 wasn’t spreading in communities in America, federal health officials were repeating a now-common refrain in their public appearances: “There is no need to panic.” In reality, they didn’t have the tools to know for sure. You have to admit what you do not know. Government officials often make the mistake of trying to answer every question. Sometimes, when you lack data, when you’re confounded, the most reassuring message is to admit what you do not know. It builds trust, and building public trust is critical in a crisis. Public officials also make a mistake telling the public “not to panic.” When people hear the phrase “There is no need to panic,” the first thing that many people will ask themselves is: “Should I panic?”

When I was FDA commissioner, we uncovered a potential carcinogen contaminating a common class of blood pressure medicines. It was at trace levels, and we didn’t believe it posed a serious risk. However, we put out substantive alerts regularly, updating on what we knew, on the progress of our investigation, and on the evaluation we were doing to fully quantify the risk.43 Rather than aggravating the public concerns, our constant communications, and our efforts to clearly relay what we did and didn’t know and a timetable for developing more answers, proved reassuring.

In a public health crisis, eventually, you’ll need to ask the public to do hard things, and the public will have to trust the integrity of your appeals. You cannot advance policies or appeal for collective action if the public isn’t on board. Once you pursue a policy, and get met with public rejection, or noncompliance, your capacity to implement future actions is eroded. If the public refuses to follow guidance in a public health crisis, if there’s widespread opposition or protest, it becomes difficult or even impossible to advance additional measures, to take strong actions.

This is what happened with COVID. The federal government lost trust and credibility early, by its inability to accurately convey the true scope of the hazard. The lack of reliable information on COVID’s spread, and the inability of people to access testing, degraded the integrity of the response.

Inevitably, at the outset of a crisis, you may be accused either of overreacting, if your worst projections don’t materialize, or of underreacting if the situation spirals out of control. But if people reject the public health measures, we fail. Making the case for our actions, and galvanizing support for them, was essential to the success of pandemic response. Early on, the reassuring messages that the president and public health leaders were offering weren’t properly informed. They simply didn’t have the information they needed to conclude the risks were low. By the end of February, in the US, there were plenty of reasons for Americans to be concerned.

Some White House officials also started to grow more skeptical of the reassuring reports from HHS. Among them were Grogan and Pottinger. Both didn’t understand how the CDC could be so sure that coronavirus wasn’t already circulating in America given the events unfolding around the world, where the pathogen had spread furtively only to explode after cities had become saturated with it. Grogan sometimes enlisted the help of his fellow task force member Ken Cuccinelli, the acting deputy secretary of Homeland Security, to press the health officials, testing their conviction. But in task force meetings, the health experts, led by the secretary of Health and Human Services, held firm. The data they were monitoring showed no signs that the novel virus was spreading in the US. The syndromic surveillance, which was set up to monitor for the spread of flu, didn’t show any concerning changes.




Chapter 5

Looking for Spread in the Wrong Places

A pivotal moment occurred at the January 21 Coronavirus Task Force meeting in the White House Situation Room. Joe Grogan was pressing hard on whether the coronavirus could be spreading without being detected. Secretary Azar turned to Anthony Fauci to address Grogan’s concerns. “What would be the epidemiology to justify your question?” Fauci pointedly asked Grogan.

Fauci was technically correct; they had no epidemiological data to prove that community spread was under way. But why was that? Because of the CDC’s failure to deploy diagnostic testing that would have shown community transmission was happening. Against the backdrop of the events unfolding around the world, and the cases that were starting to emerge in the US, fear among some White House staff was growing. Grogan, Pottinger, and others started to become very concerned that we could be missing a lot of infections.

It turns out we were. Without a diagnostic test to screen patients, health officials were relying instead on a specific tool that the CDC used for syndromic surveillance called the Influenza Like Illness surveillance system, or ILI. It’s a network of about one hundred public health labs and more than three hundred clinical labs located in all fifty states, Puerto Rico, Guam, and the District of Columbia. The labs report to the CDC each week the total number of respiratory specimens they’ve tested for influenza and the number of positive specimens they found, along with demographic information on who was getting sick with flu.1 At the peak of the flu season, the CDC collects as many as 75,000 samples a week. Typically, no more than about 30 percent will test positive for influenza. That means, in a normal season, there are about 50,000 suspected flu cases being reported to the CDC each week that test negative for influenza. These patients testing negative for flu are harboring some other respiratory infection. The CDC looks at historical patterns to make sure that the number of respiratory illnesses testing negative for flu doesn’t show any unusual outliers—a sudden spike caused by a new respiratory epidemic. But with fifty thousand samples testing negative for influenza, a building epidemic could be easily hiding in plain sight.

In normal times, the system helps monitor the ebb and flow of the seasonal flu. In a pandemic, it’s meant to serve as a tripwire to signal early signs of a new outbreak. By looking at this data and comparing it to historical norms, CDC officials told the task force they would know if a new respiratory illness was spreading. For the CDC, flu was the model for how they would detect COVID. They expected SARS-CoV-2 to behave essentially like influenza, and they expected their flu surveillance tools to be effective in identifying its spread. They thought they would be able to see if community transmission of the coronavirus had begun. But COVID wasn’t acting like flu. And the tools they were using were inadequate to detect a burgeoning epidemic.

Some of the shortcomings were inherent to the approach. For one thing, this system for syndromic surveillance is backward looking. By the time you collect and analyze the data, it’s at least a few weeks old. So, if a new virus was spreading exponentially, it could be widely diffused by the time a signal showed up on the dashboard. The other problem is that syndromic surveillance is not very sensitive. There could be thousands of cases of coronavirus infection circulating in a major US city, and the monitoring might not show any unusual trends. It could take tens of thousands of infections to register a discernible signal, especially with the majority of cases showing no or minimal symptoms. Most patients wouldn’t even present to doctors for evaluation.

Syndromic surveillance also leaned on data streams that were incomplete. The CDC relied heavily on claims data from the Medicare program, but that data took about three months to be collected and reported because of the delay between the delivery of healthcare and payment for those services. Providers don’t always turn in their bills on time. Later, Medicare would go back and do its own analysis of the data sets that it was feeding to the CDC in February. It was part of an after-action exercise to gauge the effectiveness of the response, and how useful the Medicare data would have been at detecting spread. Medicare analysts found that the data didn’t show a signal, in the form of a spike in visits for respiratory illnesses and related diagnoses, until the end of February, which seems understandable. That’s when the epidemic first started to explode. But much of the claims data from these February visits wouldn’t have been made available to the CDC until March or April, because of the delay between patient encounters and the filing of billing claims. That’s when the signal on the spread would have been first revealed to the CDC.

These shortcomings were aggravated by the way the coronavirus spread, through asymptomatic transmission. As many as 40 percent of infected patients didn’t develop noticeable symptoms, and thus never show up on the symptom monitoring.2 In January, it wasn’t so clear that asymptomatic spread was a significant driver of infection. But by February, evidence had accumulated that individuals who had not yet developed symptoms of COVID and those who were infected but would never develop symptoms were playing a significant role in transmission.

Finally, a system that was looking for prominent respiratory symptoms as a way to detect COVID’s spread was just not sensitive enough to serve as an early tripwire for community transmission. For those who were diagnosed with COVID, about 10 percent developed significant respiratory illness that required hospitalization, and only about 2 percent became critically ill.3 That’s from the pool of patients diagnosed with symptomatic disease. During the spring 2020 COVID wave, it’s likely that we were diagnosing only about one out of every ten or fifteen actual infections. With more testing in place, by the summer, that proportion improved to about one in eight infections, and by the fall, one in four. Thus, even thousands of cases lurking in a large city might not be enough infection to generate an identifiable signal of disease, especially because it was late winter, and the virus was able to hide in the shadow of flu season.

Moreover, the syndromic surveillance was confounded by the advance of COVID itself. The ominous news of the epidemics in China and Italy had the American public on alert. The more coronavirus dominated the news, the more people were avoiding crowds, wiping down their airplane seats with Lysol, and dabbing their hands with generous amounts of Purell. All of these behaviors could reduce the spread of flu and other respiratory illnesses at the very time that public health officials were looking for unusual spikes in respiratory symptoms as a way to portend COVID’s arrival. If flu diagnoses began to fall unexpectedly at the same time that COVID was slowly rising, then the spread of COVID could be masked by an offsetting drop in flu cases. In relying on influenza surveillance, public health officials were comparing current trends to a historical baseline that didn’t reflect the current risks. If flu cases were starting to fall prematurely, past trends might no longer have been a reliable baseline.

Another challenge with relying on the influenza surveillance was that the system was looking for signs and symptoms related to respiratory pathogens. As we would soon learn, COVID was not entirely a respiratory disease. Many of its manifestations are respiratory and flu-like, but not all of them. A surveillance system looking primarily for flu-like symptoms could miss an illness with more heterogeneous effects. That’s probably a lesson learned for new pathogens. Don’t think you understand the pathogen you’re dealing with until you’ve gained a lot of experience with it.

Finally, another big part of the reason why the syndromic surveillance wasn’t effective was because we were having an intense and late flu season, and COVID cases could easily have been obscured by an epidemic of flu infections. The timing of the introduction of SARS-CoV-2, arriving in the US just as we were experiencing a flu epidemic, was absolutely optimal for keeping it hidden. For all of these reasons, any ability to pick up a signal could come at a point when we were so far into an outbreak of COVID that any hope of containment would have already failed.

“The public health people on the task force were saying that there was no spread, or we’d see it in the ILI,” one White House official who sat in on the task force meetings told me. “It wasn’t until the week of March 6 that you saw a clear separation, and that was retrospective that you saw the separation. Until then, we were never told the ILI was picking up anything weird ever, we were told they were using the ILI network and it’s not detecting coronavirus spread. . . . CDC was telling us we have a surveillance system and it’s the [influenza-like illness surveillance] network and that we’re in good shape and that was totally untrue.” That same week, on March 5, the assistant secretary for health at HHS, Dr. Brett Giroir, told a group of reporters at a Capitol Hill press briefing that the “best estimate” of the overall mortality for COVID might be as low as one-tenth of 1 percent, which would have put it in the range of flu, to which he explicitly compared it. And it certainly wasn’t higher than 1 percent, he said. The best estimates of the case fatality rate that spring put COVID’s mortality higher than 1 percent. But in linking it to the death rate from flu, it was a measure of how much some health officials were still viewing COVID through the lens of influenza. By that point, others in HHS had a firmer grasp on the virus’s true pathogenicity. Anthony Fauci had sent an email to a Wall Street Journal columnist three days earlier, on March 2, alerting them that for COVID-19, “the mortality rate is approximately 2%. For seasonal influenza it is approximately 0.1%”4

Compounding its error of overreliance on the ILI, the CDC clung to its use of syndromic surveillance for months, even after there was ample evidence of asymptomatic spread. Those inside the healthcare response told me that the CDC was resistant to changing their surveillance or considering its limitations. “They built up this system season after season and it worked well for flu, so they were reluctant to pull away from it,” one senior HHS official told me.

But while the syndromic surveillance was not flashing red in January and February, it was not green, either. For most of February, analysis of the surveillance data showed that the proportion of people with flu-like symptoms but testing negative for influenza was at the high end of the historical range.5 This signal was hardly reassuring. Set against the backdrop of the situation unfolding in China, and the risk that COVID would spread to America, the data were disquieting.

If there had been an awareness earlier to the large portion of SARS-CoV-2 spread that was through asymptomatic patients, and a mindfulness that syndromic surveillance would miss these cases, it could have inspired a pivot toward more widespread and aggressive testing earlier, including screening for asymptomatic people. (Of course, the US didn’t have the capability to conduct widespread screening because we couldn’t deploy a reliable test for SARS-CoV-2.) It was not until the late winter that the CDC finally acknowledged the possibility of using widespread testing of asymptomatic individuals as a way to contain transmission.6

“It was almost like CDC didn’t want to believe it,” one person involved in the White House response told me. Many observers assumed that the White House had prevented the CDC from recommending large-scale testing given the president’s public statements about more testing producing more cases, which in turn produced more public fear and scrutiny.7 But this aversion to testing was also organic inside the CDC. The agency clung too long to the approach it knew for flu. This caused the CDC to make other mistakes with its data. Two of the biggest failures was the CDC’s overestimation of the risk of spread from contaminated surfaces, and its underestimation of the risk from asymptomatic transmission. The two errors were mutually dependent.

For a long time, without adequate testing and with no emphasis on diagnosing asymptomatic cases, the CDC was attributing a lot of the transmission it was seeing, and that it couldn’t explain, not to asymptomatic infections but to “fomites”—a circumstance where someone touches a surface that had become contaminated with the respiratory secretions of an infected patient and then touches his or her own nose, eyes, or mouth. The CDC saw a whole bunch of cases where they couldn’t trace patients back to a sick contact, and so the agency wrongly assumed that the transmission chain must have been lit by touching a surface that was contaminated with respiratory secretions. Instead, it was probably through direct contact with an asymptomatic person.

Despite the fact that influenza can also spread asymptomatically, the CDC didn’t assume that the same would apply for the novel coronavirus. On January 28, Anthony Fauci said during a Coronavirus Task Force press conference that in “all the history of respiratory-borne viruses of any type, asymptomatic transmission has never been the driver of outbreaks. . . . Even if there’s a rare asymptomatic person that might transmit, an epidemic is not driven by asymptomatic carriers.”8 Around the same time, a report had come out in a major medical journal, The Lancet, casting some of the first prominent doubts on this scientific dogma. It stated, “As shown in this study, it is still crucial to isolate patients and trace and quarantine contacts as early as possible because asymptomatic infection appears possible.”9 Relying on symptoms to find cases, the CDC also discounted the usefulness of PCR (polymerase chain reaction) tests, of the sort advanced by Helen Chu and her team at the University of Washington. But without the ability to diagnose some of those asymptomatic index cases, the CDC couldn’t trace the true patterns of spread. Privately, the CDC still defends its influenza surveillance and the applicability of its flu-based tactics to COVID.

These failures caused the perceived risk of fomites to be overestimated, and the perceived value of better respiratory precautions, like the use of masks, to be underestimated. We put far too much emphasis on cleaning surfaces, when we should have been taking more steps to improve airflow and filtration in confined indoor spaces and to get N95 respirators to individuals at high risk of bad outcomes. Asymptomatic spread played an especially large role in transmission from, and among, younger people. The CDC really didn’t get a clear picture of the extent of the asymptomatic cases and its role in transmission until universities started to test their students and uncovered the full accounting. The agency’s early models on spread underestimated the scope of the pandemic because they were largely based on transmission patterns for flu. Compounding the error, the CDC wouldn’t share its methodology, so those who might have been able to uncover the shortcomings and correct for the CDC’s faulty assumptions had no way to fully understand how the agency made its projections.10

By February, I, along with others, was worried that SARS-CoV-2 could already be spreading widely in America. On February 21, I appeared on CNBC’s evening news show to discuss epidemics that were now under way in South Korea, Japan, and Italy. I was set to appear after an interview with Anthony Fauci. We didn’t yet have any firm evidence of local transmission in the US, and Fauci seemed secure, for now, that it was not yet spreading in American communities.

The host of the program, Wilfred Frost, posed a question to Fauci that grew out of an op-ed that I had published in The Wall Street Journal the day before, in which I warned that community spread of coronavirus was likely already under way in the US. I wrote:



A mere 15 cases of the Wuhan coronavirus have been diagnosed in the U.S., according to the Centers for Disease Control and Prevention, and that number hasn’t budged in a week. But the true number of cases is unknown because the U.S. is testing only those who recently arrived from China or have been in close contact with confirmed patients. Public-health authorities need to be prepared for a wider outbreak. The CDC says it will set up a pilot program in five states to screen some patients with unexplained lung infections. But that program hasn’t started, so we can only hope that cases didn’t get into the U.S. undetected and begin spreading. It’s important not to overstate the danger: If thousands of people were infected in, say, New York, more patients would be showing up at hospitals with serious lung infections. The outbreak would be obvious. But since most people with the virus suffer only a mild illness, dozens and perhaps even hundreds of cases may be circulating undetected.11



Picking up that thread, Frost asked Fauci: “Some people in the last couple of days in particular have started to elevate their concerns as to whether this disease is already present in the US and spreading across people who are otherwise apparently healthy. Is that something that is impossible to know either way for sure and how worried are you about that possibility?”12

Fauci replied, “Well, certainly it’s a possibility but it is extraordinarily unlikely and let me explain why. The reason is if there were people who were actually spreading it, you would not have them identified, isolated, and contact tracing which means you would have almost an exponential spread of an infection of which we are all looking out for. We have not seen that, so it is extremely unlikely that it is happening. However, not to be overconfident and to directly get some data, what the Centers for Disease Control and Prevention is doing is picking out six sentinel cities where they will see people who come in with symptoms of the flu, who test negative for the flu, they will then test them for the coronavirus so it would be a good indication if we are in fact inadvertently missing cases of the coronavirus infection. So the pattern of what we are seeing argues against infections that we are missing and what we are going to do preemptively will make it even more proof that that is not the case, so we are not relying on overconfidence.”

Fauci had told the USA Today editorial board on February 15 that if testing showed that the virus had slipped into the country in places federal officials didn’t know about, then “we’ve got a problem.”13 Of course, we now know that by February 21 local transmission was under way.14 Fauci and others on the task force based their assessments on the best data they had. For a long time, without a way to actually test for the virus, the best data they had was the ILI surveillance.

After the appearance on CNBC, I was driving home and called a senior White House official to relate the exchange. I asked, “How can you guys be so sure that coronavirus isn’t spreading here?” It seemed likely that, at that point, we had community spread of the virus but couldn’t yet detect it. “I don’t know what to tell you,” the official replied. “We keep asking them,” referring to the health officials on the task force, particularly the CDC officials. “They tell us it’s not spreading.”

I was very worried about the reassuring message, that it might deter doctors and nurses who could be confronting the illness in their wards from taking precautions to protect themselves because they were being told it wasn’t spreading in America. In Wuhan, a lot of healthcare providers had contracted COVID early on in the outbreak because they were unaware of the virus’s presence. I didn’t want to see providers in the US make the same mistake because they weren’t armed with good information about its spread. So, right after I hung up the phone with the White House official, I took to Twitter to send a message of my own: “U.S. officials express a lot of confidence that if #COVID19 was spreading we’d see it in our epi surveillance. We should be hopeful. But providers and front-line personnel should still have caution, awareness that community spread could become apparent in U.S. Be safe, Be alert.”15

A press conference on February 25 is now viewed as a turning point in how federal health officials spoke about the mounting risks. Dr. Nancy Messonnier, the director of the CDC’s National Center for Immunization and Respiratory Diseases, warned—for the first time—that community spread was all but inevitable. But when you unpack what was said, the actual statements still hewed closely to the prevailing narrative that the coronavirus hadn’t yet arrived in our communities.

The part of the message that was widely reported, and created a stir, was when Messonnier said coronavirus would soon begin spreading at the community level, and the “disruption to everyday life might be severe.” That is the quote that triggered a brisk stock market sell-off that unnerved President Trump, who was traveling abroad in India. The market reaction would be a final nudge that would cause the president to hand oversight of the COVID response to Vice President Mike Pence. But before Messonnier delivered that stark warning, there was another part of her message that didn’t get as much notice. She reinforced the CDC’s view that the virus hadn’t yet begun to spread in the US and had been largely stopped at our border. “To date our containment strategies have been largely successful,” she said at the start of the call. “As a result, we have very few cases in the United States and no spread in the community.” Messonnier’s briefing would occur the same day that Mardi Gras festivities were getting into full swing in New Orleans, one of a number of superspreading events that would unsuspectingly unfold that week.16

In the weeks before and after the press conference, Robert Redfield would also affirm the message that the threat to the nation remained low. “The American public needs to go on with their normal lives,” he said.17 In fact, SARS-CoV-2 was spreading widely.

The point here isn’t that the federal health officials were wrong. The point is that they were working with faulty tools, and from faulty data sets. Because health officials couldn’t test widely for the presence of the virus, they overrelied on information that they had access to, which was based on a model for flu. This is the central failing that needs to be fixed for our future preparedness. Without a way to test for SARS-CoV-2, to diagnose community cases, to understand how COVID established itself, and to uncover the asymptomatic spread, the US had no way to know for sure if it was spreading. The country certainly had no way to know if it would reliably show up in our surveillance system for flu-like symptoms. We were more situationally blind than we assumed.

By the end of the month, the data feeds were finally starting to show troubling signs. “The flu tests were going down, but suddenly the ILI stopped going down or started to go up, we started to see some funny blips, curves that should have gone smoothly down were starting to flatten out or even rise,” a senior health official working on the federal COVID response told me. “We saw something in Chicago and in Seattle, and then later something was happening in New York. . . . We saw little blips here and there, but they were initially small. Then they grew larger.”18

Behind the scenes, by late February, there was agreement on the task force that they might soon need to shift the nation’s posture and start implementing targeted mitigation in four cities—Seattle, Boston, New York, and Santa Clara, California. Secretary Alex Azar recommended calling for the equivalent of snow days in those cities, slowing activity to stem the spread of the virus and, hopefully, avoid the need for broader shutdowns. The task force had run a tabletop exercise to rehearse such an escalation. The task force members told me that, at the meeting, they had concluded that community spread of the disease in more than one city was now likely.

They prepared to meet with the president on the evening of February 26, after he returned from India, to secure his agreement to this escalation and the new focus on community mitigation. But they would later tell me that the political fallout from Messonnier’s briefing caused Trump to put the brakes, for now, on further action. The Messonnier press call was seen inside the White House as a barometer of how the public might react to tougher action. If the mere hint of mitigation prompted markets to swoon, some on the White House political team argued that it would be utter carnage if they actually implemented the measures she had discussed. This was the calculus taking shape. It prompted the White House to freeze further actions for a full two weeks, while they considered their options. It was a “lost two weeks,” in the words of one senior health official. The virus was reaching an epidemic proportion, although it was not yet obvious. It would soon burst out of control. The two-week pause would probably seal a more difficult fate for the nation.

By the first week in March, the system was finally flashing red, especially in New York City, where there was an unmistakable rise in influenza-like illness that couldn’t be explained by people testing positive for the flu.19 There was a 50 percent increase in the number of emergency room visits for respiratory illness. It was an ominous turning point. That’s when CDC director Robert Redfield called the New York State health commissioner and said, “I think you have a problem.” The ILI finally showed a spike. Lab-confirmed cases of flu were now falling sharply, but visits to providers for flu-like illness were rising even more quickly.

Some of those mounting doctor visits were from people who had COVID.

On March 6, the Coronavirus Task Force was shown a detailed presentation by Robert Redfield of data identifying the uptick in suspicious cases captured through the CDC’s ILI surveillance system. Before that point, the CDC hadn’t identified or reported to the task force any concerning signals coming from that data. But, as I noted, the ILI surveillance data is insensitive and backward-looking. The actual cases that drove the blip had occurred weeks earlier. Community spread was well under way. Now the CDC had the data to prove it.

We would learn later that by February, the West Coast was heavily seeded with cases imported from China that circumvented our travel restrictions.20 It turns out that the February 2 ban on air travel from China was quite leaky. An estimated 40,000 American residents had returned to the US from China through major airports after the ban took effect.21 And in the month before the travel restrictions, nearly 300,000 people had traveled into the US from China.22 Airport screening for symptoms was also porous, and there was no way to identify asymptomatic carriers. Meanwhile, the East Coast was being seeded heavily with cases coming from Italy. Wuhan and Italy had close ties. Italy was the first G-7 nation to join China’s investment and infrastructure project, the Belt and Road Initiative, and many Chinese textile workers had immigrated to Prato, the historical capital of Italy’s fashion business.23 Garments would be manufactured in Wuhan, and shipped to Prato, where the final stitches were “made in Italy.”24

A review of CDC records by the news organization ProPublica found that of the more than 750,000 travelers screened at US airports by mid-September 2020, officials found only 24 cases of COVID.25 We now know that many hundreds of cases got through. We closed down most, but not all travel from China early on. But we let travelers continue to arrive from Europe even as the epidemic raged there. Matthew Pottinger and others had urged restricting travel from Europe much earlier than our March 11 ban that affected travelers from twenty-six European countries, but the proposal met resistance from Secretary of the Treasury Steven Mnuchin and others on the economic team, who worried about the financial impact of such a move.26 The economists had been worried that the virus, and our actions to stop its spread, could trigger a “doom loop” in their vernacular. This is a situation where a sharp and sudden drawdown in the supply of goods and services eventually leads to a corresponding decline in demand for these economic products, which further erodes their supply.27

In retrospect, we could never stop the virus at our borders. At best, we could have delayed its fuller entry. Screening programs and travel bans were long known to have limited effect in preventing or even slowing epidemics.28 One widely cited modeling study, which examined the impact of travel bans in the setting of a pandemic flu, found that implementing strict travel bans that reduced infections by 99.9 percent would delay the peak of a hypothetical US pandemic by just six weeks. This was if the restrictions were implemented early, on day thirty of a hypothetical foreign epidemic that had not yet spread discernibly to America, and the estimate was modeled from influenza, which is less contagious than SARS-CoV-2.29 In other words, even draconian bans on travel, implemented to stop a virus that was less contagious than SARS-CoV-2, would, at best, be temporizing. It would buy some time; it wouldn’t prevent the epidemic.

As for screening programs that would merely evaluate travelers for symptoms of COVID, when such an approach was implemented in Australia in response to the 2003 outbreak of SARS-1, for example, 1.84 million people were screened, 794 were quarantined, and no cases were confirmed.30 Across Canada, China, and Singapore, thermal scanners had been used to screen more than 35 million travelers in 2003, detecting nearly 11,000 fevers but uncovering not a single case of SARS-1.31 Still, Canada would record 250 cases of SARS-1, and Singapore 206 cases. During past pandemics, it was reported that people took fever-reducing drugs to defeat the scanners.32 Yet the same thermal devices and techniques would be used in US airports to screen passengers in the first few months of 2020, building a false sense of security.33

On top of this fundamental weakness, our screening system was also plagued by countless shortcomings. The CDC’s outdated data systems didn’t ferry information directly to airports. The agency relied on phone calls, faxes, and spreadsheets attached to emails to alert airports as to the arrival of travelers who should be denied entry or subjected to extra screening. This system made it hard for local officials to identify and stop passengers who were arriving from hot zones. At one point in mid-February, the CDC’s system went offline completely, allowing thousands of passengers to stream into the country uncontested. A lot of people got through the checkpoints. Some were carrying COVID with them. Later analysis found that of the 675,000 travelers who were subjected to enhanced health screening at airports, fewer than 15 cases of COVID were identified.34 In the end, the number of federal personnel charged with implementing the screening who caught COVID exceeded the number of infected travelers that the efforts would intercept.35 It would be the first of many instances where we played catch-up to the crisis.

The inability to field a reliable diagnostic, to deploy it in scale, and the overreliance on syndromic surveillance that was inherently flawed, were historic failures that left us badly at risk. If, as a later analysis has suggested, the first case in Seattle (the one diagnosed on January 20) never started a chain of transmission, and the subsequent outbreak was the result of a second case that had arrived in the city much later, then the virus hadn’t yet gained a foothold in the community until February.36 The window to act on the initial cases that we knew about in Seattle, and the ones we didn’t know about in New York, San Francisco, and other cities, may have been open longer than we thought—if only we had had a way to test for the virus and isolate it. It wasn’t even a hard test to design and manufacture. And still, we badly bungled its rollout.




Chapter 6

The Zika Misadventure

The problems started early.

The old playbook that governed America’s pandemic response always had the CDC going first. The agency would be the first to have access to samples of a novel virus, since any dangerous new pathogen would be sent to the CDC’s labs and would require special handling. The CDC would be the first agency to design a diagnostic test using the special access it had to these viral samples. It would be the first to use its new test to screen samples on behalf of other doctors around the country. Then, if there was a risk of a novel pathogen spreading more widely, requiring more testing than what the CDC’s central lab could handle, the agency would be first to develop a test “kit,” to be distributed to a network of about one hundred public health labs operated by the states. This would expand the nation’s testing capacity. Eventually, commercial test manufacturers would get viral samples from the US government that they could use to develop their own test kits. The CDC would take charge of growing the virus and then sending it to the National Institute of Health, which would work with contractors to process it for controlled distribution to test developers.1 The commercial manufacturers would get these kits authorized by the FDA and distribute them to a broader base of private and academic labs. It was a sequential process that would unfold over months. This is how the system was supposed to work, and the CDC tightly guarded its institutional prerogatives.

The CDC got an opening on January 11, when Chinese health authorities first published the genetic sequence of the novel coronavirus. Using this information, the CDC’s Core Lab started working on a test in earnest. Designing it took seven days.2 The CDC got a second opening on January 19, after patient zero sought care from an urgent care clinic in Seattle, four days after arriving from Wuhan. A respiratory specimen was collected from the patient and flown to the CDC.3 The agency was able to confirm that he was positive for SARS-CoV-2, using a preliminary test fashioned from the sequence data. Now the CDC officially had a live sample of the virus to complete the development and validation of its new test. The agency also began efforts to grow the virus in larger quantities, to create a resource it could eventually share with other labs.

The CDC’s ability to quickly design that initial test was laudable. In 2009, when the H1N1 swine flu first appeared in the US, the CDC had acted with similar speed, developing a diagnostic test in about ten days and getting it authorized by the FDA.4 Each of those H1N1 flu test kits had contained enough reagents for one thousand clinical specimens.5 But when the CDC tried in 2020 to mass-produce its test for SARS-CoV-2, and share it with labs, it would run into problems.

Other countries were also racing to develop tests for SARS-CoV-2. On January 12, using a test developed with the assistance of CDC personnel who were stationed in Thailand, that country became the first nation to confirm a case of SARS-CoV-2 outside China, in a traveler who had arrived directly from Wuhan. By the end of January, the Thais had diagnosed eleven more patients with COVID.6 South Korea and Taiwan were each also about to field their own test.

The World Health Organization was also in the game. It didn’t make a test but served as a clearinghouse for different testing protocols, with the actual development work done by independent institutions and companies. The WHO would review data and qualify certain tests for use, serving as a de facto regulator for countries that didn’t have strong regulatory authorities of their own. On January 13, the WHO posted a protocol for a test designed by a German group that was similar to the CDC’s design but simpler to manufacture. Several countries used this instruction set to start making their own test kits. By January 16, a German manufacturer had started producing these kits in bulk. Soon, the WHO adopted that German test inside its own laboratories. But the CDC’s experts said the European test could be less accurate than the test that the CDC was developing. The German protocol, the CDC argued, might fail to detect the virus if it mutated into new variants that were distinct from the original strain.7 The CDC stuck with its own design.

But back at the CDC, efforts to field a test for the US market started to run into trouble.

On January 24, the CDC posted the blueprint for its test. This information could have helped other sophisticated laboratories to fashion their own versions of that test to be run in their own high-complexity facilities.8 But the CDC stated on its website and in a newsletter for public health labs that only the CDC could conduct the test. The agency considered SARS-CoV-2 a special pathogen that required careful handling and, as a consequence, the CDC exerted exclusive control over the collection and testing of viral samples. The plan was for the CDC to eventually package its new test into kits that it would manufacture itself and distribute to state public health labs. Then, after the public health labs were running the new test, if there was still testing demand that couldn’t be met by these labs, commercial and academic labs could make their own laboratory developed tests and get permission from the FDA to offer these tests to patients. Eventually, if there was still a need for testing that couldn’t be fully met, medical device companies would get approval from the FDA to manufacture test kits in bulk and would then distribute those test kits to the nation’s labs to run on high-capacity testing machines. This sequential approach to expanding the supply of testing had been followed, with mixed results, during past outbreaks involving other novel pathogens.

Once the CDC announced that it was developing a test kit that could be deployed to other labs, commercial manufacturers who might have entered the market decided to wait. Why, some reasoned, develop a test only to have the CDC flood the market with its own kits? The CDC, it appeared, had things under control. Meanwhile, officials at the CDC thought they had time to get their own test developed and deployed to labs. They expected COVID to behave like the other two novel coronavirus strains that had emerged in recent years, SARS-1 and MERS, each of which had triggered limited outbreaks before they receded. And yet there were reasons to be skeptical, even in early January, that SARS-CoV-2 would follow this familiar trajectory. The new virus seemed to be far more transmissible than either SARS-1 or MERS. There was some indication early on that people could transmit the virus before symptoms set in, increasing the opportunity for spread. SARS-1 and MERS also made their victims seriously ill and patients became highly contagious only after symptoms set in, by which point patients would be too sick to move around. That made these viruses less likely to spread widely. COVID was different. A CDC scientist who worked on the agency’s initial response to COVID would later say: “It was being treated as a MERS situation or a SARS situation. . . . At that point we thought it was going to be a limited activity.”9

Under the pandemic playbook the CDC was following, the plan was for the FDA to grant the CDC permission to distribute its test under an Emergency Use Authorization (EUA). To meet the standard for emergency authorization, the CDC would need to prove that it’s “reasonable to believe” that the test may be effective in diagnosing patients. An EUA is more flexible than the FDA’s usual review standard, which requires a “reasonable assurance of safety and effectiveness” in diagnosing patients. The EUA pathway was fashioned by Congress (as part of the Project BioShield Act of 2004) to provide an efficient way to get medical countermeasures to the community in the event of a public health emergency, including a pandemic or an attack by a chemical, biological, radiological, or nuclear weapon.10

The CDC submitted partial validation data to the FDA on January 27, so that the FDA could start its review process while the CDC completed the rest of its development work. Four days later, on January 31, the CDC asked the FDA for enforcement discretion and permission to ship the test immediately, even as the CDC completed its application. The FDA agreed. On February 3, the CDC submitted a complete EUA request to the FDA, and the authorization was granted the next day, coinciding with the formal declaration by Secretary Azar that “there is a public health emergency that has a significant potential to affect national security or the health and security of United States citizens living abroad.”11 This declaration by HHS cleared the way for companies and labs who were developing therapeutics and diagnostic tests to file EUA requests with the FDA.12

The CDC asked the FDA to require, as part of its authorization, that certain conditions be met by labs that wanted to use the CDC’s new test. For one thing, the CDC wanted the FDA to specify in the authorization that the test could be used only on respiratory specimens. The CDC hadn’t yet demonstrated the accuracy of its test for detecting coronavirus in other body fluids like saliva. The CDC also wanted to include in its FDA authorized labeling that whenever the test generated an inconclusive or positive result, the lab performing the test would be required to send the specimen to the CDC, which would run the sample in its own lab to confirm the finding. But the CDC’s central lab in Atlanta could only handle a few hundred tests a day. If COVID cases started to grow, or if a lot of inconclusive results were being generated, then the CDC’s reference lab would be quickly overwhelmed. The CDC also intended to confine the use of its test to the 115 US public health labs.

Taken together, the CDC’s restrictions would limit how much testing would initially be done. Those constraints would be overshadowed, however, by a tragic failure. As I’ll detail later, when those tests finally shipped, they didn’t work. Instead, the entire country remained tethered to the CDC’s single lab for all of the nation’s testing, because it was the only place in the US that had a workable test. The CDC had prevented other labs from developing their own tests and now, its own kit was defective, and the CDC’s Atlanta lab was the only facility that could get the test to work. By March 1, the CDC had tested fewer than 3,600 samples. Senior HHS officials would tout this figure in a way that implied that 3,600 Americans had been tested for COVID.13 But even that small figure overstated the agency’s throughput. (“Throughput” refers to a lab’s capacity to run a lot of tests in short periods of time.) Under questioning at a Senate hearing on March 3 by Senator Richard Burr, the CDC’s deputy director, Dr. Anne Schuchat, revealed that many of these were multiple tests conducted on the same patients who were being serially tested for the virus, not tests on 3,600 unique patients. In fact, far fewer than 3,600 different patients had been tested for the virus.14

During this critical stretch of time, the country was largely blind to the spread. The US lacked a simple test that could diagnose people for SARS-CoV-2, and we would never catch up. From January 18 to March 7, the CDC tested only 3,869 specimens for the virus.15

The country had missed the window to field a diagnostic test and deploy it widely enough to detect the early spread, isolate the sick, and try to reduce the scope of transmission. We wouldn’t have been able to avert a US epidemic, but we might have delayed its start and reduced its severity. Instead, the virus was heavily seeded across the country. The CDC had missed the game.

Zika should have been a wake-up call for the CDC and the nation. For years, Zika was a seldom-seen infection, but in late 2015 its spread was first detected along the northern coast of Brazil, raising concerns that it might reach the US. The infection had been discovered in 1947 in the Zika Forest in Uganda, where scientists were conducting routine surveillance for yellow fever. Until 2006, Zika was reported only sporadically in humans. There were no known outbreaks. Only fourteen cases of human infection had been documented worldwide. But things changed in 2007, when the virus caused the first large outbreak on the Pacific island of Yap, in the Federated States of Micronesia. That was followed by an even bigger cluster in 2013 in French Polynesia. Then, on March 2, 2015, Brazil notified the WHO of reports of an unusual illness that was characterized by fever, rash, and joint pains.16

At first, Zika was not suspected, and no tests for the infection were performed. Nearly seven thousand cases of the unfamiliar illness were reported in the northeastern states of Brazil from February through April.17 Eventually, Zika was determined to be the culprit. Later, studies using sequencing data showed that the virus had probably arrived in South America in 2013, but it took time for a sufficient number of cases to accumulate before the disease exploded into public view.18

By 2016, its presence in Brazil was firmly established. The WHO declared that a large cluster of cases of microcephaly—a devastating condition where babies are born with tiny heads—was being caused by the infection. On February 1 of that year, the WHO declared that Zika’s spread in Brazil constituted a Public Health Emergency of International Concern (PHEIC).

Zika is transmitted through the bite of a mosquito, and the infection is notoriously hard to test for. Blood tests can have difficulty detecting the virus, depending on how long you’ve had the infection. Diagnosing Zika is complicated further by the fact that 80 percent of those infected will never show any symptoms so they would be unlikely to seek testing. Its continued spread in the Americas seemed inevitable.19 Inside the CDC, the need for a reliable test that could be widely deployed gained urgency. It was just a matter of time, many believed, before the infection arrived in the US.

Initially, the CDC relied on the lab at its branch in Puerto Rico to run the tests. The facility specializes in the diagnosis of dengue fever, another infection that, like Zika, is transmitted by the bite of a mosquito. Both pathogens belong to a class of viruses known as flaviviruses, which are generally spread through mosquitos or ticks. The entire class is named for the yellow fever virus, which is part of the same family of infections. The term was applied because yellow fever often causes jaundice in its victims (flavus means “yellow” in Latin). For most of these viruses, human beings are dead-end hosts; once a mosquito or tick transmits the infection to a person, the virus eventually dies inside its human victim. People can’t transmit the infection any further; only the tick or mosquito can spread it. But Zika is different. It adapts well enough to its human victims that people can spread the infection on their own. Zika, for example, can be sexually transmitted.20 Sexual transmission for dengue is only anecdotally reported, and direct spread of yellow fever from one person to another doesn’t occur. If a person is infected with Zika and then bitten by a mosquito, he or she can also transmit the pathogen to the bug. The mosquito, in turn, can spread the virus to other mosquitoes, which can then infect more people through their bites. Zika’s ability to spread in this fashion made prompt diagnosis a key to preventing an epidemic. When, as expected, the Zika virus started to spread in the US, the CDC’s single testing site in Puerto Rico became overwhelmed. Testing backlogs emerged. Test results were taking weeks to reach patients, reducing their usefulness to doctors.

So the CDC’s virology team started to share instructions with public health labs on how they could fashion their own Zika blood tests using PCR. Speed was critical. There was a narrow window to stop a wider epidemic. If doctors could properly diagnose victims, then they could isolate them and limit the virus’s advance. And if they could keep the infection from spreading to the US mosquito population, a wider epidemic could be averted. Controlling the mosquito population was key. But equally critical was identifying the virus’s human hosts.

By the end of 2015, just sixty-two symptomatic cases of Zika infection had been diagnosed in the US, but it was widely agreed that this represented just a fraction of the total infections. The scarcity of diagnostic tests was hampering the CDC’s ability to uncover more cases. Because Zika infection didn’t spread through inhalation, it wasn’t going to race as quickly through the population as a respiratory virus, but that didn’t mean that the CDC had endless time to get a working test into the hands of providers. The urgency of making testing more widely accessible was driven by the fear of the severe congenital abnormalities that the virus was known to cause. If Zika became widespread, hundreds of women could unknowingly harbor the infection during pregnancy, with potentially shattering consequences for their unborn children.

By this point, the CDC was under intense pressure to develop a diagnostic test that could end the testing backlog. In early 2016, the agency made the decision to sideline the PCR-based test that it was using, and instead manufacture a new test that was supposed to be more precise and could be more widely distributed to labs as a complete kit.21 The new test was designed by the CDC’s lab in Puerto Rico and was called the Trioplex, because it screened for Zika as well as for two other flaviviruses—dengue and chikungunya fever. These infections are spread by the same species of mosquito that carries Zika, and they cause symptoms that can mimic Zika infection.22 By testing for all three viruses at the same time, the CDC wanted to make sure that Zika wasn’t being confused with these other diseases. But the clinical utility of simultaneously screening for all three infections was controversial. These other infections were not epidemic at the time. Zika was. That should have been the focus of the CDC’s attention.

The CDC scrambled to make the new test, evidenced by careless and sometimes dangerous handling of its components. In one notable incident, the CDC shipped a specimen of chikungunya virus that was supposed to be inactivated. It turned out to be alive as it went through the mail. The viral sample had gone from the CDC’s high-containment facility in Fort Collins, Colorado, to a refrigerator in a CDC lab in Atlanta that used lower-level precautions because it wasn’t supposed to contain dangerous, live pathogens. “We are gravely concerned that a conscious decision was made to ship this pathogen before confirmation [that it was inactivated] because of urgency,” Congressman Fred Upton, chairman of the House Energy and Commerce Committee, said at the time. The CDC admitted that time pressure had allowed the lapse to occur.23 The episode underscored the long-standing problems with quality that plagued the CDC’s test development.

On March 16, 2016, the CDC finally sought authorization from the FDA for its Trioplex test. The CDC wanted to start distributing the new test to state public health labs immediately. One day later, the FDA authorized the test for emergency use. As with other tests distributed for emergency use, the FDA included language in its authorization that the CDC test might not be fully reliable. The FDA instructed providers to use the results in the context of other clinical findings that could help doctors confirm whether a patient was really infected.24

But the CDC was far more confident in the test, even though it would end up struggling to get it to work. The agency instructed public health labs to scrap the PCR-based “Singleplex” and instead, switch to the new Trioplex. In practice, the CDC had sidelined a protocol that was already deployed and working. And it was all done to screen for two pathogens that were not even spreading in America with a test that, it would soon be shown, wasn’t as sensitive at detecting Zika as the one it replaced.

Compounding matters, the new CDC test was more difficult to run, requiring a manual that was forty-one pages long, as opposed to two pages of instructions for the Singleplex test. The Trioplex had the advantage of being packaged as a kit, with qualified primers and probes that were manufactured and provided by the CDC, along with detailed instructions for how to interpret the results. So it was supposed to be more reliable. The Singleplex was just a protocol—labs would have to assemble the tests themselves from components that they would purchase separately. But the Singleplex was working. Six days later, on March 23, the CDC director testified before Congress and said that the agency had already manufactured more than a half million Trioplex test kits. The CDC was all in on the new test.25

Problems surfaced almost immediately.26 Public health labs couldn’t get the new Trioplex tests to work right. The issues were so acute that the CDC’s reference lab that had the most experience testing for Zika, its Fort Collins Arbovirus Diagnostic Laboratory, made the extraordinary decision not to use the CDC’s own test, though state public health labs were not informed of this decision. Dr. Robert Lanciotti, the chief of the Fort Collins lab, had raised some of the sharpest concerns.27 Lanciotti was well regarded in his field and had developed the test for diagnosing West Nile virus.28 He analyzed the Singleplex and Trioplex side by side and found that Trioplex missed about 40 percent of Zika infections that were detected by Singleplex. An independent lab ran a similar study and came to the same conclusion. Documents from the time show that the FDA also had concerns about the new CDC test.29 But the CDC’s Emergency Operations Center continued to urge state public health labs to switch to the new Trioplex test, not telling them that the new test had generated results showing it could have less sensitivity at detecting Zika. Still, at least seven state and public health labs rejected the Trioplex test and continued to use the Singleplex.

To address the issues, the CDC modified the Trioplex to boost its sensitivity. But the new procedures relied on extracting higher amounts of genetic material from the Zika pathogen. This required a complicated set of steps and advanced laboratory equipment that was out of reach for many public health labs.30 The Trioplex’s problems were so serious that the presidents of the three major organizations representing the nation’s microbiology and virology labs wrote an extraordinary letter to the CDC rebuking the agency and echoing many of Lanciotti’s initial warnings.31 And on January 12, 2017, the CDC modified its stance on the Trioplex test, informing public health labs that they could discard the non-Zika components of the Trioplex as a way to get the test working.32 It was an eerie harbinger of the problems that would plague the CDC’s test for COVID.33

As for Lanciotti, he saw the problems as being larger than just the challenges with the Zika test. For him, the episode exposed deep-rooted weaknesses in the way the CDC went about developing and deploying a test in a crisis. “Time will tell,” Lanciotti wrote in 2016, “how effective it is and what unforeseen problems arise” with the CDC’s testing approach.34 Calling the CDC’s methods “rigid,” he warned about the vulnerabilities of a process that left public health labs almost completely tethered to the CDC to manufacture and supply the only test kits that would be available in a public health crisis.35 In part for airing these concerns publicly, Lanciotti was removed from his post. Ultimately, after an investigation, the Office of Special Counsel ordered the CDC to reinstate him.36

The Government Accountability Office later faulted the CDC for not having a plan to supply its diagnostic test to commercial labs that could broaden the testing for Zika, and a subsequent audit would fault CDC leaders for ignoring Lanciotti’s initial concerns.37 Among the findings in a 2017 report, the GAO would write: “CDC developed the first two authorized diagnostic tests for the Zika virus and offered these tests to public health laboratories, but not to some manufacturers. Some manufacturers did not have access to the authorized CDC tests and encountered difficulty acquiring authorized tests from other manufacturers. Without a clear and transparent process for distributing CDC diagnostic tests, the agency may not be able to develop the capacity of the commercial sector to be able to meet the needs during an outbreak.”38

The window to prevent a Zika epidemic was closing. The CDC’s Emergency Operations Center “continued to promote a questionable assay with misleading communications that led laboratories to believe that it was in fact the best available test for the detection of Zika virus,” Lanciotti would write two years later, in response to an investigation by the Office of the Special Counsel. “Not recommending the best available test during an epidemic of a novel pathogen, in which the potential to miss cases is evident with implications for proper clinical case management, is in fact a threat to public health.”39

Those words were written in 2018. They could have been written in 2020 as we grappled with the damaging aftermath of the CDC’s botched rollout of its initial test for COVID.




Chapter 7

The CDC Fails

The problems with the CDC’s COVID test seem to have started inside the agency’s Respiratory Virology Lab in Atlanta. They had sprung from a contaminated component that was meant to make the test more precise but also made the process more complicated and prone to failure. There were three main parts to test, referred to as N1, N2, and N3. Each component was a different set of primers and probes that would bind to a specific segment of the coronavirus’s RNA. The first two reagents, N1 and N2, were specific to SARS-CoV-2. They targeted two regions in the virus’s RNA that code for the production of a structural protein that plays a key role in the coronavirus’s replication and assembly.1 The third component, N3, was unique to the CDC test and was not included in other countries’ tests, including the one developed in Germany and adopted by the WHO. The N3 component was designed to bind to any SARS-like coronavirus, including some strains that were found in bats but had never been known to have infected humans.

Stephen Lindstrom, the director of the CDC’s National Center for Immunization and Respiratory Diseases at the Atlanta campus, was the official in charge of developing the new test. He had helped make the decision to add the third component, telling colleagues it would help detect SARS-CoV-2 even if the virus began to mutate.2 It wasn’t in the original test design. I’m told that the decision to add the N3 component was made by Lindstrom and his immediate colleagues, but the agency’s director, Robert Redfield, wasn’t informed of the design choice until after problems emerged.3 Fielding the COVID test was the most crucial task the CDC was facing during one of the most epochal moments in its history. What test design the CDC was using, and its potential shortcomings, struck me as a decision that the CDC director should have been informed of ahead of time. It struck me as a troubling breakdown in accountability and awareness. “They decided that the most important thing they needed to do was get no false positives, so they added a third primer pair, that wasn’t in the original test design,” I was told by one health official close to the process.

The CDC test, with its N3 component, was designed to be more precise. But, like the Zika test, it was also a lot more intricate. The trade-off for its precision was added complexity. By including the N3 component, the CDC had made the test more difficult to manufacture and harder to perform. Precision mattered, to a point, but in the setting of a pandemic with a dangerous virus, speed and ease of manufacture also mattered. Like the test for Zika, the CDC’s new COVID test was overengineered, which in this case may have opened it up to problems. But unlike Zika, this was a respiratory virus that could spread quickly through a population. Instead of producing a test that was more accurate, the N3 component ended up becoming a point of failure.

State and local labs were eager to get the new COVID tests and start running their own samples. The CDC had assured public health labs during a January 28 conference call that “CDC’s goal is to get [FDA authorization] as quickly as possible and expects the assay will be ready to deploy within two weeks, possibly sooner.”4 Labs were waiting for the CDC’s test, but they were growing impatient. The day before, seeing some early challenges with the CDC test, senior staff in the FDA’s device center had reached out to all of the commercial manufacturers with testing platforms installed in labs throughout the country, to find out their timeline for developing their own tests for the novel coronavirus and to ask whether there was anything the FDA could do to help. The FDA was poking around for a hedge in the event the CDC test stumbled. But many commercial manufacturers were worried that they would invest in tests that wouldn’t get procured or reimbursed. One CEO told the FDA that switching over a single line of production meant not supporting a test that they were already marketing—a task that would cost millions of dollars. The US government had made no assurance that a successful test would be purchased. There were no promises of minimum buys and no promises of reimbursement. The CEOs told the FDA staff that up until that point, no other officials from HHS had been in touch even to ask if the companies would get engaged. For now, many commercial manufacturers with the capacity to develop tests were mostly waiting to see what happened with the CDC’s efforts.

The first indication of problems with the CDC test appeared on February 3, when quality checks done at the agency showed that the third reagent, the N3, might have been generating false results. The CDC assumed that the setback was just a faulty lot, so they set aside the production run that included the problematic kits. But on February 6 came another red flag. A final quality check showed that the test kit could fail 33 percent of the time. For reasons that have not been fully explained, the CDC decided to ship the kits anyway.5 They were initially sent to labs in thirty-three states.6 On the same day, the World Health Organization directed the shipment of about 250,000 COVID test kits (manufactured by a German firm) to more than 70 labs around the world.7

Once the public health labs got the CDC kits, they first tried to validate them by testing sterile water, a common practice to confirm whether a test kit worked. Sterile water should have generated a negative result since it contains no coronavirus RNA. The labs were distraught to discover the samples testing positive as if the water contained live virus.8 This was not an isolated problem, either. Twenty-four of the first twenty-six labs that tried to run the tests couldn’t get it to work. Nobody knew why.

Within two days of shipping the kits, the CDC started to hear about these problems. At first, the problems seemed isolated to the N3 component, causing the tests to register false positives. On February 9, Scott Becker, the head of the Association of Public Health Laboratories, sought permission from the CDC for the labs to use the test without the N3 component. He received no response.9 The next day, CDC officials had a call with the FDA to report the problems. The CDC’s diagnostic kit was subject to the FDA’s regulation because the test was intended for making decisions about patient care. The CDC told the FDA that ten of the roughly one hundred public health labs that had received the kits were unable to get the tests working due to problems with the N3 component. At that point, there was still no clear news from the other labs. The CDC staff told the FDA officials that there may have been a manufacturing problem with N3, and that a new batch would be made to replace the bad lot. The CDC was confident this would fix the problem.

The N3 component was not required in order to make the test work, and it had not been included in the tests being used by the WHO, South Korea, China, Thailand, or any other nation running PCR tests. But instead of dropping the extra component, the CDC set out to fix it by manufacturing fresh batches. The CDC lab responsible for designing the test was offering two different reasons for its resolve to stick with the N3 component. Which version you got depended on whom you asked. One justification was that the component was necessary to make the test more precise, and it could become essential in the event that the virus mutated and evaded N1 and N2. The other justification was that the FDA wouldn’t let the CDC change the design once the submission had been made to the regulatory agency. The FDA disputed the latter assertion.

Neither reason could fully explain the CDC’s decision to stick with the faulty N3.

On February 11, staff from the CDC lab that had designed the test informed the directors of the state and local labs about their efforts to fix the test. “Thank you for your patience as CDC investigates reported sporadic aberrant reactivity in the N3 assay,” the CDC staff wrote in an email. “After consultation and agreement with FDA, CDC is currently manufacturing and quality control testing a new N3 primer/probe set. . . . We hope to provide this replacement component as soon as possible.”10 Then, on February 12, in another phone call with the FDA, the CDC reported that twenty-six of the one hundred labs were reporting problems. By now, the CDC had already manufactured a new lot of the N3 component and said that the fresh reagent would be ready to ship within a few days.

At this point, staff at the FDA and senior officials at HHS said they were led to believe by the CDC that many of the public health labs had gotten the test to work, and therefore testing was under way in many states. This wasn’t true. In reality, few of the public health labs had affirmed that they got the test to work, a fact that at least some people at the CDC apparently knew. By February 16, the FDA started to get word that the problems extended beyond the N3 component. The N1 component was also causing glitches and may also have been contaminated.

It was becoming clear that the trouble with the CDC’s manufacturing process might be the result of a more systemic failure, perhaps related to contamination at the CDC site that was making the kits, and this was now affecting many parts of the agency’s diagnostic test. The CDC wasn’t a manufacturer. In an ideal system, the CDC would have contracted with commercial manufacturers from the outset and wouldn’t have tried to make test kits on its own, even for the public health labs. The CDC eventually reached out to contract manufacturers around February 10, but agreements to enlist the help of commercial companies to make the testing components weren’t completed for about ten days, due to complex issues that would arise in the contracting process. Among other contracting matters, the CDC was trying to assure protection of the agency’s intellectual property around its test design.

In fairness to the CDC, the “playbook” for responding to a pandemic didn’t envision that these functions would be turned over to a commercial manufacturer. But that should have been built into the process from the outset. A commercial manufacturer would have not only greater capacity to produce the test kits in massive volumes, but deeper experience and better quality controls in place. But there was no procedure in place to make the handoff to the private sector—no contracting mechanism in place and no government entity clearly empowered to turn the task over to private manufacturers. Nor did the CDC try to self-organize such an effort when it ran into problems. The view was that a combination of fidelity to past practices, parochialism, and institutional pride initially discouraged the CDC from turning to contract manufacturers, until its protracted challenges were beyond fixing. The playbook that HHS was working from also didn’t envision the CDC using a commercial manufacturer. The CDC was supposed to make the first test kits, and there was no thought given to deviating from that blueprint.

On February 16, the CDC offered the first in a series of contingency plans if matters couldn’t get back on track. One plan was to change the cutoff point for how much SARS-CoV-2 RNA the test would need to detect in order to register a positive result. If the CDC changed the cutoff, then a small amount of RNA, including the contaminant that was fouling N3, might no longer cause the test to produce a positive finding. But making this change would also reduce the test’s sensitivity, since it would make it more likely that a respiratory sample with a small amount of viral RNA might also yield a negative result. The other plan was to drop the N3 component entirely. To the FDA, dropping N3 seemed like the better option. However, now N1 also appeared to be contaminated to some degree. Worse, the CDC still didn’t have an analysis of its data to support that either change would fix the problem or that the changes wouldn’t negatively affect the test’s performance by reducing its sensitivity. The plan for now was to make replacement kits and the CDC would consider contingency plans only if it couldn’t swap the faulty kits with a functional replacement. It was now more than a week since the issue had first surfaced. The next day, Politico reported that the CDC planned to distribute a second, corrected test to the labs. The report caught the FDA by surprise because the CDC hadn’t yet put forward a corrective plan.11 It was from this article that the FDA also learned, for the first time, that only three of the more than one hundred public health labs had figured out how to get the CDC test to work. Until then, based on its February 12 call with the CDC, the FDA was under the impression that more than seventy labs were able to run the test. The next day, the CDC clarified that thirty-six labs had problems with the N3 assay, and six were running into challenges with N1, while seven had gotten the test to work. The other fifty or so labs hadn’t reported anything to the CDC.

Most, it turned out, either couldn’t get the test to work or, hearing of the problems, didn’t even try. They were waiting to receive the replacement reagents.

Inside the FDA, the staff was growing anxious. There was a palpable urgency to get a working test into the field so providers could start widely testing patients. Around this time, Peter Marks, the longtime head of the FDA’s center for biologics, the group that approves vaccines, returned from an assembly in Europe at the WHO, where he had been briefed on SARS-CoV-2, and he announced at a morning meeting with the FDA’s senior staff that “it could easily turn into the worst pandemic in a century.” In a telebriefing on February 21 and then again on February 26, the CDC continued to tell stakeholders that it had testing under control through its own lab in Atlanta. On the first call, the agency reported “no lag time” for testing and on the second call it reported that “turnaround at CDC is within a day. There is a little bit of shipping time. But that’s the process.”12 However, the CDC continued to equivocate on a path forward for the test kits that could be used by other labs. On February 21, the agency had sent its first analysis to the FDA that was intended to support each of the two contingency plans: either to drop the N3 component entirely, or to change the specifications of the test to make it less sensitive, so that it wouldn’t register false positives as easily. The CDC was taking a long time to decide which of the two options they wanted to pursue. Two days later, the CDC came back to the FDA and identified some problems with the spreadsheet of data that the CDC had provided to support the analysis, and so the agency’s staff had to resubmit a corrected version. Additional revisions came on February 25 and again on February 26. Each time the CDC was correcting its own errors. It was now becoming clear that the CDC was either reluctant to move away from its original test design or having a hard time reaching a decision, or both.

In the midst of this, frustrated by the CDC’s unclear process and decision making, the FDA began proactively to draft a statement to grant the CDC enforcement discretion to enable the use of the test with just the N1 and N2 components until a modification to the CDC’s test could be formally authorized. The FDA wanted the public health labs who had kits to be able to start using them immediately, without the contaminated N3 component. By this point, the data showed that using just the N1 and N2 components would make the test a little less sensitive at detecting SARS-CoV-2, but it was still within an acceptable range. The public health labs already had the kits in hand. They just had to be told they could start using the tests without N3.

The way the FDA saw it, even if N1 was also contaminated, but at a lower level, then the test would end up generating a false positive on the N1 component and a true negative on N2. So, at worst, the test would produce an inconclusive result. In such a circumstance, labs would know that they couldn’t trust such a conflicting result, and they’d assume something was wrong with the test. They’d seek out a confirmatory test from the CDC’s own reference lab. So even if the N1 component was also faulty, it wasn’t likely to put patients at risk by making doctors believe the person was positive for SARS-CoV-2 when in actuality they didn’t harbor the infection.

But the CDC wanted to wait for new lots of N1 and N2 to be prepared before implementing this fix. On February 25, the CDC sent the FDA an email telling the regulators that it wouldn’t allow the public health labs to run the test with just the N1 and N2 components of the previously distributed kits (the ones that were already in the hands of the public health labs). Instead, CDC officials were going to tell the labs that they should continue to wait until the CDC sent labs newly manufactured lots of N1 and N2. The FDA disagreed with this plan. That evening the FDA suggested to the CDC that labs with the kits should be permitted to use the existing N1 and N2 components immediately, which could be accomplished by removing N3 from the instructions. The next day, the FDA heard that the labs were destroying the original kits, figuring that the faulty kits were now useless. So the FDA intervened on its own, and asked the Association of Public Health Laboratories to tell its member labs not to destroy these kits; additional information would be coming shortly. The FDA then provided the CDC a proposed draft of new instructions for the public health labs, allowing them to use the existing kits without N3. It remained unclear to the FDA what the CDC would decide to do. It was the CDC’s test, and it was their decision, but the FDA provided as much flexibility as it could; granting the CDC enforcement discretion to let the labs use the CDC test by dropping the troubled N3 component, and the FDA urged the CDC to move forward with this solution.

On a call with all of the public health labs later that day, the CDC promised the labs, once again, that new components were coming soon but that an interim solution had been fashioned. It was the same suggestion that the public health lab association had requested on February 9 and that the FDA had been pushing behind the scenes. The CDC had finally made up its mind: It would allow the public health labs to use the CDC kits and drop the faulty N3 component.

At this point, the public health labs were falling into one of three buckets. A few of the labs never had a problem with the CDC test and would continue testing. They may have gotten test kits that didn’t suffer a contamination. For the labs that had problems with N3, they could drop that component, reverify the test with just N1 and N2, and if it worked, begin testing. But then there were still a third group of labs that had persistent problems with both N1 and N3. For these labs, the interim solution wouldn’t work, because the tests would be generating inconclusive results. They had to wait for the remanufactured kits to arrive, and in the meantime send their samples to the CDC and see if the agency would agree to test them. The public health labs in New York City and New York State were in this third group, and they were effectively out of the testing business until the CDC was able to replace its faulty kits with ones that worked.

There was already good reason to believe that New York could soon become ground zero for COVID in the US. Looking at where the virus was already raging and where travelers were arriving from, it was clear that the patterns of spread would bring the virus into New York City. The New York labs were deeply frustrated, and they made their issues known publicly. The Association of Public Health Laboratories held a separate call with the FDA immediately following the February 26 national call, to seek a path forward for that last group of labs, the ones who couldn’t get N1 or N3 working, which included the labs in New York. Dr. Jill Taylor, the director of the Wadsworth Center, New York State’s main public health lab, said on the call that her lab’s inability to test was “intolerable.” New York State hadn’t diagnosed a single case yet, although we now know the virus was already spreading widely there, especially in New York City.13 It was the same day that New York governor Andrew Cuomo, reacting to mounting concerns about the increasing global spread, set aside $40 million to fight the virus and announced a plan for possible quarantines at homes, hotels, and hospitals.14 The New York public health officials knew they were at the precipice, and they didn’t have a test to see over the cliff.

At a press conference the same day, New York City mayor Bill de Blasio said that the city was prepared to start doing its own testing with a test that it would develop itself, inside state labs. It was a clear rebuke to the CDC. On the call, Taylor had told the FDA staff that New York State wanted to start using its own laboratory developed test if the FDA would allow it. However, on the earlier call, the CDC had reiterated to the labs that new testing components for the CDC kits, presumably free of the contamination, were coming soon, an increasingly fleeting promise that continued to freeze the labs in place, waiting for the CDC’s new reagents to arrive. Many labs were capable of developing their own molecular tests; however, it would take time to validate these home-brewed tests, and, hearing the CDC’s assurance that help was around the corner, most labs chose to wait.

While this was going on, one of the CDC’s contract manufacturers, Integrated DNA Technologies, Inc., or IDT as it was known, decided to start making its own primer and probe kits using the blueprints that the CDC had already published on January 27. This was the key component that labs needed in order to assemble their own test kits and no longer have to rely on the CDC. Initially, IDT began accepting orders for a version of that panel that could be used for research use only, and not for testing and reporting results to patients.15 However, using the primers and probes, sophisticated labs could now assemble their own tests using the CDC’s original protocol. And IDT had made a reliable set of these components that could be mass-produced. With the IDT kits, labs would now have all of the components they needed to start testing patient samples.

IDT was primarily a supplier of custom nucleic acids for the research community, but it also had a contract with the CDC to help the agency manufacture reagents that the CDC would distribute through channels like the International Reagent Resource—a consortium established by the CDC years earlier to provide genomic components that scientists use to carry out basic research and to make diagnostic tests.16 While IDT wasn’t intending to become a contract manufacturer for labs that were now trying to assemble their own tests for COVID, the company found itself in that role. And the FDA, which had been prodding the CDC to turn for help to one of its contract manufacturers, seeing the testing shortage growing more acute, now stepped up its efforts. The CDC and the FDA contacted IDT on February 25 to discuss IDT’s ability to ship more kits that could fall under the CDC’s testing protocol. IDT shipped its primer and probe kits to the CDC that same day to undergo closer evaluation, and four days later, on February 29, the CDC agreed to perform quality checks on the IDT kits, to support their use by labs that wanted to use these kits to make their own tests based on the CDC’s protocol.

After the CDC reviewed IDT’s kits and certified their quality for release, the FDA announced during a March 2 webinar that any lab that already had a kit from IDT’s initial lot—the first run of kits that were initially intended for research use only—could now use those same kits to start testing patients. The IDT kits had now been qualified by the CDC and authorized by the FDA for use in clinical practice.

The CDC had been willing to put the IDT primer and probe kits under its existing FDA authorization for just the public health labs, and now the FDA asked the CDC to broaden it to allow the kits to be distributed to other labs. Initially, the CDC didn’t want to take responsibility for kits that would be distributed under the CDC’s emergency use authorization but would be run by commercial and academic labs that the CDC didn’t directly engage with. The agency felt it couldn’t supervise how the tests would be performed if they were being used outside of the public health labs.

However, the FDA decided to extend the authorization enabling the use of the IDT kits to all laboratories, not just the public health labs, even though the CDC hadn’t requested the expansion. The FDA now urged the CDC to ship the IDT kits to clinical labs outside the CDC’s public health network. This finally happened on March 4, with shipments to labs in Washington State and Northern California, where the testing shortages and the clinical needs were especially acute.

The IDT kits would fill the void that had been left by the CDC’s sequential failures with its own kits.17 By mid-March, IDT had a sufficient number of primer and probe kits, authorized by FDA, to make it possible to manufacture about 10 million tests that followed the CDC’s protocol. Most people assumed that the testing hole was filled when the CDC finally got its own test working. In reality, it was IDT kits that supplied the market. The contract manufacturer shipped kits in such massive quantities that they became the backbone of the nation’s testing supply for weeks. The episode showed the merit in turning to a contract manufacturer, and the early opportunity that was lost when the CDC decided to do these things in-house.

The whole experience was a massive failure. So, what happened to the CDC’s own test?

The labs learned much later that the third and extra reagent that CDC included, the N3, was contaminated with coronavirus RNA. But N1 was also contaminated, although at a lower level. At some point in the manufacturing process, someone had probably walked from a dirty room, where scientists used RNA, into a clean one where they assembled the CDC kits, and carried the sticky strands of genomic material with them. Then some pieces of the RNA had gotten into both the N1 and the N3 components. This meant that two of the three primers that were designed to tell whether the test was detecting SARS-CoV-2 were themselves contaminated with strands of coronavirus genomic material. As a consequence, when the test registered a positive result, it wasn’t detecting COVID. Instead, it was cross-reacting with itself, detecting the bits of RNA that had accidentally seeped into the system’s reagents.

A later federal review would conclude that the CDC had failed to exert proper quality control over the kits in spite of “anomalies” that were discovered during the manufacturing process and were known to the CDC staff in charge of the program.18 The CDC took a lot of risk by insisting on making the synthetic genomic material for the positive control component of the test kits in the same building where the agency would be assembling the completed test kits. Performing all these tasks in the same facility violated careful lab practices.

Manufacturing the synthetic SARS-CoV-2 RNA that would serve as a “positive control” should have been outsourced to a lab that was disconnected from the CDC facility that was assembling the completed kits. It was critical that the two processes be kept far apart. RNA can be hard to work with. It attaches to surfaces and spreads easily.19 The risks of doing all these things in the same facility are well known in the lab industry and a common source of problems. As one research paper warned: “Even when dedicated rooms and directional movement is employed, false-positives can still occur. In these circumstances, the source of contamination can often be linked to the extraction of other positive samples in the same room at the same time.”20 But the CDC had decided not to outsource the production of these “primes,” as they were called, because the agency worried that using a contractor would add too much time to the process. It was estimated that partnering with another lab or manufacturer (like IDT) to make the primes at the outset would have added about ten days onto the process. Given the urgency of getting a test to patients, and to save those ten days, the CDC decided to do everything inside its own lab complex, but mistakes made in the process caused the agency to lose six critical weeks.

Like the setback that the CDC had with its test for Zika four years earlier, the agency may have created the conditions for failure by overengineering its test for COVID and then being wedded to that more complicated design even after problems arose. The complex test design necessitated a more complicated manufacturing process, creating more opportunity for error. Years earlier, the CDC had taken similar risks with its test for MERS, only to suffer a low-level contamination that ruined some of the MERS test kits the agency had manufactured and already shipped to public health labs. That time, the CDC also decided to make segments of MERS genomic material (that would serve as the positive control) in the same facility where the agency was also manufacturing other test components. The segments of synthetic genomic material managed to seep into the MERS test kits even though the various constituents were being made on different floors of the CDC’s building.21 The agency’s problems with its test for MERS should have been a lesson on just how easy it was for RNA to spread inside its manufacturing facility.

A year later, the FDA staff said that they believed the contamination of the COVID test kits originated in the CDC’s respiratory virology lab. That was where the CDC was not only assembling the test kits for public health labs, but also where the CDC was doing some of its own clinical work, processing patient samples that doctors had sent into the agency for testing. Those two functions—assembling test kits and screening patient samples—should also have been performed in completely separate facilities. The coronavirus RNA may have jumped from one of the patient samples that the CDC was processing and into the manufacturing process for the kits it was assembling in the same facility. Making matters worse, the CDC later acknowledged that it hadn’t put in place proper controls and standard operating procedures to fully prevent inadvertent contamination. In a February 19 email, a scientist at CDC’s core lab, Dr. Nicky Sulaiman, told Lindstrom that another lab employee “had agreed to also decontaminate all . . . areas and instruments to be used in further manufacturing of the reagents,” after the problems first arose.22 The email suggested that the CDC knew that the lab might be contaminated.23

When the CDC made the first batches of test kits, the respiratory lab was probably still clean. So the first runs of those kits were assembled without any contamination. The CDC retained this first batch of kits for its own use, to process patient samples that were being sent to the agency by doctors. But then, when the CDC assembled later batches of kits, to be shipped to the public health labs, a contamination occurred. When the agency realized the setback, and went to make new batches of kits, the contamination persisted. This scenario probably explains why the CDC was able to continue to test patient samples in its own lab without any problems, but outside labs weren’t able to get the CDC test kits to work for them. By keeping that first run of test kits, the CDC had unknowingly retained for itself the only tests that were free from contamination.

The inability to firmly establish where the contamination occurred underscored the loose controls in place. Some close observers would never be comfortable ascribing the initial contamination just to the virology lab. A federal health official told the Wall Street Journal that the protracted problems suggested that the complications might not have been N1, or N3, but a more fundamental flaw with how the test was designed.24 One CDC official told me that the third primer was “self-dimerizing,” meaning it cross-reacted with itself.25 This means that the primer basically bound to itself rather than to the target RNA in the SARS-CoV-2 virus. However, this theory wouldn’t explain the problems with N1, nor does it account for why other developers who used the CDC design to manufacture their own tests didn’t have the same problems.

The CDC issued its own internal report, which also identified the virology lab as one potential source of the contamination. But the CDC report stopped short of concluding that this lab was the cause of the problems. The report’s uncertainty underscored the challenges with the agency’s controls. The CDC’s after-action report couldn’t settle on where the troubles originated. HHS wouldn’t release that report to the public, and it was never widely shared outside the agency. In that report, the CDC seemed to agree that the virology lab was not following its own protocols.

CDC leaders insisted that the test never registered a “false positive”; instead, agency officials told HHS and the White House that the test was registering an “indeterminate” result. That seemed like a distinction without much of a practical difference and appeared to many inside the administration, who heard the CDC’s argument, as a defensive posture that reflected a measure of the agency’s indifference to the scope of the failure. The bottom line was that when the test was being used to screen sterile water, it shouldn’t have found any coronavirus RNA. The fact that it was registering a positive result showed that the test couldn’t be trusted.

An after-action report by HHS would find that “time pressure to ship test kits out quickly—and before [quality control] had been conducted on them—might have compromised” the ability to “identify certain anomalies in data and realize the possibility of contamination.”26 The review also found that the CDC’s lab practices “may have been insufficient to prevent the risk of contamination.”27 While this was going on, the public health labs continued to struggle with a decision of their own. Should they pursue their own lab developed tests and seek authorization from the FDA to use them on patient samples—a process that could have taken weeks? Or should they wait for the CDC to fix its own kits? With the CDC saying each week that the problems would be fixed in another week, most labs decided to wait, and more time was lost. The CDC had tethered the nation’s public health labs to its faulty products for more than a month.

Many academic labs and commercial manufacturers were also, understandably, waiting to see what happened with the CDC test. They didn’t immediately try to fashion their own tests or test kits. The CDC was controlling the space. Moreover, once the CDC obtained SARS-CoV-2 viral samples from the infections that emerged in Seattle, it initially wouldn’t share them with labs that were equipped to develop their own diagnostic kits. The agency didn’t view it as a part of its mission to assist these labs.28 It would be weeks before commercial manufacturers could get access to the samples they needed, and they’d mostly have to go around the CDC. One large commercial lab would obtain samples from a subsidiary in South Korea.

Inside HHS, Secretary Azar and his team continued to hold a belief that the CDC was going to manufacture kits that would be widely shared, something the agency had never done before. The focus on the CDC thrust the agency into a challenging position for which it wasn’t prepared. The CDC had never manufactured kits for use beyond the public health labs. Even in 2009, when the CDC quickly fielded a test for H1N1 swine flu (making a flu test was a much more straightforward endeavor), the agency supplied these tests only to the public health labs and only in quantities sufficient to satisfy the limited needs of those labs.29

In the case of SARS-CoV-2, even if the CDC had distributed its kits flawlessly, the US would always have needed a way to manufacture massive quantities of tests for the rest of the clinical market. The process for getting those tests could have started at any point. Commercial manufacturers had to get in the game. Certainly, when it became clear that the CDC was having problems, that process should have gotten under way immediately. The shortcomings weren’t all on the CDC. The leadership at HHS should have stepped in much earlier.

By the time HHS gave up on the CDC’s test and turned to the commercial and academic labs by the end of February, the window for slowing the epidemic had probably closed. By this point, it would take too much time to ramp up the testing capacity of independent labs. We would have needed these labs to get into the market much earlier. It takes weeks, and often a few months, for labs to develop and fully validate a test for a novel pathogen. It requires the development of specialized reagents, and the creation of protocols for fitting these tools into precise kits for testing. This is how you ensure that a test is generating accurate and reproducible results. To identify and contain spread, we needed a reliable and widely available test in February and certainly by March. We didn’t have one. The SARS-CoV-2 virus was now everywhere.

The manufacturing problems at the CDC were compounded by another challenge. This time, it was a policy obstacle. It materialized on February 4, when Secretary Azar invoked authorities under section 564 of the Federal Food, Drug and Cosmetic Act, a necessary step that followed his earlier declaration of a public health emergency.30 The FDA provision gave HHS emergency powers to advance medical products to combat SARS-CoV-2. Now, products intended to address the crisis would be able to come to market under an emergency use authorization. However, there was also now a Catch-22 when it came to getting more tests into the market.31 Usually, high-complexity labs operated by companies like Quest or LabCorp, or by academic institutions, are free to fashion their own laboratory developed tests, known as LDTs, for detecting a viral pathogen. These LDTs are subject to the FDA’s oversight, but for most of these tests, the agency has exercised “enforcement discretion” and has chosen not to apply regulatory requirements—so long as the LDTs are run inside the sophisticated labs that assembled them and vouch for their quality and precision, and the tests are not turned into kits and resold to other labs.

But when it came to COVID testing, things changed once the public health emergency was declared and section 564 was invoked. Now SARS-CoV-2 became a special pathogen, and any test for it subject to FDA oversight, whether it was an LDT developed by, and used inside, a sophisticated lab, or a test that was packaged into a kit and widely distributed to multiple labs.

This was the intent of Congress and the general framework set forth by the Pandemic All Hazards Preparedness Act, a law passed in 2006. The policy was not new; this approach had governed tests used in the setting of public health crises for years. It was well understood that LDTs that screened for a novel virus would be subject to FDA review once that pathogen became the subject of a public health emergency, and the same policy had been in place during the Zika pandemic and H1N1 swine flu.32 In fact, COVID would be the seventh time that LDTs would become subject to active FDA oversight during a public health emergency. The public health rationale for having the FDA regulate these tests was straightforward: having accurate tests would be an important part of stemming a new contagion, so Congress wanted the FDA to make sure these tests would be reliable.33 Not all labs provide the same level of oversight, and variability in the quality of LDTs has created public health problems. When labs would eventually start marketing their own lab developed tests for COVID, the FDA would find “design or validation problems” with 82 of the first 125 EUA requests and “several have been denied authorization,” according to Dr. Jeffrey Shuren, the head of the FDA’s device center.34 The scope of the problems surprised the staff at the FDA, especially given how well established PCR-based testing was in the market. So, under the law, now that section 564 had been invoked, clearing the way for the FDA to grant emergency-use authorization for medical products aimed at addressing the pandemic, laboratory developed tests would also need to seek such an authorization. It was a speed bump to getting these tests quickly on the market. And the leadership at HHS was surprised by the conundrum, unfamiliar with the policy, or the implications that once the declaration was made under section 564, the lab developed tests would come under the FDA’s oversight. Nobody envisioned the problems that would occur with the CDC kits, how fast the pandemic would spread, and the need to get the commercial and academic labs quickly into the testing game to fill the void.

By late February, the CDC’s delays were so acute that Scott Becker at the Association of Public Health Laboratories and Dr. Grace Kubin, the lab director at the Texas Department of State Health Services and past president of the public lab association, sent an extraordinary letter to FDA commissioner Dr. Stephen Hahn on February 24, asking him to grant enforcement discretion that would let the public health labs “create and implement” their own laboratory developed tests. “We are now many weeks into the response with still no diagnostic test available,” they warned.35 That same day, I posted a lengthy thread to Twitter outlining specific steps that the FDA could take to get lab developed tests into the market, using an established playbook. I wrote, “FDA could adopt a tailored approach, recognizing the expertise of academic labs that develop and run highly complex and novel tests every day, and address the expectations for test design, validation, and performance to help labs pursue EUAs.”36 To create such a pathway, I said, the FDA could outline the criteria that labs would need to meet in order to offer laboratory developed tests for emergency use. Labs could then start using their tests with patients so long as they could self-certify that they met those standards. Eventually, labs would submit EUA requests to the FDA proving their tests’ performance, but in the meantime, the FDA could allow the tests to be used to fill a critical shortage.

Ultimately, a new framework was advanced. The FDA issued a guidance document on February 29 that would bake in the basic elements of that policy prescription.37 But in the first week after the new pathway went into effect, only six clinical labs came forward to say that they had validated their own tests and would begin using them. Developing tests takes a lot of lead time. It can take even longer to get a testing service to scale. LabCorp and Quest both announced their testing services on March 5, which then started a few days later. Initially, the two commercial labs were able to run a combined total of just 2,500 patient samples a day.38 For their part, the public health labs—which also started to run their own lab developed tests—were offering another four thousand tests a day across about one hundred sites. It was a lot—but still only a fraction of what was needed.

The conundrum exposed how fragmented our national testing enterprise is. America is unique in our reliance on lab developed tests for a large portion of our diagnostic testing. In most countries, labs run mass-produced test kits that are made by major device manufacturers. In the US, in many instances, labs assemble their own tests using basic starting materials. Part of this stems from the way labs are paid. Sometimes the margins are better when labs assemble their own tests rather than run kits that they buy from commercial manufacturers. So the LDTs are an important part of the total testing supply in the US. Yet even the most sophisticated lab could run, at best, a few hundred tests a day if it was using a test that it had developed in-house. In a public health emergency, we would need to deploy mass-marketed kits that could run on the large testing platforms such as the LightCycler machine made by Roche, or Hologic with its similar platform called Panther. Instead of running a few hundred tests a day, these kits and machines would give labs the capacity to screen thousands of patient samples each day. This was the only way to quickly ramp up the massive amount of testing that would be needed to keep up with a fast-moving pandemic. The problem is that nobody ever planned for such an event.

European and Asian countries rely much more on these kits and high-capacity machines, rather than the more bespoke tests that US labs develop in-house and can’t be run at the same volume. But with the CDC struggling to deploy kits that could run on these high-throughput testing instruments and with no other kit manufacturers in the market, it became an acute problem when the labs were frozen out of the game. Absent the mass-produced kits, the LDTs were the only other option.

By March, there was an ominous refrain that COVID was spreading more widely than we knew, and we needed to get more tests, any tests, into the market. In New York, Mayor Bill de Blasio and his health commissioner publicly pleaded with Commissioner Hahn to allow the state and not the FDA to certify any New York lab that met the state’s already-stringent regulatory criteria. It was a way to fast track the city’s ability to start using its own laboratory developed test. On March 5, de Blasio would write on Twitter: “We need the FDA to fast track approval for testing methods developed by private institutions. And we need it NOW.”39 The next day, Dr. Raul Perea-Henze, the city’s deputy mayor for health and human services, wrote a letter to Hahn: “The importance of NYC having additional testing kits and expanding our testing capacity cannot be overstated,” he said. That same day, de Blasio would use Twitter to urge again that “we need the FDA to approve faster, more efficient testing. The faster the results, the faster we can limit the spread.”40 Three days later, with no apparent movement, the mayor would again take to Twitter, writing, “To the federal government: we need you to do the simplest thing in the world and have the FDA approve automated COVID-19 tests. We’re bringing back hundreds of results. We could be bringing back thousands. The FDA could do it with the stroke of a pen TODAY.”41

I understood what de Blasio was trying to do. There were times when I was the FDA commissioner that I would use Twitter as a way to draw attention to actions that were frustrating our public health goals, and I saw Twitter as a way to instigate steps by others that were important to us for achieving our mission. I put out a series of tweets calling on Internet companies like Facebook to start cracking down on ads for opioids.42 I had used Twitter repeatedly to call on vaping companies like Juul to take specific actions to curtail youth abuse of their products. One tweet that helped support a specific action was during an ongoing outbreak of E. coli in romaine lettuce. I called on the produce growers association to implement better tracking and tracing of their products, including changes to their packaging that would make it easier for regulators to isolate which growing region and farm was the source of any products that were found to be contaminated.43 Up until that point, the industry was reluctant to implement packaging that could allow produce to be easily traced to a specific farm, which made it harder for the FDA to isolate the source of an outbreak and implement more targeted recalls.44 I believed my messages on Twitter, urging the labeling changes, helped break a deadlock.45 Twitter was a nontraditional communications tool for the FDA. I was the first FDA commissioner to use the platform, the first commissioner even to have an account.

On March 13, New York governor Andrew Cuomo spoke to President Trump and Vice President Pence about the state’s ongoing testing needs, “and they finally approved New York’s request made earlier in the week to be able to approve any lab in the state to do COVID testing—a real breakthrough that practically took the FDA out of the lab-approval equation for New York,” Cuomo would write in his autobiographical account of his role in managing his state’s crisis.46 Cuomo said he had also appealed to Pence for help in securing permission from Commissioner Hahn. The FDA move was indeed significant; it gave New York almost sole authority to authorize its own labs to conduct COVID testing. But I think Cuomo was wrong to assert that his phone call with Trump finally unlocked the action. The FDA’s career staff had already finalized the first step in that plan on March 12, giving New York’s Wadsworth lab permission to authorize tests made by the twenty-eight other labs that held New York State lab permits. The FDA staff’s decision would give New York State sole authority to regulate laboratory developed tests that were advanced by the sophisticated labs in its own state. Basically, New York could act as its own FDA in authorizing new tests. A few weeks earlier, the FDA had already enabled the first of these labs to begin using tests they had developed themselves.47 Now New York State would be in the driver’s seat.

I was in the Oval Office with President Trump during that phone call with Cuomo. I had been asked to meet with the president and other members of the task force that day to discuss the US response to the crisis. The governor was calling the president to thank him for helping New York City secure a field hospital that was going to be constructed in the Javits Convention Center. The issue of testing didn’t come up, probably because the FDA’s career staff had already worked out all the issues on their own, interfacing directly with New York State health authorities. The FDA ultimately expanded this opportunity to other states in a March 16 guidance, outlining the steps states could take to earn a similar power to stand in for the FDA in authorizing their own labs.48 In the end, only eight other states would opt to do this. Testing would ramp up very slowly.

The availability of tests wasn’t the only obstacle. The CDC’s guidance on who could qualify to be tested for SARS-CoV-2 was deliberately parsimonious, designed to make sure that demand for testing would match the meager supply of available test kits. In a February 19 presentation to state health officials, the CDC defined who they thought ought to be tested: “You had to have had close contact with someone confirmed to have COVID-19, or to have traveled from China and then had respiratory symptoms and a fever at the same time.”49 Yet, by then, health officials were well aware that patients could be infected with SARS-CoV-2 but not mount a fever.50 Three weeks earlier, NIAID director Anthony Fauci had cited the asymptomatic spread as one reason why he had withdrawn his earlier opposition to bans on travel from affected regions and decided to back the restriction on certain travel from China that took effect on January 31.51 But the CDC maintained its overly narrow testing criteria well into March. “By early March, it was evident that the virus should have been spreading in the U.S.,” the cofounders of The Atlantic’s COVID Tracking Project wrote a year later. “Yet the CDC’s stringency about who could be tested and the lack of clear testing data meant many federal leaders simply didn’t acknowledge that reality.”52

The WHO also maintained a narrow case definition at the outset of the pandemic and was more explicit about their rationale. It needed to conserve scarce testing resources. But recognizing that the virus was spreading in communities, the WHO updated its guidance at the end of January, broadening its criteria for who should get tested. The CDC, by contrast, would stick with its tight restrictions much longer. That narrow framework achieved its ostensible purpose. HHS officials would boast that they were able to process all of the tests that were sent to the CDC. This was technically accurate. Of course, the claim didn’t account for all the requests for testing that the CDC simply refused to accept or the providers who decided not to make an appeal because they already knew that it wasn’t going to meet the CDC’s high bar. The agency took deliberate steps to enforce guidelines that would make sure it didn’t receive more samples than its single lab could handle. In late March, the CDC went so far as to edit an article that was slated for publication in a science journal, to remove a passage inserted by a Washington State public health official that called for widespread testing at senior assisted-living facilities. That statement encouraged more testing than the CDC was prepared to allow or was able to handle at the time. The edits to the article were viewed as a measure of the steps that the CDC was willing to take to constrain demand for tests to the small number of samples that the agency was able to process. “I would be careful promoting widespread testing,” the CDC editor noted, according to drafts of the manuscript.53

Clinicians and local health officials would later say that they often had to press CDC officials for days to get the agency to accept a sample from a patient that doctors suspected of having COVID. The first case of community spread diagnosed in Solano County, California, on February 26 would ultimately lead the CDC to rewrite its testing guidance, because it showed the public health consequences of the overly narrow testing policy. By the time this patient was tested and diagnosed with COVID, more than two hundred workers at two hospitals had been in contact with the infected patient—and thus had risked exposure to SARS-CoV-2.54 At one of the hospitals, so many healthcare workers had to be placed into quarantine that the facility had to temporarily close its intensive care unit because it ran out of available staff.55 The CDC’s criteria for granting a test were so strict that the agency reportedly refused to test a nurse who fell ill after treating a COVID patient.56 The implications of this constrained testing policy were far-reaching. The CDC’s narrow criteria pretty much removed any chance for using testing and tracing to identify the community spread that was building in cities like New York. The testing approach was not rooted in clinical considerations. It was born of necessity. The CDC couldn’t field a diagnostic test that could meet the needs of providers.

There were other obstacles to getting more tests manufactured and deployed into the field. The commercial, public health, and academic labs also didn’t have access to the genomic material or inactivated viral samples they needed as positive controls to use for validating tests that they could develop on their own. If laboratory developed tests were going to fill the void, then someone had to get the labs the components they needed.57 And as for the large manufacturers and big labs, they were unsure if they’d be reimbursed for making and running their own LDTs. They had been stiffed by government funding agencies after Zika, and they hadn’t forgotten.58 The CDC was also exerting its intellectual property rights over its test design. If labs wanted to develop their own tests, they would need to copy the CDC’s design, which the agency said was proprietary. Negotiating a right of reference to the CDC’s recipe added additional complexities and delays, especially for the commercial manufacturers that wanted to be able to market kits to laboratories. Taken together, these layers of obstacles and intricacies froze out of the market solutions that could have filled some of the void left by the CDC’s own stumbles.

The CDC shouldn’t have been charged with making test kits in the first place. The agency just doesn’t have the requisite know-how to take on a major manufacturing challenge. It’s not an agency structured to do things at this kind of scale or to respond to a major crisis. It’s a high-science organization that does epidemiological investigations and careful research. This was a massive operational challenge. From the very outset, we should have turned to a contract manufacturer. Developing a test that can be run in your own lab is a very different skill than developing a kit that can be run inside anyone’s lab. The commercial device makers have the requisite expertise to manufacture test kits that can be run in different labs and on different platforms. Some flexibility needs to be built into the design of kits to allow them to be easily fitted on different kinds of testing equipment. This is a development and manufacturing skill that the CDC simply doesn’t have. But it’s precisely the work in which the large diagnostic kit makers have deep experience. Their representatives are in labs every day to understand which testing machines are present, and how kits can be made to work on the largest complement of these platforms. The CDC had no similar ties to the academic and commercial labs for which it was expected to suddenly provide test kits. Its culture didn’t easily allow for the kind of cross-industry collaboration that had to occur. It’s not what the agency did. It wasn’t the task it was designed to do. It’s not what it knew.

The CDC’s single biggest breakdown in its response to COVID was the abortive rollout of its COVID test. In their defense, officials at the CDC pointed out to me that developing tests for commercial and academic labs was never their job. It wasn’t what they had ever done before. Their experience was in working directly with state public health labs. They had done it successfully in 2009 in response to H1N1 swine flu. But once the agency ran into challenges with their development of that initial test for SARS-CoV-2, for weeks after, there still wasn’t another test being pursued in the US other than the effort that was under way at the CDC. Seeing the CDC’s challenges, the leadership at HHS needed to mount a concerted effort to develop an alternative, pulling together other public health agencies with relevant tools such as FDA, NIH, and the Biomedical Advanced Research and Development Authority. There was no plan B. It was almost as if once the CDC tried—and failed—to develop a test for COVID, the focus shifted exclusively to remedying the CDC test even though the agency was never meant to, and never would be able to, supply the entire market with testing. When Secretary Azar asked the CDC why the agency wasn’t shipping its test kits to private hospitals, CDC officials had to tell him that the agency never provided test kits to the private sector, only to state labs. But in this case, the CDC was expected, for the first time, to supply test kits directly to commercial and academic labs.

Into the late spring, CDC officials still found themselves explaining to the leadership at HHS that it wasn’t the CDC’s historical role to work with commercial and academic labs, or to help industry develop test kits. Every year the agency develops a test kit for flu, but it doesn’t send this kit to hospitals or commercial labs—only to state public health labs. Instead, the needs of hospitals and private labs for flu tests are met by commercial manufacturers.

We had repeated openings on testing; chances to start turning things around before the crisis spiraled out of control. One such opportunity came on March 4, when the entire lab industry gathered in Washington, DC, for the annual meeting of the American Clinical Laboratory Association. The trade association conference straddled a turning point when the pandemic was becoming firmly rooted, and there was a palpable sense that the US would be next to fall to COVID. Now, in the ballroom of the Grand Hyatt Washington were the chief executives of all of the major commercial labs. It was probably the last conference that these CEOs would attend in person for more than a year. Standing behind a glass podium and flanked by four potted trees, Dr. Stephen Hahn of the FDA would deliver a twenty-minute speech of which he would devote a mere five hundred words to the pandemic. He reminded the lab executives of their regulatory obligations if they wanted to develop tests for COVID and mentioned some accommodations that the FDA had mapped out to ease that process. It was largely a standard recitation of what was already on the FDA website. It was a missed opportunity. By that point, we needed a stronger call to action.59

I saw the annual meeting of the lab industry as a critical turning point. It was an opportunity to rally the commercial labs and test makers around the effort. The lack of a clear call to action was emblematic of a larger organizational problem. No single agency or person really owned the problem. And HHS leaders never convened the department’s operating divisions, including the FDA, the NIH, and the CDC, into an organized effort to tackle the key challenges we faced.

There was plenty of precedent for the FDA commissioner stepping in to quarterback an industrywide response in a moment of public health crisis. One came in 2004, when I was working as a senior advisor to FDA commissioner Dr. Mark McClellan.

There was pressure on the US government to allow the intellectual property protecting drugs for the treatment of HIV/AIDS, which had been developed by western manufacturers, to be appropriated by generic drug companies, mostly located in India. These generic firms had promised to expand treatment options in Africa by manufacturing less costly versions of the pills.

The entire public health community was committed to increasing the number of HIV patients in Africa who could be offered treatment. But some of the knockoff drugs were of suspect quality, and those of us working at the FDA at that time worried about the prospect of using American funds to buy millions of doses of what, we feared, could be inferior drugs.60 We believed that all patients deserved the same high-quality treatment options available to Americans.

So we led an effort to bring the drug industry together with the US government, whereby drug makers would allow their patented medicines to be developed into cheaper combination pills that would be easier to distribute and use in the more austere settings found in many public health clinics in Africa. The FDA, in turn, would put these new products through a process where the combination medicines could be reviewed; if they met the agency’s standards for approval, they would receive “tentative” FDA approval. Since the drugs still had patents blocking their commercialization in the US, they couldn’t win full FDA approval. But this provisional status would be sufficient to ensure the high quality of these copies and would in turn pave the way for the US government to legally purchase and distribute the drugs in Africa.

As part of this effort, the FDA agreed to publish a guidance that would outline all the circumstances where the FDA believed there was already sufficient clinical data to support the use of different drugs in combination. Any drug maker who could successfully combine different medicines to make one of these combination drugs could apply for tentative FDA approval just by demonstrating that the new combination pill was chemically the same as each of its individual components and would deliver the same amount of medicine. Drug makers wouldn’t need to also undertake the time and cost of developing clinical data to prove that these combinations were effective, since the FDA had already specified that in advance.

There were other aspects to our overall plan to promote greater access to HIV/AIDS drugs in Africa. As another part of the effort, I asked three drug makers to join a hastily arranged meeting at the FDA, where we sought the cooperation of Merck, Gilead, and Bristol Meyers Squibb to pool the intellectual property they each owned for the components of what we believed could be an ideal once-daily pill for the treatment of HIV. We promised the companies an efficient development and review process if they would join together to develop the pill, and they agreed. The drug they would make was Atripla, one of the most important HIV medications to be launched in the last twenty years.

Taken together, the process we set in motion became a key part of the President’s Emergency Plan for AIDS Relief or PEPFAR, and I believe that combined FDA effort helped save millions of lives. PEPFAR was a singular public health achievement.

Sixteen years later, with COVID spreading across America, I urged White House officials to meet with the lab industry executives while they were in town. Dr. Deborah Birx, who served as the White House coronavirus response coordinator, was urging the president and vice president to do the same thing, and Vice President Pence did meet with the chief executives of the major lab companies, though Hahn did not attend.61 The very morning of Hahn’s speech, I did what I could to encourage more concerted, urgent action, especially with the entire lab industry assembled in Washington at the moment that the epidemic was about to explode. So, following a television appearance on CNBC, where I had already raised the issue of getting more COVID tests into the marketplace, I sent a message on Twitter from the backseat of a car on the West Side Highway in New York. I wanted to make the stakes abundantly clear:

“On #coronavirus testing: The nation’s big clinical labs meet in Washington today for a convention and their CEOs are in town meeting with federal elected leaders. This is their moment. They ought to step up. They may be judged by what they now do.”62




Chapter 8

Not Enough Tests and Not Enough Labs

There were two main technologies available to test for SARS-CoV-2: antigen-based tests (which measure whether you have whole particles of live virus in your body, called a virion) and molecular tests that rely on PCR (and measure the presence of the virus’s RNA). Each has pros and cons. Besides their lower cost and greater convenience, antigen-based tests can offer some clinical advantages over molecular tests, which are otherwise considered the gold standard for diagnosing infection.

Once you’ve been infected for eight or ten days, you might not have live virus in your body anymore. The immune system has already attacked and destroyed whatever virus you had. What’s left, at that point, is often dead virus, RNA fragments, that can no longer grow in viral cultures, or infect someone, even though you continue to shed these viral particles.1

Sometimes the PCR tests can still detect genetic fragments, and return a positive result, even though you no longer have active virus in your system, and you’re therefore no longer contagious. By contrast, antigen-based tests are likely to return a positive result only when there’s whole, live virus still in your respiratory secretions. The general criticism of antigen tests is that they may not have the same sensitivity as PCR, meaning they can miss positive cases. But a good antigen test can have high specificity, meaning that when it detects virus particles it’s more likely to be picking up live SARS-CoV-2, and you’re more likely to have an active infection.

The PCR tests sometimes try to correct for this challenge by quantifying the amount of RNA found in a sample. When the RNA level is very low, it may be an indication that the person is recovering from the infection and is no longer shedding live virus. Therefore, the patient is no longer contagious.2 Or it may be because their infection is early, and the virus hasn’t had time to replicate in high numbers and reach its full saturation. The antigen tests can take longer to develop and may not be available at the outset of a crisis involving a novel pathogen. But the tests can often be produced more cheaply and in larger quantities than molecular tests like PCR tests. The trade-off is that antigen tests are generally less sensitive. They may be more likely to miss positive cases. The key is fitting the right test to the right public health purpose.

What you need is an all-of-the-above approach that sets in motion a deliberate effort to build the four layers of testing needed in a crisis. First are laboratory developed tests that can be deployed quickly to allow you to get initial tests into the field. Next are manufactured test kits that are based on PCR and can be run on high-throughput testing instruments and can allow high-volume testing at clinical laboratories. Third are point of care molecular tests that many doctors already have in their offices and can be updated to test for SARS-CoV-2. Finally, inexpensive antigen tests can also be used at the point of care or deployed to schools and workplaces, and eventually can be used as at-home tests. These are the four layers of a resilient system. A plan to develop each of these testing platforms should have been under way from the start. The part of the system that got short shrift for a long time was the non-PCR tests. We rely far too much on lab testing in this country. Government payers like Medicare favor lab-based tests over point-of-care diagnostics because they’re accustomed to paying for services. This has created a healthcare system that is biased against tests that can be put into the hands of consumers, which is precisely what’s needed in a pandemic.

The first antigen test directed against COVID was a lateral flow test developed by Quidel and authorized by the FDA on May 9.3 Similar to the way a home pregnancy test works, a lateral flow test for a virus uses antibodies bound to a nitrocellulose (paper) membrane. The antibodies are designed to bind to specific regions on a particular virus.4 When a sample is added (in this case, the swab from someone’s nose) the sample will flow along the test paper and then onto an absorbent pad where the antibodies are bound. If the virus is present in the sample, the antibodies will bind to the viral target, and together, the antibodies and the bound virus particles will continue to move along the test strip until the bound complex reaches a readable line. Other lateral flow tests would later be authorized by the FDA, including one by Abbott called BinaxNOW that’s about the size of a credit card and initially sold for five dollars.5 Upon its approval on August 26, 2020, it was made available in massive quantities owing to investments Abbott had made in manufacturing. A patient can swab himself or herself, add drops of some reagent fluid on the paper from a small bottle, and then fold the special paper over the nasal swab. A readable result appears in about fifteen minutes.6 This test was adopted widely in the fall of 2020 and was also being used to screen people entering the White House. By April 2021, it was finally sold directly to consumers, without a doctor’s prescription, in a pack of two tests for about twenty-five dollars.7

Each type of diagnostic test has an important role when we take the time to understand the context in which each can be optimally used. A comprehensive approach to pandemic planning will take into consideration the different kinds of tests, how they should be best used, and when they can be made available after a new pathogen emerges. We didn’t have a deliberate strategy to deploy these different layers of testing. Every company stepped into this market at different times, with little meaningful coordination. A real pandemic playbook would have mapped out these decisions in advance and seeded the development of these different testing layers.

Some government entity or official should have been charged with advancing these different options in a coordinated fashion. We should have prioritized the development of the point-of-care tests early on, and supported their production with US government funding, and guaranteed purchasing and reimbursement. Such an effort would have needed to be led by the secretary of Health and Human Services and would have required collaboration across the CDC, the FDA, and other federal agencies like BARDA and the Centers for Medicare & Medicaid Services. No one agency, or public health official, owned this challenge. We needed an all-of-theabove approach to get the four layers of testing into the market. We needed a coordinated response that deployed the right test to the right patient at the right time.

When antigen tests finally reached the market in large quantities, the federal government initially cornered the entire supply, buying more than 150 million of the BinaxNOW tests by September (spending $760 million) with no detailed plan on how to use them.8 They shipped most of these tests into nursing homes, following a strategy to focus resources on preventing infection in the vulnerable elderly. But nursing homes found the tests a poor fit for their needs.

Many nursing homes worried that the antigen-based tests were not sensitive enough to screen an asymptomatic population and the tests would miss positive cases—a problem in a nursing home, where there are many vulnerable residents. If nursing homes used the tests to screen their staff, and then missed workers who might have asymptomatic infection and be able to spread the virus, the consequences could be grave. It was well established that many outbreaks in nursing homes were triggered by infected staff members who didn’t know they were shedding the virus.

State and local health departments expressed similar concerns. A testing approach in these facilities needs to be as airtight as possible, since the risk of a single introduction of virus can be catastrophic. Thus many of the antigen tests went unused. A federal survey found that about 30 percent of thirteen thousand facilities that were provided the rapid tests hadn’t used the equipment. During a period of time when regulations from the Medicare program required nursing homes to do routine testing if there was an outbreak in adjacent communities, hundreds of facilities didn’t use the antigen tests they were given.9 They stayed with PCR.

Because of the antigen tests’ potentially lower sensitivity, the FDA initially authorized them to be used only to diagnose SARS-CoV-2 infection in people already showing symptoms, because that’s what the data submitted to the FDA supported at the time. Individuals who are already symptomatic generally have a higher viral load in their secretions and are more likely to register a true positive result on these tests. By contrast, patients who aren’t yet showing symptoms, or may never show symptoms, may have less virus in their secretions, so they may be more likely to test negative even though they are still harboring the infection.10

Despite these limitations, a lot of people still sought to use the antigen tests to screen largely asymptomatic populations at nursing homes, including some of the federal officials in charge of expanding the national supply of tests. Manufacturers weren’t seeking emergency use authorizations for screening in asymptomatic populations, so the FDA didn’t have a lot of data to support the reliability of the antigen tests in these settings.11 The companies making these tests were worried that their technologies wouldn’t perform as well under these circumstances. They didn’t want to generate a whole bunch of data showing that the tests weren’t that good at detecting the virus in people who weren’t showing symptoms. In many cases, they didn’t pursue these trials.

So, when used to test asymptomatic populations as a way to find and isolate those who could spread infection, the tests needed to be used with their limitations in mind. That said, they could still be effective tools for detecting infection in the general population, when used properly. The key was using them in the right settings—generally in lower-risk settings and with people who were at lower cumulative risk of bad outcomes from the virus. It was also important that the tests be used as part of a program that required regular, repeat testing of the same population. Modeling showed that frequent, repeated antigen testing could help prevent outbreaks in schools and other congregate settings like jails.12 By repeatedly testing the same population, it increased the odds that a test would detect infection in a population. A test that might miss an infection on one day would pick it up when the same people were retested a day or two later.

This kind of serial testing is not as feasible using PCR tests, which are costly and hard to administer. In most cases, tests that used PCR required that samples were sent off to specialized labs. This meant that results could take a few days to be returned. That limits the usefulness of PCR tests for screening a population at work or in a school, where the goal was rapid detection to prevent the infection from being introduced into these congregate settings in the first place.13

Since the antigen tests were cheap and easy to use, they could have been added as another layer of protection to help prevent outbreaks, in addition to other mitigation that was already being taken, like masks, distancing, and symptom screens. But a nursing home wasn’t the sort of lower-risk environment to which an antigen test was appropriately suited. The federal government had sent the antigen tests to the one place where they shouldn’t have been used. With so many frail residents, it was a setting where you needed something that was as close to foolproof as possible.14 You needed a zero-fail testing solution. And it was well known that the antigen tests could generate a fair number of false positives and false negatives.

The problems surfaced immediately. Multiple reports circulated of situations where nursing homes tested a patient with an antigen test, got a positive result, and then moved the patient into a COVID-only ward, believing the patient was infected. Then, they would find out on a subsequent PCR test that was run to confirm the result that the initial finding from the antigen test was a false positive. In the meantime, the patient had become infected with SARS-CoV-2 after being placed alongside COVID patients. Nevada’s Health Department ordered nursing homes to stop using all antigen tests after reviewing results from 3,725 tests and finding too many false positives.15 These were situations where patients tested positive on the antigen test but didn’t have SARS-CoV-2.16 Federal health officials deployed the antigen test to the one venue—nursing homes—where the generally lower performance of these tests was perhaps most poorly suited.17 Not only did we have a shortage of tests; we didn’t use the tests we had in an appropriate manner. It was another measure of the disorganized state of testing in the US and the lack of a comprehensive national strategy.

In October, a few months after federal health officials started to distribute the tests widely to nursing homes, the American Health Care Association, which represents for-profit nursing facilities, sent a memo to its members warning of the problems. “Due to the lower sensitivity and specificity of these test devices, not all state public health departments allow for their use, and many have certain requirements in place for using these tests appropriately,” it said.18 Yet federal health officials continued to promote the tests for nursing homes. “The nation needs more, not less testing, especially in congregate settings,” Dr. Brett Giroir, the assistant secretary for health at HHS, said in a letter to state health officials on October 8. The ban on antigen tests that Nevada had imposed was “based on speculation. It may cost lives,” Giroir wrote. “A false positive should not be a concern,” he said. “It’s a reality of the test.”19

In the setting of a pandemic, precision matters. But for certain applications, speed, low cost, and ease of use can matter just as much. Some testing can often be better than no testing at all. If the test is going to be used to do serial screening of the same asymptomatic and, ideally, lower-risk population, the ability of an antigen test to detect infection will rise with the repeated screening. Used right, and used in a setting where the consequence of a false positive is lower, the antigen tests could be an important additional layer for reducing risk in congregate settings.

The following year, the FDA would create a streamlined path for antigen tests to be authorized for this sort of serial screening of asymptomatic populations. The agency would allow tests that had already proven that they have strong performance in testing symptomatic patients to get an emergency authorization for asymptomatic screening, so long as they were being used in a serial testing program such as repeat testing to screen a population at a school or workplace. Post-authorization, the test developer could then submit real-world evidence, characterizing the performance of the test when used for asymptomatic testing, to shore up the initial authorization.20

A good lateral flow test will not provide the same accuracy as a lab-based PCR test, but it can be much more accessible. For the purposes of screening a large population, the lab-based tests are not practical. We learned this when the labs became overwhelmed in the spring and fall. Unless you worked for the White House or a professional sports league, it was impossible to get access to PCR testing to conduct serial screening, as a way to prevent outbreaks in your school or workplace. We need an all-of-the-above approach when it comes to testing in a crisis, and we need to fit the right test to each purpose. But we’d never have enough of any test during the first year of the pandemic, and we didn’t use the tests that we had properly.

For most of that first year, we would depend principally on molecular tests that relied on PCR. However, here again the lack of coordination across federal agencies and a lack of leadership from HHS hampered our response. On March 6, while touring the CDC’s headquarters in Atlanta, President Trump told reporters that “anybody that wants a test can get a test.”21 A day earlier, the CDC had provided clearance for IDT to manufacture and distribute kits based on the CDC’s basic testing blueprint for PCR tests to be done in laboratories. But kits were only one part of the equation. Tests are authorized for use on specific testing equipment, or “platforms,” where the test’s performance has been validated. The issue is that not every platform is found in every lab—a large commercial lab often has a variety of platforms on hand, whereas a small lab may have just one. And if a test is authorized for use on a platform that a lab doesn’t have, it can’t use the test.

So an equally critical issue, in addition to having enough test kits, is the installed base of lab equipment that exists in US labs and having the right kits to run on the largest complement of machines. The nation’s installed base of testing equipment is a hodgepodge of testing instruments. Every lab decides what testing machines it wants to buy, and it ends up creating a patchwork of equipment. In the future, the US needs to support the establishment of a strategic network of labs with a uniform base of instruments that can be used to process the largest possible pool of test kits. Then, when an outbreak occurs, we can develop tests that will run across the largest number of installed testing machines. It was too late to take such a strategic approach for COVID.22 Because the CDC mostly worked with the public health labs, it didn’t know what equipment was in commercial and academic labs, or how to make the most of those machines.

This obstacle became apparent in early March, when COVID test kits started to finally flood the market, but access to testing wasn’t increasing. On March 7, FDA commissioner Stephen Hahn said that he would soon be able to deploy 2.1 million COVID test kits into the market.23 However, the number of test kits was not the most important metric. If only one lab was equipped to run those kits, and it could process no more than one hundred samples a day (the limit for many public health labs), then your capacity was one hundred tests a day. To track the actual availability of testing to patients, I launched a project at the think tank the American Enterprise Institute, to collect data from labs across the nation on how many tests they were able to process each day. The first update was posted on March 9. We calculated the daily COVID testing capacity in the US to be only eight thousand tests a day, most of it from the public health labs.24 Labs all over the country started to report their capacity to us, and for a period of time, our running total was widely cited by federal officials and the media.25

These issues came into sharper view at a congressional hearing held later that week. Representative Mark Pocan, a Wisconsin Democrat, would pick up on our data in a series of questions he posed to Commissioner Hahn at a hearing held to review the agency’s budget. “So, help me to make sure I understand this,” Pocan said, “you said 989,000 people can get tested with the tests that are out there right now, but as I understand it, the processing, we can only process about 16,000 a day right now . . . it appears not truthful if we say there’s 989,000 people that can get tested, but you can only process 16,000 a day, that’s a real problem.”26

Pocan was right. Touting the number of kits that had been manufactured only told part of the story. It obscured the broader challenges. The key was getting commercially manufactured kits into the market in mass quantities and making sure the kits were authorized to run on the widest set of installed testing instruments. A year later, Brett Giroir, who had left HHS following the presidential election, told CNN’s medical correspondent Dr. Sanjay Gupta, “When we said there were millions of tests available, there weren’t, right? There were components of the test available, but not the full meal deal.”27

Testing kits mattered. But what also mattered was ensuring that the big labs could draw on their sizable capacity to process lots of specimens with the high-throughput machines that could run hundreds of tests at a time. Up until that point, most of the testing volume was being supplied by low-volume, lab developed tests, and the IDT kits that were mostly going to the public health labs, even the largest of which didn’t have enough testing machines and personnel to process more than a few hundred tests a day. The big commercial labs, with their large instrument sets and greater capacity to process samples, had to get into this market to reach the kind of testing volume we needed, but they couldn’t yet turn on their systems. They got into the market late and, absent direction and coordination from the HHS secretary’s office, they were still pursuing FDA approvals to start using their high-volume testing machines.

That, more than anything else, was holding back testing supply in the nation.

HHS could have jump-started this market in January or February and paid commercial manufacturers to make kits in large volumes, prioritized the clearance of tests that could run on the widest array of instruments, and guaranteed reimbursement to the commercial labs for the tests by agreeing to buy a certain volume of testing in advance. However, HHS was still looking for the CDC to solve the problem. It seemed like once the CDC had stepped forward and tried to develop a test, the HHS leadership, including Secretary Azar, would continue to focus on the CDC as the fulcrum of this challenge when, in practice, the CDC was not going to be able to supply the market even if it hadn’t run into problems. The only way to solve the testing shortage was to get the big commercial labs fully engaged. The professional staff in the FDA’s device center were independently working to validate the high-throughput instruments, and they had privately reached out to some of the commercial labs and test manufacturers, to try to coax them into the market, but the FDA’s effort was not part of a coordinated strategy. Some of the agency’s career staff would try to seize the initiative.

Getting the high-throughput molecular machines authorized to test for SARS-CoV-2 using PCR would come late in the game. By March 13 the first manufacturer, Roche Diagnostics, got FDA authorization for one of the high-volume Cobas PCR platforms that were the backbones of many academic and commercial labs.28 About 122 of the Roche testing machines were installed across US labs.29 Other companies, including Thermo Fisher, Abbott, and Hologic, would also get EUAs for their own platforms in the weeks that followed, often authorized within a day of submitting a request to the FDA.

Authorizing the new tests was a critical step. But for now, it was too little, too late. The epidemic was already well under way. The lack of accessible testing would contribute to the excessive spread of SARS-CoV-2 and to the disproportionate burden borne by Americans who worked in lower-wage jobs, where they came into contact with the virus but had no way to use testing to avoid unknowingly bringing COVID into their homes.

On March 15, Governor Jay Inslee of Washington State announced an order to close all restaurants, entertainment, and recreation facilities.30

San Francisco issued a stay-at-home order the next day.

On March 19, California’s governor, Gavin Newsom, issued a statewide order directing residents to stay at home except for essential activities.31

New York and Illinois followed with stay-at-home orders on March 20.

We had no way to diagnose actual infections, let alone intervene to prevent those who were contagious from passing the virus on to others. So we had to apply our measures to mitigate spread of SARS-CoV-2 to the whole population, since we couldn’t identify those who were carrying the infection. The plan that we had drilled for always envisioned the CDC taking the central role in developing a test and following a very staged process in deploying it across the nation. This system could work with a slow-moving outbreak. It was no match for a fast-moving pandemic.




Chapter 9

Shortage after Shortage

Getting the test kits and the machines to run them on was only one part of the challenge. It also took specially equipped sites and trained personnel to collect the samples. You needed to collect sputum. That meant the nation’s installed base of blood specimen collection sites were of no use. You couldn’t send patients into the local LabCorp or Quest. The states would have to stand up brand-new sites that were capable of collecting thousands of respiratory samples a day.

By late March, it was clear to senior White House staff that America’s testing capacity was insufficient. It was a public health and political liability. Testing supply was increasing across the country, driven largely by growth in the capacity of the large commercial labs, but cumulatively, we still weren’t conducting enough tests to keep up with demand as the epidemic surged. The inability to get tests performed was creating backlogs at hospitals. Sick patients were sitting in hospital isolation beds waiting for the results of a COVID test to determine if they had to remain in special COVID units, or if they could be sent to a general medical bed or transferred to other facilities. Hospitals were already short on beds and supplies, and the inability to clear patients who didn’t have COVID was slowing discharges. The hospital labs were simply overwhelmed.

So, the decision was made by the White House Coronavirus Task Force to direct states and commercial labs to restrict testing to hospitalized patients and healthcare workers.1 However, this created new problems. It meant an end to community testing. By rationing testing and reducing any chance of diagnosing mild and moderate cases that didn’t rise to the level of needing hospitalization, the directive frustrated the ability to control spread.2 People were much more likely to self-isolate and take other steps to reduce the likelihood that they might spread the infection if they actually had a positive diagnosis. Now, people in the community who had symptoms of COVID were told just to assume they were infected and self-isolate at home. At one point in March, the testing problems were so acute that one White House official had asked the National Institute of Allergy and Infectious Diseases whether the Centers for AIDS Research, a network of seventeen NIH-funded AIDS research centers that are located at major medical centers, could lend some of their screening capacity that’s normally focused on testing for HIV. But the NIH wouldn’t be able to spare the capacity.

By now, it wasn’t just the diagnostic kits and high-capacity testing instruments that were in short supply. To perform a PCR test, labs also need specialized reagents that facilitate the process and are consumed each time a sample is analyzed. These reagents include the primers that bind to the specific stretch of RNA that you’re trying to copy, like the N1, N2, and N3 reagents that caused problems in January and February. They also include special enzymes that help copy the genetic material that you’re amplifying (called polymerase), and a buffering solution that keeps the process stable. Many of these reagents are manufactured outside the US, and when COVID hit, there was a global run on these supplies. “Current challenges that need to be resolved include uneven testing capacity and supplies throughout the US, both between and within regions, significant delays in reporting results (4–11 days), and national supply chain constraints, such as PPE, swabs, and certain testing reagents,” the White House wrote in a draft report on how to create a national testing system. Those supplies should have been sitting in a strategic stockpile, ready to be accessed once the emergency arrived.3 (That White House report was never released.)

On March 5, the same day that the IDT kits based on the CDC protocol were finally authorized by the FDA, North Carolina’s secretary of health, Dr. Mandy Cohen, sent a letter to Secretary Azar—one of many similar letters he would receive. “I’m writing to alert you to my significant concern that there are inadequate laboratory supplies available to state laboratories to test for COVID-19,” she wrote. “As you know, testing for COVID-19 is a complex procedure. The laboratory supplies we have on-hand from the CDC are only adequate to perform the necessary steps to test approximately 150 individuals. While we appreciate the additional supplies en route to us, they will not meet the increased number of individuals that will be identified for COVID-19 testing.” At this point, North Carolina had diagnosed two cases of COVID in the state, under circumstances that suggested that community spread could be under way.

The frailties that plagued this supply chain were exemplified most vividly by a humble tool: the swabs used to get a biological sample of the virus from a patient’s nose. Most of these nasopharyngeal swabs were made by a single plant in northern Italy—a country that was experiencing its own devastating epidemic. The manufacturer, Copan Diagnostics, which was based in Italy’s hard-hit Lombardy region, was allowed to continue production even while most other work in the region had stopped. Making swabs for PCR testing isn’t so straightforward. Doctors prefer certain kinds of “flocked” swabs for collecting samples from the nasopharynx, because they’re easier to use and more likely to get a good specimen. To work right, the swab tips need to be spun from polyester, not cotton. Cotton may interfere with PCR testing and the proper extraction of the viral RNA, so labs use polyester swabs to collect patient samples when they are testing for nucleic acids. Copan’s manufacturing plant in Italy could produce 720,000 of these specialized polyester swabs in a day and as many as 100 million in a year.4 That was a lot of swabs—if there had not been a pandemic going on. But there was now a global run on the Italian swabs, and in the US, we were running out of them. The swabs became the bottleneck.

On Sunday, March 15, the Trump administration said that by the end of the week it would expand testing by supporting a national network of two thousand high-volume testing sites, each able to process up to four thousand samples a day. At that point, they had enough swabs to conduct about eight thousand tests a day, well short of what they needed. During a conference call that night with about three hundred representatives of commercial, academic, and state labs to announce the plan, Brett Giroir at HHS said that the Trump administration was expecting “speed bumps” in the availability of test supplies as testing expanded, specifically citing shortages of swabs and other equipment.5 At one point the FDA, along with BARDA and the Department of Defense, stepped in to arrange a military transport out of Aviano Air Force Base in Italy, just to get shipments of swabs from Italy to the US.

To boost supplies, initially, the US government leaned on Puritan Medical Products, the sole American producer of the polyester swabs. The company, located in Guilford, Maine, was part of a one-hundred-year-old family-owned business, Hardwood Products Company, that also manufactured disposable wood products including ice pop sticks, toothpicks, and tongue depressors.6 Puritan was the medical arm of the business that made plastic swabs used to collect specimens for a broad range of clinical tests. The company’s grant of authority from the FDA to manufacture swabs dates back more than fifty years.

Before the pandemic, the US market consumed about one million nasopharyngeal swabs a year, mostly for medical testing in hospitals. Producing the swabs was a sleepy but stable business. Puritan and Copan manufactured almost all of the nasopharyngeal swabs that were used globally, with Copan the bigger of the two companies, controlling about 60 percent of the market. According to Bloomberg News, “Both companies have patented their swabs and repeatedly sued one another for design infringement. Rival manufacturers have had no interest in entering a static market for a relatively low-profit-margin product dominated by two litigious incumbents.”7

As the COVID pandemic got under way, federal health officials reached out to Puritan in mid-March, and Puritan was able to boost production to make 10 million swabs a month by April.8 By the end of July, with federal assistance, the company opened a second manufacturing facility, and increased production to 25 to 30 million swabs per month. By the end of 2020, and with the help of a $51.2 million grant from the Cares Act, it had opened another plant and was producing a total of 50 million swabs per month.9 Puritan was now supplying most of the US market.

Federal officials then turned their attention to companies that manufactured other kinds of swabs to see if they could repurpose their operations to start making the specialized instruments. This effort ran into problems and revealed how hard it was to retool the production of medical supplies in the middle of a crisis. Some of the health officials who were involved in procuring the swabs were not aware that they needed to be made from polyester, not cotton. And so there was concern at the health department in Thurston County, Washington, when one of the first shipments of these repurposed swabs arrived, because the swabs were packaged in large boxes marked “Comforts for Baby Cotton Swabs” and were filled with thousands of loose swabs that looked like Q-tips.10 To ensure sterility, the swabs should have been individually wrapped in sterile packaging. Another shipment I saw, which went to health officials in Illinois, was packaged in boxes marked “180 swabs” and loosely packed in cartons marked with the cotton logo. The cartons read “Cotton Swabs, crafted with care for maximum softness,” alongside a logo of a bee sleeping on a clump of cotton, with the words “Comforts for Baby” encircling the bee.

In the end, it turned out that all these swabs were made from polyester.11 HHS had tapped U.S. Cotton LLC—best known for its Q-tips—to manufacture them, and the company had modified 7 of its 180 machines to switch from making cotton to spun-polyester swabs, but hadn’t changed the imprints on its packaging to reflect the new contents.12 HHS had given the okay to ship these swabs with the wrong labeling to expedite access. But the cotton markings created confusion at the testing sites. One health official, when the swabs arrived, sent a picture of the cotton logo on the box and quipped, “Maybe we can use them to dab our tears.” A letter had been shoved into the huge box with the “baby Q tips” that confirmed that they were in fact polyester. “The packaging and labelling being utilized . . . does not accurately reflect its contents,” the letter read. By 2021, Puritan had used a $75 million investment from the Department of Defense to renovate yet another factory, and by the spring it was making another 100 million swabs a month.13 Puritan had cornered the US market. It took a year, but swab supply was finally keeping up with demand.

The problems with the federal supply chain were not confined to swabs. Thousands of containers full of vials, tubes, and other fluid receptacles were shipped to states to be used for collecting and storing patient samples until they could arrive at a lab for processing. Many tubes came loosely packed in huge bins, mislabeled, and in the wrong kind of sterile packaging. State officials couldn’t verify some of the contents and had to discard entire shipments.

One of the things I learned at the FDA, watching other critical medical products go into shortage, is that it’s often the lowest-margin constituent in a complex supply chain that’s most vulnerable to shortages. Often the only way to produce such a part profitably is to manufacture it at very large scale, which means it’s likely to be made by a small number of big, consolidated suppliers. To reduce costs, these manufacturers are often located outside the US, where labor costs are lower. Moreover, because it’s a low-margin product, that manufacturing facility is probably operated cheaply, and lacks investment and upkeep, leaving it more prone to disruptions. It’s also for these reasons that, when problems arise, they usually arise early in production, when the low-margin materials first get baked into the manufacturing process.

When it comes to the manufacture of drugs, these low-margin components are often the starting chemicals. Many of these chemicals are made in China, and more specifically, Hubei Province. This is why there was concern about the risk of drug shortages when the epidemic first emerged in China. I testified on this issue on February 12 before the Senate Committee on Homeland Security and Governmental Affairs, in a hearing on Protecting the US from Global Pandemics, right before the US epidemic got under way. In that hearing, I told the Senate that “China’s chemical industry, which accounts for 40 percent of global chemical industry revenue, provides a large number of ingredients for drug products. It’s these starting materials—where in many cases China is the exclusive source of the chemical ingredients used for the manufacture of a drug product—that create choke points in the global supply chain for critical medicines.”14

When it came to testing, the shortages of key components would persist for months. In July, a survey conducted by the Association of Public Health Laboratories found that 20 percent of public health labs would run out of at least one item required to do their tests within a week without steady resupply.15 In the case of testing systems, the low-margin components that went into shortage were the reagents used to run the tests, and the swabs used to collect samples.

All of the cheapest and least complex parts of the testing supply chain would become the bottleneck to expanding test access. By Christmas 2020, a full year after the pandemic started, the FDA would formally add pipette tips to its list of medical devices in shortage.16 Pipettes are devices used to draw a small amount of liquid and transfer it from one place to another with disposable plastic cone-like tips. Labs use pipettes to extract samples of viral RNA and move them onto the machines that test for the presence of the genomic material and evaluate its sequence. They also help transfer the different chemicals and biological material for these testing processes. So, when new variants of the virus emerged in the US, and we pursued a large-scale effort to sequence more SARS-CoV-2 samples in order to detect the new mutations, demand for pipette tips surged and their limited supply became a key rate-limiting factor in efforts to expand sequencing.

Utah was one of the states that was stymied by the shortages. It had set a goal to sequence 10 percent of all its COVID cases, but as late as February 2021, they were sequencing 3 percent. Increasing the testing rate required robotics, and the robots used lots of pipette tips.17 Dr. Kelly Oakeson, the chief scientist in the Utah Public Health Laboratory, said they could do more sequencing, but they didn’t have enough pipette tips to process the samples.18

By April 2021, more than a year after the pandemic began, labs in fourteen states reported having less than a month’s supply of pipette tips on hand, according to a survey by the Association of Public Health Laboratories. The problems were so acute, the public health labs called on federal regulators to enact rules to prioritize the delivery of pipette tips for newborn screening programs, to make sure some of the nation’s most critical lab tests would be able to continue.19 We were back where we started.20

It wasn’t just reagents, pipette tips, and swabs that were in short supply. In 2006, Congress appropriated money to add personal protective gear to the Strategic National Stockpile, funding the inclusion of about 50 million surgical masks and 100 million N95 respirators to that supply.21 In late February 2020, Secretary Azar testified to the Senate Appropriations Committee that the national stockpile held more than 30 million N95 respirators. It was a small number, and far less than anticipated. But in actuality, the situation was even worse. A day later, Azar would clarify that the stockpile actually held 30 million surgical masks, the kind that tie behind the head. Not the N95 respirators that can more fully protect against aerosol spread. The stockpile had only 12 million N95 respirators, along with another 5 million that were expired and no longer certified for their integrity.22 Many of these N95 respirators that were once in the stockpile were used during the H1N1 swine flu pandemic more than ten years earlier, and never replenished.23

The stockpile was a running sore throughout the crisis. In April, the federal government started distributing ventilators from the stockpile to backstop hard-hit cities. When the machines arrived, they didn’t work. The New York Times reported that HHS had assured governors that the stockpile was holding about ten thousand ventilators in reserve and had another ten thousand on order.24 But the government had allowed a key contract for maintaining the machines to lapse, and more than two thousand of the ventilators on hand were not functional.25 Similarly, when masks were shipped from the stockpile and arrived at hospitals, there were reports that healthcare personnel found them covered in mold, and the rubber straps had become dried and brittle.26

The idea of the Strategic National Stockpile was to prepare for biomedical contingencies that could pose an existential threat to the nation. But much of the emphasis had been on using the stockpile to counter the risk of biological agents that might be used as weapons. A lot of the stockpile’s resources had been carefully curated to counter specific pathogens—anthrax, smallpox, and especially bird flu. A lot of emphasis was put on developing and stockpiling drugs and vaccines to counter these individual threats. Less emphasis was placed on building broad capabilities that would be needed to respond to a pandemic with a virus we didn’t anticipate, which would create a run on items like masks, ventilators, and testing supplies. The pathogen-by-pathogen focus for deciding what to stockpile meant that there were few targeted resources for countering viruses that didn’t make the cut. Coronaviruses weren’t seen as a pathogen that could seriously threaten us.

The question of what risks the stockpile should be focused on addressing was a longtime source of internal wrangling, with some at the CDC wanting to put more emphasis on naturally occurring threats like pandemics, and others at HHS arguing that more of its focus should be on countering bioweapons and investing in the countermeasures we would need if biological agents were used in a conflict. Historically, the stockpile was under the supervision of the CDC. During the first two years of the Trump administration, the Office of the Assistant Secretary for Preparedness and Response (ASPR) was agitating for control over the stockpile, and to focus more of its mission on the threat posed from bioweapons.27 The first secretary of Health and Human Services, Tom Price, had put off the entreaties, recognizing that it was a big decision and would need more careful analysis, and he declined to move control of the stockpile from the CDC to the ASPR. The issue was also sitting with the president’s homeland security adviser, Tom Bossert, who was being advised to take a briefing on the matter before any final decision was made, given the potential significance of such a reorganization and its broader implications. But when Price was fired by Trump, and Deputy Secretary Eric Hargan briefly became acting secretary, Hargan agreed to move the stockpile from the CDC and put it under the ASPR. The protracted battle over where the stockpile would reside, and over the role it should play, shifted attention away from shoring up its basic elements like masks and ventilators, while people fought over its bureaucratic administration. Once the stockpile was moved under the ASPR, its primary mission would predictably evolve, with more emphasis put on the risks posed by biological weapons and less on pandemics.28 The torturous wrangling, and the decision to dislodge the stockpile from the CDC and begin the cumbersome process of moving its supervision to the ASPR, diverted attention away from its core activities just as COVID was about to sweep over the nation.

Even a properly equipped stockpile, however, has limited usefulness. Certain products are hard to store and hard to distribute. In a protracted crisis, even a well-stocked inventory can be depleted. Maintaining a pandemic-scale stockpile can also be cost-prohibitive because of the sheer amount of equipment and countermeasures you’d need to hold in order to adequately cover the population. To guarantee a sufficient supply, we’ll need the capacity to expedite production of these items and ensure that it’s manufactured domestically, so we’ll have more control over the supply chain in a crisis.

This is true especially when it comes to the low-margin commodities that are most likely to be used in large quantities in a crisis and also have fragile supply chains. That means maintaining manufacturing sites in the US, where construction and operating costs are higher than in lower-wage regions of the world. Ideally, we’d overbuild these facilities to make sure that there’s some excess capacity in the event we need to increase output during a crisis. This will be a key part of creating a hot base for pandemic preparedness.29

The stockpile should be reoriented away from the idea of creating warehoused inventories of the products we anticipate needing in a crisis and toward a system of vendor-managed inventory by the federal government. Under this approach, the purchases done by federal agencies like the Department of Defense, the Department of Veterans Affairs, or the Indian Health Service, can be placed through the stockpile and sourced using domestic manufacturing sites that the federal government preferentially contracts with as a way to support US-based production of these materials. It might cost more, but the money would help guarantee that we have a domestic source for critical supplies. The cost would become a part of our national expenditure for security and public health preparedness. Health agencies could buy all their masks through the stockpile, which would, in turn, purchase them from domestic manufacturers. The stockpile, at any one time, might hold a year’s worth of supply and then pull from this rotating inventory to satisfy the collective demand of all of these healthcare agencies. The inventory can be kept at government warehouses or held on location at the manufacturing sites. Take the example of masks. Buyers would receive masks drawn from this stash. As soon as some N95 respirators leave the warehouses to support a hospital’s immediate needs, a new supply comes into stockpile, where it will sit for twelve months before being distributed later. In this way, the US will always have a twelve-month inventory on hand that can be forward-deployed, all at once if necessary, in the event of a crisis. We would also have a domestic manufacturing base capable of replenishing that supply.

We need to view the maintenance of this kind of capability as a key part of our national security.30 In the realm of defense, we sometimes overpay for the production of high-tech military equipment in order to maintain their domestic manufacture. Submarines and jet fighters can be built and assembled more cheaply in another market. But we recognize the importance of making sure that we can control their manufacture in US plants and retain the ability to repair them in domestic production facilities. We can’t trust that plants in other markets will be open to us in the event of a global crisis.

Maintaining these capacities inside the US could come at a relatively small cost. Consider the domestic supply for surgical masks and N95 respirators. The entire US market for medical-grade N95 respirators is about $150 million annually.31 Nationally, before COVID, US healthcare personnel were using about 50 million medical-grade N95 respirators each year. Requiring half that market to be manufactured in the US, even at a 50 percent premium, would have cost about $40 million; a large sum, but such an investment could help secure a significant amount of capacity for domestic manufacturing of N95 respirators. Supplying this entire market, even at crisis levels, could be achieved through production at US-based facilities at an attainable cost, especially when viewed against the strategic imperative of maintaining the domestic capability to produce critical components. In 2019, the entire global market for N95 respirators was roughly $800 million to $1.1 billion.32 Yet much of the personal protective equipment we used came from China, which held on to its supplies once COVID hit. Estimates were that China was the source of 72 percent of the surgical masks and 54 percent of the medical gowns imported to the US when COVID arrived. According to HHS, 70 percent of the N95 respirators used in the US were made overseas.33

Once COVID struck, demand surged. For one ninety-day stretch in the spring of 2020, we used about 140 million N95 respirators.34 In March, some US hospitals were using 1,700 percent more N95 respirators, 500 percent more isolation gowns, 860 percent more face masks, and 300 percent more surgical masks, according to one estimate.35 A lot of money was spent trying to quickly establish domestic manufacturing of all these items. In the Coronavirus Aid, Relief, and Economic Security Act, or CARES Act, $1 billion was set aside for this effort. But the lingering question is how to maintain this excess capacity once the pandemic is over. In past crises, or in preparation for them, we built the domestic capacities we thought we’d need, only to see them atrophy once the crises failed to arrive, and attention shifted elsewhere. This was the case with our preparations in the early 2000s for a feared pandemic involving a bird flu. The need for the domestic manufacture of critical supplies, and the need for policy approaches that provide for sustained capacities, will be a recurring theme in how we prepare for the next pandemic. As I’ll get into later, these same challenges would surface when it came to the manufacture of adequate supplies of drugs and vaccines.

It may seem like swabs should be easy to make and should be interchangeable, but it’s not that straightforward. The key to the performance of a test is its accuracy and the reproducibility of its results. That precision comes from exerting careful control over the different aspects of the testing system. This includes exactness in how viral samples are collected and transferred to the test. One swab may collect a sample differently than the next. Some swabs can be used only with certain kinds of samples, or for certain kinds of tests. Small deviations in how a sample is collected can affect the quality of the test and, in turn, its precision. How seemingly minor components affect the overall reliability of a test shows how complex these supply chains can be.

The accuracy of a test needs to be confirmed by using a proven menu of testing components according to an exacting blueprint. This is how labs that adopt a test can ensure that it will produce the same results every time. The way a test is performed is carefully tailored based on its components. A test that is validated to work on one kind of testing instrument with a certain set of reagents, pipette tips, and vials can be highly sensitive to deviations—even changes to something as seemingly simple as a plastic well used to hold the sample or a polyester swab used to collect it. This is another reason why it was important to have FDA oversight for these tests. One way to stretch the supply of these components, in addition to boosting manufacturing, is to design test kits from the outset in a way where the available components can be used interchangeably. Building this kind of resiliency into testing systems should be a part of our pandemic planning.

In the spring of 2020, COVID overwhelmed our testing infrastructure. When the CDC’s test was authorized, many of the materials needed to perform it were in short supply. To increase capacity, the FDA’s professional staff evaluated the performance data of several testing components to determine if certain materials and instruments could be used interchangeably. While this wasn’t the agency’s normal mission, the FDA was quietly serving as a clearinghouse and publishing FAQs to help labs mix and match among scarce materials. A coordinated national testing plan, had one existed, could have supported this kind of work as part of a larger effort to oversee allocation of test supplies in a crisis, with testing systems designed for maximal interchangeability and validated in different configurations to maximize the use of the available supplies and components. Mixing and matching should have been designed into the system.

Furthermore, there was no federal coordination for distributing the test kits or supplies to states. It became a fracas, with individual states vying for resources in a global marketplace. Governors traded tips on how to get reagents. Governor Larry Hogan of Maryland, whose COVID advisory board I served on, sourced thousands of test kits from South Korea, using personal connections though his wife, a Korean American.36 I spoke to Governor Charlie Baker of Massachusetts about his effort to get a private jet to bring in supplies under the peering eyes of federal authorities who, he feared, would confiscate the goods he had sourced from China. Other governors banded together to make their own coordinated purchases, outside the reach of the federal government, which was bidding against them for the same tests and supplies.37 By August, seven governors (three Republicans and four Democrats) would form their own purchasing compact in collaboration with the Rockefeller Foundation.38 The first-of-its-kind effort was conceived and advanced with the help of the foundation’s president, Dr. Rajiv Shah, who had previously served as the administrator of the US Agency for International Development (USAID).39

In Massachusetts, I was part of an advisory group to Governor Charlie Baker. Testing was at the center of his efforts to address the epidemic from the very beginning and helped Massachusetts get better control over the fall and winter surge of infection. Early in the crisis, Baker had turned to his state’s academic labs, especially the Broad Institute of MIT and Harvard, to help fill the testing void in the spring. The state’s SARS-CoV-2 testing went from 3,000 a day in March to about 100,000 a day at the beginning of the fall. This was primarily a result of increasing testing capacity through laboratory efficiencies and automation, as well as better lab operations and the smart adoption of technology. On a per capita basis, Massachusetts’s testing capacity was the best in the nation most days. The state had many free testing sites, and people were encouraged to use them.40 Massachusetts even pioneered the testing of sewage wastewater as a tripwire to give policymakers a way to identify early when and where community spread was getting under way in a certain area. (People shed the virus in their feces.) The data gleaned from testing raw sewage allowed the state’s public health officials to measure how prevalent the virus was in a community and better target interventions.41

Even once the CDC worked out the problems with its contaminated tests, and the kits were being shipped by its manufacturing partner IDT, there was no process for determining where to send the kits. The career staff in the FDA’s device center again stepped in to play the role of traffic cops, helping IDT figure out where to ship kits based on calls from labs that were in need of the supplies. Otherwise, HHS had no process to manage the distribution. The improvised role being played by the FDA’s professional staff showed the benefits of having some central coordination over these efforts in a crisis. Or else, everyone was on their own.

There was no national lab policy that envelops the entire continuum of all of the kinds of labs and tests that are needed in a crisis. The closest thing we had was the Laboratory Response Network, a collaboration between the CDC and the public health labs established in 1999 that serves as hundreds of sentinel sites for the detection and identification of a narrow set of pathogens that may be used in a bioterrorist attack or other biological incident.42 It was another measure of how much of our limited infrastructure was focused on the risk from special pathogens that would be used in a deliberate attack, and not the natural evolution of a pandemic virus. Moreover, the network was not interconnected with the commercial labs like Quest and LabCorp or the clinical labs inside academic medical centers. So, it wasn’t prepared to provide the kind of coordination that was needed across the existing layers of the nation’s system for diagnostic testing.

In a fast-moving epidemic, there needs to be synchronization across labs for training, sharing samples, and distributing supplies. In some states, this sort of alignment exists. It’s typically organized by the public health labs. They could play this coordinating role on a more national basis, serving as a central hub for the various commercial, clinical, and small independent labs doing the testing within each state. They would need to have proper support to pursue this mission.

If we had a system for coordinating lab activity, we could share testing supplies more efficiently. During COVID, many labs hoarded material, ordering way more than they needed in hopes of getting a little, and sometimes ended up with a lot. Suppliers were developing “priority” customer lists for labs, and the commercial labs were leveraging their existing relationships to move up on these supply lists. It’s likely that some of that material they amassed expired before it could be used. It’s another example where more coordination was needed.

To give a measure of how this kind of organization can be helpful, consider an episode that occurred in the spring of 2020. The CDC was going to advance an initial COVID test that would have forced labs to rely on a special system for extracting the coronavirus RNA from patient samples. The problem was that most of the public health labs didn’t have access to the tools that the CDC’s approach required. So they wouldn’t have been able to follow the agency’s prescribed steps for how the test could be reliably conducted. But there was an established channel of communication between the CDC and the public health labs, and through that channel the agency was able to get feedback that its protocol would create obstacles for the labs. The CDC changed its approach. This kind of know-how, on the testing methods we should advance in order to maximize the capacity of the existing labs and make fullest use of the installed base of testing instruments, needs to be institutionalized into our pandemic response. It came into play here because the public health labs are the one segment of the lab community with whom the CDC already coordinates. So the agency was able to get that feedback from the public health labs. But the public health labs represent just a small fraction of America’s overall testing capacity, and the CDC lacks the same visibility into and interconnectedness with the other segments of the US laboratory system.

A networked system would have other benefits. For example, another challenge we faced during the pandemic was that many labs were overwhelmed, while other labs had capacity that wasn’t being fully used. Many of the commercial labs were slammed with samples from physicians who were accustomed to sending their order sets to these companies while some academic labs had available capacity. A better-networked system could have helped make sure that samples got distributed more evenly, so we made the best use of whatever testing capacity exists.

In contrast to its work with the public health labs, the CDC hasn’t tried to leverage its relationships with commercial, academic, and smaller independent labs, even though it has an established memorandum of understanding with the commercial lab association. The fragmented US testing system was not tethered together in a way that the resources could be put to maximal use in a moment of crisis. This is why it often felt like there was a shortage of testing even when there were a lot of test kits available and a lot of testing platforms sitting idle. Some labs were overwhelmed with samples. Others were operating at a fraction of their total capacity. Another problem was the fragmentation in the installed base of testing equipment across different labs. The big labs had stockpiled the supplies for the capital equipment they already owned, and supplies for the lower-throughput, manual testing equipment were generally more available in the crisis while supplies for the high-throughput machines that we needed more of had been hoarded and were now in short supply.

No single agency had visibility across the entire system. The FDA, which had perhaps the most insight into the entire market, regulated the medical devices used in testing. It wasn’t in a position to play an operational role by helping to coordinate activity across the market, even though, in some narrow circumstances, that’s precisely what it started to do. The White House tried to launch a new office to coordinate the sourcing and distribution of testing supplies, but it didn’t have visibility into the testing landscape, either. (This office was going to be directly supervised by Jared Kushner and was staffed by some business executives he brought in from outside the government.) At times it felt like there was a testing famine amidst a bounty of plenty of testing equipment sitting idle in labs. We had a lot of labs. We had a lot of testing equipment and even residual capacity. But all the installed capacity wasn’t lined up to support the surge in demand.

A national lab strategy would create an organized system to apportion testing supplies and testing capacity across the entire market. It would assist labs in developing their own laboratory developed tests, and direct patient samples to labs with available capacity. In a crisis, we needed to squeeze all of the testing supply out of the system. We fell short.

Following the Zika crisis in 2016, there was a nascent effort to create a more organized system, and a tri-agency coordinating group was formed to improve crisis response, linking the CDC, the FDA, and the Centers for Medicare & Medicaid Services.43 The new effort was announced when I was FDA commissioner and it was a step in the right direction, and a model that could have been expanded. However, at its inception, the coordinating committee was a low-level work group and didn’t have sufficient reach within its parent agencies to be the vehicle for the kind of cross-agency collaboration that was needed. It wasn’t intended to play that sort of role.

Instead, we need an agency that’s empowered to organize a testing response. It has to have a more operational function able to synchronize across labs in a time of crisis. It must be able to work with manufacturers to advance the development of test kits, sharing samples, supplies, and information to expand capacities. It needs also to serve as a clearinghouse to maximize the use of the available testing platforms and to make sure samples are routed to the labs that have available capacity so that more of the nation’s testing capacity is brought into the fold. Writing in The New Yorker in the fall of 2020, the physician and author Dr. Atul Gawande compared the general concept to load balancing among power utilities: “Decades ago, electric companies were organized in the same way that laboratory testing is organized today. They were vertical monopolies that ran their own power plants, transmission lines, and customer operations. That arrangement got the job done, but it meant that many communities endured brownouts and blackouts from a shortage of capacity, while others had an oversupply. . . . The creation of a national electric grid that physically connected the electricity supply . . . opened the door for load balancing, increased supply, lower costs, and alternative energy production. We have no national grid for the generation, transmission, or distribution of our testing supply. . . . Now we’re paying the price. In power generation, the worry is that our national grid is aging; in health care, the worry is that we have no grid at all.”44

Inside HHS, the Office of the Assistant Secretary for Preparedness and Response might have performed this function. This office was created after 9/11, but it had evolved into more of a policy function, with its focus oscillating over time between prescribing a policy for countering bioterrorist threats, to a focus on pandemic preparedness, and then back again to a preoccupation with the risk from bioweapons that might be used in a hypothetical war with North Korea.45 The office was originally called the Office of Public Health Emergency Preparedness, with no response in its title, because it wasn’t envisioned to have an operational role. Later on, it was renamed with a view that it would develop an operational capability, but that mission was never fully realized. The office can be refocused to take on the operational role envisioned for it, working to coordinate response across the different health silos that are central to coping with a biological threat.

Another option that some might consider is to give this mission to a newly constituted unit inside the CDC. To make that work, however, the role and operational ethos of this new organization will have to be made deliberately distinct from the existing CDC culture, where functions are bunkered inside rigid silos in a way that can impede multidisciplinary collaboration, and where the agency’s academically oriented customs supersede the more operationally focused, national security mind-set that will be key to crisis response in a biological disaster. South Korea found that its own CDC fell short during the MERS epidemic in 2015 and revamped it to better respond to crises. That’s why the South Korean CDC was able to play a more hands-on role in advancing diagnostics to respond to SARS-CoV-2. Replicating that experience in the US would require a change in the mission and mind-set of our CDC. One consideration would be to split the health prevention role out from the CDC and embed it within a new institute in the NIH, or a new division within the Office of the Assistant Secretary for Health inside HHS (where similar policy issues are already housed), or else entrust the mission to a new agency dedicated exclusively to health prevention. Then, more of the CDC’s mission and mind-set can be focused on its functions aimed at identifying and responding to the spread of communicable disease. It could be resourced to focus on its response mission related to emerging diseases and its national security undertaking. Congress would have to reprogram the agency.

For now, the CDC lacks that singular focus. When COVID struck, someone needed to coordinate the industrialization of a brand-new, national testing enterprise. “Nobody said, it’s January 30, where are we on testing?” one person involved in these efforts at the CDC told me. “There was an assumption that CDC was going to develop a test and it was going to go to every hospital in the U.S. and that was never going to be the case. HHS didn’t seem to understand the CDC’s role.”

The need to develop such a test was simultaneously everyone’s problem, and nobody’s problem. In many respects, the later creation of Operation Warp Speed was a recognition of the challenge of securing commercial-scale production and distribution of a brand-new product that would be needed to respond to the crisis. However, Operation Warp Speed would focus almost exclusively on drugs and vaccines, and put scant money behind the development of new diagnostics.46

Once again, our focus on preparing for a pandemic flu may have caused us to overlook a key piece of our response. With a flu, establishing a laboratory-confirmed diagnosis is not as critical as was the case with COVID, because the incubation period for flu is short, so contact tracing isn’t as valuable. By the time you test and trace someone’s contacts, they have already contracted influenza—and, if they were going to be the next link in a chain of transmission, propagated the infection. But SARS-CoV-2 had a wider range of incubation periods. The length of its typical incubation period was longer than for flu, and the coronavirus had a range of presentations that did not always lead to easy diagnosis. Accurate, fast diagnostic testing could be important to identifying chains of transmission and intervening in time to break off further spread.

Instead, whenever we considered diagnostics as a potential countermeasure, it was typically in the context of a bioterrorist attack. In an attack, we’d need the capability to blanket a city with testing in the event of an anthrax attack or some similar contingency. The attack would be over an identifiable geographic area. It would have well-defined boundaries. The structural issues of needing enough testing capability to deploy a novel diagnostic on a national scale and having the capacity to conduct millions of tests a day were never fully considered. For a pandemic flu, which is the only context in which pandemic contingency planning was seriously engaged before COVID, we already had an installed base of flu testing that would be sufficient.

Going forward, we need to provide for a national-level capability to field and deploy clinical tests for novel pathogens. Wherever this function is housed, it needs greater resiliency in a crisis.

Kushner’s team would work on a plan later that spring to establish a more coordinated approach to the US testing system.47 They were trying to write the blueprint for a national response while we were already in the middle of the crisis. That playbook should have been sitting on a shelf somewhere, with agencies already staffed and resourced to implement its instructions. On April 27 President Trump stepped to the Rose Garden podium to announce a national testing plan. But it wasn’t the one that Kushner and his team had spent weeks working on.48

I had been an informal adviser to that process. The initial plan would have created a coordinated, national system for securing and distributing the different testing components that were in short supply. The federal government would have assumed a lead role in helping increase the supply of these parts. But this plan was scrapped.49 Its architects no longer thought the federal government would be able to do much more than was already under way to secure these things in the tight timeframe needed. Instead, the plan put forward by President Trump envisioned a much smaller role for the federal government, allocating testing supplies among the states and pressing harder on an FDA-led effort to authorize access to more COVID tests. The main elements were a plan to help ramp up the manufacturing of nasal swabs and broker access to testing kits and some of the reagents that were in short supply. By June, a new wave of infection would sweep across the Sunbelt. Once again, the states would run out of testing supplies.50




Chapter 10

Preparing for the Wrong Pathogen

Great Understatements in History:



Napoleon’s retreat from Moscow—“just a little stroll gone bad”

Pompeii—“a bit of a dust storm”

Hiroshima—“a bad summer heat wave” and

Wuhan—“just a bad flu season.”

So read an email from Dr. James Lawler, an infectious disease expert at the University of Nebraska who served in the White House under Presidents George W. Bush and Barack Obama.

The note was sent on January 28, 2020, to a prominent group of current and former health officials. All were experts in pandemics and would become key figures in the COVID response. They had begun exchanging private notes about the unfolding danger on a secretive email chain that they dubbed “Red Dawn,” named after the 1984 film that depicts World War III, where the US is invaded by the Soviet Union and a group of American high school students resists the occupation with guerrilla warfare. I was on some of these emails.1

Writing earlier that day, in the email that would elicit Lawler’s memorable reply, one of the most active members on the email chain, Dr. Carter Mecher, a physician and senior medical adviser at the Department of Veterans Affairs, summed up the impending danger this way: “No matter how I look at this,” he wrote, “it looks [to] be bad. The projected size of the outbreak already seems hard to believe, but when I think of the actions being taken across China that are reminiscent of 1918 Philadelphia, perhaps those numbers are correct. And if we accept that level of transmissibility, the [case fatality rate] is approaching the range of a severe flu pandemic. . . . Any way you cut it, this is going to be bad.”

Mecher’s rough analysis turned out to be prescient.2 SARS-CoV-2 looked more transmissible than a pandemic flu and a lot more deadly than seasonal flu.3 It was the end of January. The nation was just becoming more aware of the events unfolding in China. The White House was starting to hold daily meetings on the crisis. But many of the experts on the Red Dawn emails were already convinced that the coronavirus would soon overwhelm America. And they already harbored apprehensions that the pandemic plans we had prepped might be no match for it.

Some of the most prescient notes concerned the use of community mitigation measures like school closures, also known as nonpharmaceutical interventions, or NPIs for short, as a way to confront COVID. “NPIs are going to be central to our response to this outbreak (assuming our estimates of severity prove accurate),” Mecher wrote to the group on February 17. We might need to “close the colleges and universities,” he wrote.4 It was a full month before states began to implement stay-at-home orders, and a week before we identified the first community spread.

“Nonpharmaceutical interventions” is a catch-all phrase for measures aimed at controlling an epidemic that didn’t involve the use of drugs or vaccines. “I anticipate we might encounter pushback over the implementation of NPIs and would expect similar concerns/arguments as were raised back in 2006 when this strategy first emerged,” Mecher also wrote on February 17. He had served as the director of Medical Preparedness Policy on the National Security Council in 2005. The modern application of these mitigation approaches was first envisioned in 2005 by a team that Mecher helped lead. The aim of that 2005 effort was to develop a plan that would slow the spread of a pandemic, save lives, and buy time for the US government to come up with medical countermeasures to fight a new and deadly strain of influenza.5

In 2005, the fear was that a novel strain of bird flu, known as H5N1, would soon cause a deadly pandemic. The virus had begun to circulate in other parts of the world, claiming the lives of more than 50 percent of its victims. Adding to the concerns was mounting evidence that these dangerous bird flus had found a home in wild waterfowl, especially ducks and geese, many of which migrated over long distances.6 So the global reach of a new flu wouldn’t have to rely on airplanes and traveling human hosts; migratory birds could do that work just as efficiently.7 The 2005 plan was drafted to counter this threat. The NPIs were viewed as a holding step in the event that a pandemic emerged and we didn’t have a vaccine or sufficient amounts of antiviral drugs. The tactics were seen as a way to slow the spread until we could develop those countermeasures. The threat was judged to be so immediate that the team who drafted the plan didn’t think of it as a “general” pandemic plan. Theirs was a plan to counter a specific pandemic involving H5N1. It was only “general” in the sense that some of the measures, particularly the NPIs, could be dialed up or down depending on how severe it was.

While prior variants of H5N1 were seen before, the old strains were markedly different from the version of H5N1 that emerged in 2005. There are four main types of influenza: A, B, C, and D. The two strains that infect humans and trigger seasonal epidemics are influenza A and B. Influenza C generally causes mild illness and is not thought to be responsible for human epidemics, and influenza D primarily affects cattle. It’s influenza A that gets most of the attention—the most common strain of influenza and the only one that’s known to have triggered past pandemics.

Flus are named for the properties of two key proteins that appear on their surfaces, hemagglutinin (H) and neuraminidase (N). The two numbers used to describe a strain of flu correspond to which variant of these two proteins a virus harbors. There are eighteen different subtypes of hemagglutinin and eleven different subtypes of neuraminidase. So, H5N1 is named for the fact that it combines the fifth subtype of hemagglutinin with the first subtype of neuraminidase.

Each surface protein performs a different function. Hemagglutinin helps the virus attach to the surface of our cells, while neuraminidase helps it replicate once it’s settled inside our bodies. These two proteins sit visibly on the virus’s surface and make conspicuous targets. So, to develop immunity against a particular strain of flu, our bodies generate antibodies that target each of the proteins. Most of our immunity to flu is derived from the antibodies that we generate against hemagglutinin, which ends up being a more prominent target. But the genomes of flu viruses are rather unstable, especially compared to coronaviruses. That’s because the flu genomes are comprised of eight separate segments, and this segmentation adds to their tendency to mutate.8 Like other RNA viruses, influenza mutates inside each of these segments. But in addition to mutations within each segment, the different segments can also swap genetic material with one another. This stands in contrast to a coronavirus, which is not segmented. Since a coronavirus cannot as easily reassemble the genes inside its own genome, it doesn’t tend to mutate as readily as influenza. And because the genetic code of a flu virus is prone to constant changes, its surface proteins also more easily evolve, often in ways that can evade the antibodies we may have developed after infection with an earlier strain or through vaccination.9

Data on the genetic sequences of the H5N1 infections that had been identified in 2005 showed that this particular strain was mutating in ways that could make it more menacing to people.10 It was believed that the H5N1 virus had first jumped from birds to humans in Hong Kong in 1997, in an outbreak that infected eighteen people, six of whom would die.11 The infection was fearsome, causing severe inflammation of the lungs, a condition known as pneumonitis.12 When it first emerged, people were stricken only after close contact with infected chickens; there was no evidence of person-to-person spread. The outbreak was ultimately stopped. But at a big cost. Among other measures, Hong Kong slaughtered more than 1.5 million chickens.13

Still, it wasn’t the last word on the lethal virus. H5N1 reemerged in January 2004 in a big way. An outbreak struck poultry farms in Vietnam and Thailand, and within weeks, it spread to farms in ten countries and regions in Asia, including Indonesia, South Korea, Japan, and China. Twenty-three initial infections resulted in eighteen deaths.14 Domestic ducks in southern China had become key players in sustaining the virus and helping it evolve. China also contributed to its spread with poor animal husbandry. I was working at the FDA over this time period, and my colleagues and I were particularly concerned by China’s use of antiviral drugs in the feed of chickens, in an effort to prevent flu viruses from decimating their flocks. By exposing tens of millions of chickens to the only antiviral drug known to potentially work against H5N1, China was conducting a massive scientific exercise to select for mutant strains that would evade perhaps our only available countermeasure.15 Vietnam and Thailand had reported eleven confirmed human cases, but China, with larger outbreaks in its poultry population, said it didn’t have any spread to humans.16 “The epidemic situation . . . is under control and no infections in human beings have been found,” China’s state news agency announced.17 Yet, a year later, it would finally be revealed that indeed, H5N1 had also spread to people in China. An entry in the New England Journal of Medicine also detailed the death of a man in Beijing in 2003 that would initially be misattributed to SARS-1, but was later revised and ascribed to H5N1.18 The entire chain of events would raise questions about how many other cases of human H5N1 infection might have gone unreported in China, or been wrongly linked to other causes.19 Following a trail of genetic changes that the virus had undergone, investigators traced the new strain back to the original outbreak in Hong Kong in 1997.20 The virus had continued to lurk furtively, probably in its animal hosts, and had evolved to become even more lethal, claiming the lives of nearly 60 percent of its victims.21 It still wasn’t able to pass easily between people, but the risk was clearly growing that it would become better adapted to its human hosts.22 Fearing its continued spread, the WHO warned that the next pandemic could cause the deaths of up to 7 million people globally. From that point on, experts believed that containment could delay H5N1, but many were convinced that a pandemic was inevitable.23 As a result, everyone’s focus turned to countering bird flu.

In January 2006, the H5N1 strain reemerged, and once again it had become more menacing. Migrating birds spread the virus from Asia to Europe and Africa, killing domestic stocks of chickens and permanently changing the way poultry was farmed. When human cases started to appear in Turkey without a known link to birds, American officials worried that chains of human-to-human transmission had already begun. The cases stopped, and ultimately they were traced to sustained contact that these patients had with birds.24 But by April, scientists concluded that efforts to contain the spread of H5N1 had failed owing to the role being played by migratory birds.25 By June, the virus had infected 228 people worldwide and had killed 130, most of whom had close contact with infected birds. However, now other mammals such as cats and pigs had also become infected. That month, the WHO once again predicted that H5N1 would start to infect humans. Many experts believed it would soon appear in North America.26

In the US, attention turned to these threats in earnest during the summer of 2005. President Bush read a new book, John M. Barry’s The Great Influenza, while on vacation at his ranch in Crawford, Texas. The book recounted the emergence of the 1918 Spanish flu, and the country’s failed efforts to contain it. Its publication coincided with the outbreak of H5N1 that year in Vietnam and, taken together, the book and the outbreak stoked concerns that a deadly pandemic was inevitable. If one occurred, our vulnerability was crystallized by events that happened the previous year, when nearly half of the nation’s flu vaccine supply had to be discarded because of systemic problems with quality and sterility at a manufacturing plant in Liverpool, England, run by Chiron, a drug maker that produced half of America’s flu vaccine each year. Chiron was one of only two large manufacturers supplying the entire US market with injectable flu vaccine.27 I was working at the Centers for Medicare & Medicaid Services at the time, and I remember the long lines that started to form in the US as people rushed to clinics to get a flu vaccine before the limited supply that season ran out. States threatened to levy fines on doctors and nurses who gave shots to anyone not in a high-risk group. The problems underscored our vulnerability.28 We weren’t prepared.

When President Bush returned to Washington, he called his top homeland security adviser, Fran Townsend, into the Oval Office and gave her his copy of Barry’s book. “You’ve got to read this,” he told her. “Look, this happens every 100 years. We need a national strategy.”29

The world had seen three pandemics sweep the globe over the last century. Bush told his team that it was just a matter of time before it happened again. His health advisers agreed, and the H5N1 avian flu was judged to be the most proximate threat.30

At an Oval Office meeting on the morning of October 14, 2005, Dr. Rajeev Venkayya, a physician trained in pulmonary and critical care medicine and Bush’s special assistant for biodefense, summarized the work that was already under way to prepare for a pandemic. Venkayya was the head of the biodefense directorate on the Homeland Security Council. The group was mainly focused on agents that terrorists might employ as biological weapons, principally ricin and anthrax. Venkayya briefed Bush on the limited planning that had already been undertaken to prepare for the possibility that a pandemic flu would emerge. The arrangements had focused mostly on how the country would rush the development of drugs and vaccines. The president wasn’t satisfied.31 Bush leaned toward the group and said, “I want to see a plan.”32 Venkayya traveled to his parents’ house in Xenia, Ohio, and wrote an initial blueprint. When he returned to Washington, he had a draft of a twelve-page “National Strategy for Pandemic Influenza.”

The new document encompassed three pillars.

First was preparedness, which would include the production and stockpiling of vaccines and medical countermeasures, and the creation of diagnostic tests.

Second was surveillance and detection, which relied on our ability to detect and report outbreaks, and to use testing and tracing to limit spread.

The final piece was response and containment. This spoke to the need for a surge capacity in our healthcare system that could care for waves of sick people, and a plan for mounting a coordinated response among the states to limit the national spread. President Bush unveiled the outlines of that new blueprint in a thirty-minute speech on November 1, 2005.33

As part of these efforts, President Bush already secured a new International Partnership on Avian and Pandemic Influenza at the opening of the United Nations General Assembly in September.34 The aim was to improve international readiness for a flu pandemic by promoting closer collaboration among nations. It built on years of efforts to get countries to work together to identify and contain these threats. But all of these commitments depended on transparency. A nation that was host to new viruses had to be willing to share details of this outbreak, so that preparations could be made to prevent global spread. However, the need for early awareness is usually where these agreements broke down, because too many nations were slow to share the news when they identified an outbreak with a novel or dangerous pathogen.

We had learned that most recently after the troubling events surrounding SARS-1, and China’s effort to conceal that contagion. To address these earlier breakdowns, and put nations on a more responsible footing, in June 2005, the WHO had already revised the International Health Regulations that governed global cooperation around pandemics.35 The idea was to provide more specificity about what countries were obligated to do when they identified a new virus. The international rules needed more teeth. The language was toughened to require mandatory reporting in circumstances when a country identified a completely novel pathogen that posed a risk to humans. The aim of the agreement that Bush was announcing four months later was to build on these new commitments, by crafting a specific set of obligations when it came to influenza.36

Even though the government had been worried about the risk of a pandemic flu for a number of years, up until that point relatively few resources were focused on developing reliable countermeasures. The NIH’s entire flu research budget for 2005 was about $119 million. HHS had created an initial stockpile of just 2.3 million treatment courses of oseltamivir, the only approved drug that had shown activity against a range of potentially dangerous influenzas.37 It was a paltry amount for a country of nearly 300 million people. In a real pandemic, it was estimated that at least 100 million doses would be needed, and perhaps more if it took a long time to develop a vaccine.

Making a vaccine can be hard. The development work might take years. Part of the challenge is the way that flu vaccines are manufactured, using chicken eggs to culture the virus and grow the critical proteins that are used as the stock for the vaccines. Under this process, a fertilized chicken egg is inoculated with a strain of influenza. The virus is allowed to replicate in the yolk, before it’s harvested, inactivated, and incorporated into vaccines. In this way, the eggs serve as incubators for the development of the viral proteins that are used for the vaccine.

This outdated approach is the backbone for producing the seasonal flu vaccine. But there were serious concerns in 2005 that it wouldn’t be adequate—or even feasible—in the event of a pandemic bird flu. For one thing, there was fear that there wouldn’t be enough chicken eggs if there was a surge in demand for the vaccine. This prompted federal officials to finance the formation of secretive flocks of chickens located in sprawling, indoor facilities that were spread across thirty-five sites in the eastern United States.38 About $44 million was invested in a five-year program to harden the sites, to make sure there would be a sufficient supply of eggs.39 The US government even classified these chicken farms as part of the nation’s “critical infrastructure,” shielding them from public view. One person who worked for me at the FDA, and toured the locations, described walking into one cavernous installation and seeing an endless sea of white chickens. The hens would all run away from you, she said, and the roosters would all charge toward you.

The next concern was whether the chickens—and their eggs—could survive a pandemic bird flu long enough to support the production of a vaccine. A bird flu, by its very nature, kills poultry. It could wipe out the chickens. The same strain could prove deadly to the eggs and to the developing embryos that are needed to grow the viral stock that’s used to produce the vaccines. Getting a developing chicken egg to survive inoculation with a bird flu may not be feasible. So, as a fail-safe, the team established a backup plan to build manufacturing sites that wouldn’t be dependent on chickens or their eggs, relying instead on cells derived from mammals rather than chicken embryos as the medium on which to grow the influenza virus and harvest its proteins.

The presumption is that mammalian cells would be less likely to be killed outright by a strain of bird flu. Moreover, because the cell cultures could be incubated in large bioreactors, it made it potentially faster, and easier, to produce the vaccine stock in large quantities. These processes were also easier to expand if we needed to surge the production of vaccines. In the manufacturing of pharmaceutical products that are derived from biological sources, it’s often said that the process is the product. The characteristics of a vaccine or other biological are closely tied to how it’s manufactured. There are a lot of things that can go wrong, and many of them are hard to predict—and detect. It’s estimated that 70 percent of the time and resources related to the manufacture of a vaccine is focused on quality control.40 The biggest risk often comes from “scaling up” production—expanding an existing manufacturing line to boost its output—and “scaling out” a process—partnering with other manufacturers to broaden your production capabilities and teaching other plants how to reliably make the complex product. The cell-based process was easier to expand; lots of manufacturing plants could accept cell lines and grow them in their existing vats, often with minor modifications. You didn’t need to wait for eggs to be laid.

There were other advantages to the cell-based process. The virus obtained in cell cultures can be made to more carefully match the circulating strain of flu. The mammalian cell cultures can more closely mimic the human cells that the virus is ultimately programmed to target. In this way the virus that gets churned out from these cultures can also be made to look just like the viral copies that will be produced when the virus naturally infects its human host. A virus manufactured in a mammalian cell culture doesn’t need to adapt as much to its new growing environment as a virus grown in eggs. If the virus was already trained to infect human cells, then replicating it in a mammalian cell culture doesn’t require it to change its ways.

By contrast, virus manufactured in eggs often undergoes adaptation to the chickens, a process called “antigenic modification.” These modifications are small changes that make the virus more closely suited to growing in a chicken egg. But the adaptation can also change the conformation of the virus’s proteins, making them less likely to be recognized by a human immune system, and more likely to be recognized by a chicken’s. That can make the vaccine less potent in stimulating our immune system. If these viral proteins undergo too many changes, then once they are injected into our arms, the proteins could end up stimulating the production of human antibodies that aren’t as well suited to attacking the real virus.41 They become adapted to attacking a version of the virus that had itself been modified to replicate in chickens. This is what happened in 2017, when I was FDA commissioner. The flu vaccine didn’t work well that year, probably because it had undergone too much “egg adaptation.” The vaccine was only about 25 percent effective against the principal strain of influenza that circulated that winter.42

Recognizing these vulnerabilities, and the unique challenges they’d pose in a pandemic, there were earlier efforts to expand our domestic capacity to make flu vaccines in cell cultures and not chicken eggs. In the early 2000s, as part of this effort, the government refurbished and enlarged some domestic manufacturing sites.43 Building these plants would take many years and require an enormous investment of capital. Yet, after some initial efforts, attention would turn away from these priorities. The focus on building out our domestic capability to make flu vaccine, in facilities that could be impervious to a pandemic strain of bird flu, would ultimately give way to other priorities. We didn’t stick with it. Even with a lot of planning and a huge sum of money, only one significant facility would result from this effort; a single cell-based manufacturing site located in North Carolina.44 The plant was built for the production of a seasonal flu vaccine (and was eventually sold off to a foreign owner and wasn’t leveraged by the US government to boost vaccine manufacturing during COVID). Even after the plant was built, developing flu vaccines from this cell culturing process would run into regulatory hurdles. The first seasonal flu vaccine based on these new cell-culturing techniques wouldn’t be licensed by the FDA until 2012, almost a decade after these efforts first got under way.45

The path to building better resiliency would be protracted and uncertain, and ultimately many aspects of our plans would be set aside. The dangers persisted longer than our attention to the risks.




Chapter 11

Stay-at-Home Orders

Back in 2005, after President Bush had focused his health advisers on the threat posed by the H5N1 bird flu, they turned their attention to a thorny question of logistics. If the US suffered a pandemic with a novel flu, even in a best-case scenario, everyone figured it would take at least six months to develop a vaccine, and that depended on everything going right. It depended on being able to culture the new virus and grow it inside the chicken eggs without killing the eggs. It depended on generating sufficient yields to make enough shots, and on the vaccine being protective enough to arrest the spread. And then we had to distribute it to patients, which could take months.

Even today, we don’t have enough cell-based manufacturing as a hedge against a pandemic strain that might be hard to grow inside the eggs, and certainly not enough cell-based manufacturing to cover the American population. We’d still be dependent on growing the new vaccine in the chicken eggs. In 2009, when the H1N1 swine flu struck, almost everything went largely right, and it still took about nine months to develop and manufacture a vaccine. For a new flu vaccine, a six-month development process is a normal timeline—and in the vaccine world, that’s considered fast. Since the procedure for making flu vaccines is so well established, tweaking the vaccine each year, to insert a new strain of influenza, is a relatively straightforward process. But six months is still a long time in a deadly pandemic, and with a novel strain that might be hard to grow in chicken eggs or cell cultures, it could take much longer. So, if a pandemic struck, we needed a way to slow the spread while we raced to develop a vaccine. That’s where the idea of using nonpharmaceutical interventions came in.1 What we needed was a holding plan.

The task of coming up with one was given to Carter Mecher and Dr. Richard Hatchett, who was serving as a White House biodefense policy adviser. Mecher was recruited to the effort because of his experience in healthcare delivery and his knowledge of how hospital systems functioned.2 Hatchett brought deep expertise in public health preparedness and had worked with Rajeev Venkayya on other projects, including the effort to establish the Cities Readiness Initiative, a federally funded program that would provide the logistics needed to deploy medical countermeasures from the Strategic National Stockpile to local communities in the event of an emergency.3 With Venkayya’s support, Hatchett and Mecher formed a new work group to devise a plan for a worst-case scenario, a situation where a deadly flu pandemic started to sweep across America, and our drugs and vaccines couldn’t interrupt its spread.

The team started with a large modeling exercise to gauge the impact of mitigation and the risks that these measures could pose. The researchers wanted to estimate how nonpharmaceutical interventions (NPIs) would work in the real world. They had modeled three different scenarios based on achieving different levels of community-wide social distancing. Taking into consideration the transmissibility of a pandemic strain, they found that timely adoption of these measures could substantially limit the spread of disease. The models also found that speed mattered. Implementing measures earlier would have the biggest impact on reducing transmission.4 Another key was coordination. The virus crossed state borders, so mitigation measures needed to be adopted wherever the virus was spreading.

The modeling and especially what it revealed about the correlation between the timing of interventions and the different outcomes gave the team the insight to go back and reexamine how the approaches were used in the past. The team now knew what to look for. They wanted to see if they could discern patterns in the real-world application of these mitigation tactics that had escaped previous notice. Some of the elements of the overall approach had been used before, most prominently during the 1918 Spanish flu. The prevailing accounts about why different cities experienced different outcomes was that the virus had mutated as it moved from city to city. The modeling revealed something different. It showed that perhaps the mitigation tactics worked; however, timing mattered. The same sets of interventions, implemented at different times relative to the different epidemics in each of the cities, could result in vastly different outcomes.

Hatchett and Mecher teamed up with three other scientists with diverse expertise in pandemic response: Dr. Marc Lipsitch, Dr. Martin Cetron, and Dr. Howard Markel. Lipsitch is an epidemiologist focused on understanding mechanisms of immunity and would become one of the key experts to model the spread of COVID. Cetron is the longtime director of the CDC’s Division of Global Migration and Quarantine, which oversees the agency’s response to outbreaks. At the outset of the COVID pandemic, Cetron would take a lead role in repatriating Americans from China. Markel, a medical historian at the University of Michigan, focuses on the social impacts of epidemics.5 Together, the group set out to see what lessons history offered.

Mecher and Hatchett formed one work group with Lipsitch, while Cetron and Markel worked independently on a similar effort. Each group aimed to dissect the steps that had been taken to contain the 1918 flu and the results of those efforts. A CDC team led by Cetron did an extensive analysis of data from about forty cities.6 Hatchett’s group examined newspaper clippings and other archives to see what was happening inside American cities as the virus spread across the country.7 Hatchett’s team initially looked at seventeen different cities but chose to focus on two of them, Philadelphia and St. Louis. The contrast between these two cities, both in terms of the timing of their interventions, and the scope of the epidemics that they’d endure, yielded critical insights. The goal was to develop an analysis on what worked and then channel the learnings into an actionable plan. Two independent researchers, Dr. Neil Ferguson and Dr. Martin Bootsma, conducted a third analysis (their paper would end up being published back-to-back with the analysis done by Hatchett’s group).8 The three groups would reach identical conclusions: there was a tight correlation between the number of interventions that cities would adopt, the speed by which these measures were implemented, and the outcomes that different cities experienced.

The Spanish flu was the deadliest pandemic in modern times, striking the world in three waves. In Philadelphia, the first cases of flu were reported on September 17, 1918, but local authorities were not overly alarmed. The city’s director of public health and charities, Dr. Wilmer Krusen, was initially worried about an outbreak at the Navy’s Fourth Naval District, which comprised the League Island Navy Yard in Philadelphia. On September 18, he set aside 150 beds at the city’s Municipal Hospital for Contagious Diseases to care for navy personnel who had been stricken by the virus.9 That same week, the city had already recorded its first influenza death—an eighty-nine-year-old banker. But Krusen continued to believe the flu posed little threat to Philadelphia so long as sick patients were isolated.10

As cases grew, so did concern. The city’s board of health made flu a mandatory reportable disease on September 21, reflecting these growing worries. They wanted to be able to track the epidemic.11 Yet Krusen overruled requests for more forceful action. Schools held classes, church services continued, shops were open for business. The city also continued to allow large public gatherings to take place. On September 28, the city allowed the Fourth Liberty Loan Parade to continue as planned. The parade was two miles long, guided by a marching band led by John Philip Sousa, and featuring biplanes, a new wartime innovation, that had been built in Philadelphia’s Navy Yard.12 The parade and accompanying festivities raised money through the sale of Liberty Loans—government bonds issued to help pay for World War I.13 No measures were taken that day to limit contact among the 200,000 spectators who massed along Broad Street to cheer on the marchers. The flu, for a fleeting moment, seemed like an afterthought.14



Like the Sturgis Bike Rally, which in the summer of 2020 brought together an estimated 460,000 motorcycle vehicles for a ten-day annual celebration held in Sturgis, South Dakota, just as COVID was beginning to surge across the Midwest, the Liberty Loan Parade was a fateful gathering, timed at precisely the moment that the flu was about to explode.15 The parade was the tinder that ignited an epidemic in Philadelphia that would rage out of control. It would become the largest known “superspreading” event of the 1918 pandemic.

In Philadelphia, even after every bed in the city’s thirty-one hospitals became filled, local officials were slow to act. On September 30, local health leaders met to discuss the crisis. They argued over whether the flu posed a significant threat to the population. They argued whether it merited stronger actions that would disrupt social and economic life. They couldn’t agree, and little else was done. A circular was sent around to state health agencies charting how providers should care for patients. Some funds were allocated to the effort. That was it.16

After the parade, the situation deteriorated. By the first week in October, about 2,600 Philadelphia residents had died. A week later, the number grew to 4,500. Many of Philadelphia’s health professionals were pressed into military service, and the city’s remaining doctors couldn’t handle the waves of illness.17 With hospitals stretched and casualties mounting, city leaders finally started to take more decisive measures. The virus was out of control.

On October 3, the Pennsylvania health commissioner, Dr. Franklin B. Royer, issued a statewide order mandating that all places of public amusement, including theaters and saloons, suspend operations. “Never since the city was scourged with infantile paralysis,” Krusen said in response to the order, “has it been necessary to take such stringent measures for the public good.” The closure of schools and churches was initially left up to the discretion of local authorities. Many houses of worship decided to shut down, but some schools remained open. As the epidemic continued to worsen, and after four thousand pupils had become ill with the virus, the city’s board of health intervened and ordered all schools closed, along with all places of worship.18

“The disease has been raging more freely in Philadelphia than in any other city in the state,” reported the Philadelphia Inquirer. The actions were “the best means of safeguarding the people of the state,” said Dr. Royer.19

But even against the backdrop of rising death and disease, and an especially cruel impact that the virus was having on Philadelphia’s poorest residents, the steps stirred anger and opposition.

On one side of the debate, the Philadelphia Inquirer said the orders went too far, calling them a product of, and a currency for, the unfounded panic that accompanied the flu. On the opposite side was the Philadelphia Evening Bulletin, which wrote that the closures were crucial because group gatherings were driving transmission.20 The epidemic, the newspaper said, would get worse before it got better. The city needed to control the spread.

Cases continued to surge. And yet many civic leaders would argue that the Spanish flu was driven by misguided fears and wasn’t that dangerous. In 1918, one of the most prominent of these individuals was Krusen, who would declare that the end of the pandemic was near and that the cases had reached a “crest.” Dr. John W. Croskey, president of the West Philadelphia Medical Association, similarly said that “the public should be educated to the fact that the disease is not as deadly as many believe it to be.” However, Croskey had grossly underestimated the severity of the flu, putting the case fatality rate—the percentage of people who developed symptoms of flu and would die from the disease—at about 0.5 percent, which was far less than its real fatality rate.21

The controversy and the arguments for prudence had eerie echoes to the debate that would unfold in the face of COVID, with a vocal minority arguing that the danger posed by the flu had been exaggerated, and that mitigation was imprudent, unnecessary, and far too costly for what was presented as a limited threat. However, flu cases, and deaths, continued to rise, overwhelming the local hospitals. With doctors in short supply, medical students were pressed into service. Finally, by the end of October, new cases started to slow. On October 30, theaters and saloons were reopened. Church services and schools were restarted. The epidemic, for now, was receding.22

Philadelphia was slow to act and paid a heavy toll. But Mecher and Hatchett found a different experience in St. Louis, where the city’s health commissioner, Dr. Max C. Starkloff, watched the virus sweep across the East Coast and knew it was just a matter of time before it spread west. Early on, Starkloff ordered local doctors to report cases of flu to his office and published an article in the St. Louis Post-Dispatch warning residents to avoid crowds and stay away from those who were ill.23 The first seven cases of Spanish flu emerged on October 5, all in the same family.24 The next day, another fifty cases were reported to city health officials. Starkloff knew the city was at a tipping point and that he needed to act aggressively. He asked that an upcoming Liberty Loan drive be canceled—in sharp contrast to the procrastination in Philadelphia. In the next two days, as cases grew (reaching one hundred civilian cases and another nine hundred at a local barracks), Starkloff asked the city’s mayor and other leaders for legal authority to issue public health edicts. His request was granted. Starkloff’s actions were swift and forceful. Starting on October 8, theaters, pool halls, and other public amusement venues were ordered shut. All public gatherings were banned. Churches were also shut. Schools were ordered closed the next day.25

The difference in the response times between Philadelphia and St. Louis amounted to fourteen days when measured from the first reported cases—but those two weeks represented about three to five doubling times for a flu epidemic. For Hatchett and Mecher, the lessons were clear. The cost of even that brief delay was severe.26 St. Louis got control of its epidemic much earlier, and with far fewer deaths. They found that cities like St. Louis, where multiple mitigation steps were taken early, had peak death rates that were about 50 percent lower than cities that acted more slowly and sparingly. They also had lower cumulative deaths. Early action mattered.27

Few cities maintained the interventions for longer than six weeks. So, it would be hard to know what the impact would have been if local leaders had stuck with the measures. But the findings showed that if social distancing had been implemented immediately after the flu first emerged, it could have significantly reduced death and disease. Hatchett and Mecher recognized that the virus would reemerge once the measures were lifted.28 All the more reason it was just a bridge to a vaccine.

Hatchett and Mecher drew on their observations to formulate a plan, encompassing a combination of tactics. First were case-focused interventions such as isolation, household quarantine, and treatment with antivirals. Still, they knew that these measures would be insufficient because of the asymptomatic or minimally symptomatic cases that would escape detection. The next step was to lean on different forms of social distancing interventions. These measures would include closing schools, keeping kids at home, social distancing in the workplace, canceling mass gatherings, and similar approaches. A communicable disease spread through social networks, and key to its control were measures that would disrupt those social connections.29 Additional mitigation tactics could include everything from altering work schedules, closing certain businesses or regulating the hours they could be opened, restricting public transportation, and mandating the use of face masks.30 The measures could be imposed with varying degrees of intensity. For example, social distancing could include an order to work from home, or a ban on gatherings. It could include strategies to create physical separation when people were in close settings—spacing out tables six feet or erecting physical barriers when separation wasn’t possible.31

The analysis by Cetron and Markel, completed later, supported the work by Hatchett and Mecher. It found “a strong association between early, sustained, and layered application of nonpharmaceutical interventions and mitigating the consequences of the 1918–1919 influenza pandemic in the United States.” The two authors had looked at forty-three US cities from September 8, 1918, through February 22, 1919, to see whether city-to-city variation in death and disease was associated with the timing, duration, and combination of mitigation tactics that were adopted. They found that “combinations of nonpharmaceutical interventions including school closure and public gathering bans appeared to have the most significant association with weekly excess death rates.” The earlier the schools were closed, the stronger the association.32

Until Hatchett and Mecher undertook their efforts, the received wisdom was that nonpharmaceutical interventions didn’t work and that the Spanish flu was “unstoppable.” Hatchett and Mecher didn’t see it that way and thought the tactics were underestimated. They wanted a “break the glass” plan, Hatchett said—a way to slow the spread of a novel flu while researchers were chasing medical countermeasures.33 Hatchett’s team dubbed the approach they had come up with as “targeted layered containment.” However, they knew that the mitigation would only reduce the pace of transmission. In a pandemic, it wouldn’t prevent most people from eventually getting infected. What mitigation could do is cut the peak number of new infections occurring at any one time, to keep the waves of infection manageable. The aim was to use these approaches to keep the healthcare system from becoming overwhelmed by a sudden rush of sick patients. So long as hospitals could keep up with the spread and maintain enough intensive-care beds and ventilators to care for the critically ill, the belief was that you could keep the death rate down.

In modern times, when seasonal flu would become epidemic in a specific region, elements of these mitigation tactics were sometimes used on a small and mostly uncoordinated scale. Schools would be closed temporarily in the event of a major flu outbreak. Public events with large crowds would be canceled or postponed when communities experienced a lot of spread.34

In more recent years, while the evidence of the effectiveness of these tactics was mixed, there was reasonable support for their use. The merits of closing schools as part of the pandemic plan was one of the biggest sources of controversy, and would again emerge as a key uncertainty when it came to our response to COVID. It has been accepted that closing schools in the setting of a flu outbreak could reduce local spread since schools can accelerate transmission in a community.35 The fact that the incidence of infection increased when schools reopened lent further support to the belief that school closings could reduce flu outbreaks. However, in most cases, schools weren’t closed in advance to prevent amplification of flu, but shut reactively, only after an epidemic was well under way and it became hard to keep them open.

School closures were also adopted on a limited basis in 2009 to confront the swine flu, with mixed results, in part because the closures were enacted reactively, after epidemic spread had already ensued.36 The 2009 experience informed a lot of our thinking on schools and epidemics. The tactics were usually proportionate to the perceived risk. For example, classes would be canceled if more than a certain number of students were absent, or the entire school would be closed if the rate of absentees rose above some threshold. When it came to flu—and especially a pandemic strain—children could be severely affected, and schools were also perceived as being sources of community spread. The behavior of children and the density of school settings meant that schools were seen as the social compartments with the highest attack rates.

Following the work done by Hatchett’s team in 2005, there emerged a belief that closing schools could reduce death and disease among children and reduce the scope of the epidemic. But the evidence for these measures was mixed, and in almost all cases, the data were specific to a pandemic flu. For epidemics in which children are less severely affected, and less prone to catching and spreading the infection, it’s likely that closing schools would have less impact on spread.37

In reality, the full effectiveness of isolated school closures in an epidemic was never fully measured in the real world, even in flu, because it was seldom used on a large scale. During a 2008 outbreak of flu in Hong Kong, kindergartens and primary schools were closed for two weeks after two children died from influenza. Researchers concluded that the closures came just as the epidemic was already peaking and had no impact on spread.38 Other experiences would point in the opposite direction. In Israel, a teacher strike began in the last week of December 1999, causing elementary schools to close nationwide. The strike came right in the middle of a furious flu epidemic. Flu cases fell sharply when the strike forced the schools to close. And when the strike ended and kids returned to classes, flu cases rebounded sharply. The experience suggested that the strike, and the forced school closures, likely had a suppressive effect on the rate of flu transmission.39 The experience in Russia, where local officials would close the country’s schools during especially intense flu outbreaks, also indicated that the measures could slow community spread.40

Modeling suggested that timing matters: the interventions had their greatest impact if schools were closed before 1 percent of a local population was infected.41 More systematic studies had found that in the setting of flu epidemics, closing schools for long stretches of time reduced the total number of community cases.42 These steps could also reduce peak attack rates by up to 45 percent among a community, according to the research (and by as much as about 50 percent among children).43 Real-world studies, including surveys done after the 2009 pandemic that analyzed the influence of school closure on transmission, supported these conclusions.44

These findings were not without debate and some controversy, but there was general agreement that schools could be amplifiers of spread in the setting of a flu epidemic. Adding to the importance of focusing mitigation steps on kids was the fact that children were seen as being uniquely vulnerable to a pandemic strain of flu. In all of the past pandemics, the flu had a disproportionately heavy toll on kids. American children under the age of nineteen had a higher risk of being infected with flu, and a higher risk of bad outcomes, than adults of any age during prior epidemics that had involved influenza A in 1977–78 and 1980–81, as well as the epidemics that had involved influenza B in 1976–77 and 1979–80. In the first ten months of the 2009–10 H1N1 swine flu pandemic, the hospitalization rate among stricken kids under the age of five was more than double that of any other age group.45 The younger the kids, the more likely they were to be hospitalized from flu and its complications.46 Similar findings were seen in other nations.47 In Germany, death rates during the 2009 pandemic were highest among kids under age one and adults aged thirty-five to fifty-nine.48

Yet the recommendation to close schools was the piece that would galvanize the most criticism of the strategy of mitigation that Hatchett and Mecher had fashioned. One of the most outspoken critics of the overall plan was Dr. D. A. Henderson, a famed American physician who led the global effort to eradicate smallpox when he served as chief of the CDC’s virus disease surveillance programs in the 1960s. More recently, after the 9/11 attacks, he had advised the White House on efforts to improve the nation’s defense against bioweapons.49

Henderson argued that mitigation tactics, used to confront a pandemic flu, would “result in significant disruption of the social functioning of communities and result in possibly serious economic problems.” He said the NPIs could cause more problems than they solved. This was before Zoom, before technology could be used to help substitute for onsite work, and before states had thought about the implications of closing schools and shutting children off from subsidized lunches that many poor kids depend on.

Writing in opposition to the plan that Hatchett and Mecher were advocating, Henderson said that, except in the most extreme circumstances, community mitigation never before had a significant impact on altering the course of a pandemic. He said that we would have to let a virus run its course if we didn’t have the medical countermeasures to confront it directly. “Few analyses have been produced that weigh the hoped-for efficacy of such measures against the potential impacts of large-scale or long-term implementation of these measures,” he wrote.50 “A fundamental premise of disease mitigation that has been advanced by some in the policymaking community is that a less intense but more prolonged pandemic may be easier for society to bear,” he said, but this too was “speculative.” Others shared Henderson’s views. Leaders from the Department of Homeland Security and the Department of Commerce were concerned about the negative impact that the mitigation tactics could have on the economy.

However, Hatchett and Mecher’s modeling, and the deep dive into the history of the Spanish flu, started to change minds inside the public health establishment, and especially the CDC. The findings on the NPIs from 1918 were so striking that they surprised the team. The nonpharmaceutical interventions had a profound effect on slowing spread, but they needed to be adopted early in the course of a pandemic. The best way to contain a pandemic would remain through vaccination. But it might be months, or longer, before a vaccine could be made available. In the meantime, authorities would have to lean heavily on detection, testing, tracing, and isolating the infected. But they could also use nonpharmaceutical interventions as a way to reduce spread.

The pandemic plan that ultimately emerged had an entire chapter focused on mitigation. Included were measures such as advising people to stay at least three feet apart, relying on telecommuting for work, closing schools, canceling nonessential public gatherings, and restricting long-distance travel. The plan also advised that local authorities consider “snow day” restrictions—mandates by community authorities that everyone stay home for two incubation cycles (about four days for typical flu viruses).

The history of the “snow day” concept is interesting. It was imported into the COVID response, and the Coronavirus Task Force was poised to propose federally directed snow day restrictions in the early-outbreak cities like New York before these cities implemented their own stay-at-home orders. The snow day concept was first advanced in the 2003 time frame by Stewart Simonson, who served as the assistant secretary of Health and Human Services for Public Health Emergency Preparedness (now known as the Office of the Assistant Secretary for Preparedness and Response), as part of his thinking about anthrax response, on the grounds that everyone can shelter in place for three to five days, more or less at a moment’s notice (as people do when a “snow day” is declared). The approach grew out of a tabletop exercise called Scarlet Cloud, where officials simulated an anthrax attack on a major city. The benefits of sheltering in place after an aerosol attack with anthrax are multiple. Doing so will keep people off the streets and in place while vaccine and drug supplies are mobilized and a treatment campaign is implemented. If people don’t move around a lot, it will be much easier to deliver antibiotics as post-exposure prophylaxis to those who need it within an interval when it can work. So, it was a very specific and germane response to a very explicit biodefense problem—before it was imported as a more general concept for dealing with a crisis involving a communicable disease. But it was never envisioned as lasting more than a week.

The recommendations that Hatchett and Mecher helped fashion were ultimately incorporated into two lengthy reports, published in 2006: the Department of Health and Human Service’s Pandemic Influenza Plan and the Homeland Security Council’s National Strategy for Pandemic Influenza: Implementation Plan.51 These documents formed the crux of the nation’s blueprint for dealing with a pandemic. The secretary of Health and Human Services at the time, Michael O. Leavitt, was a key architect of the plan and helped lead the effort that brought it together.

In the final documents, the inclusion of nonpharmaceutical interventions got little public attention. People focused on other proposals, especially the enormous sums that would be spent to build a national stockpile of countermeasures and the proposed investments in advanced manufacturing for vaccines. During the COVID pandemic, Secretary Azar would tell the Coronavirus Task Force that both documents helped inform the plan that was ultimately employed to confront COVID.52 But back in 2006, the CDC still hadn’t fully bought in to the concept of using non-pharmaceutical interventions, even though the framework was included in the final plan.53 Hatchett and Mecher had nailed down the key findings showing the benefits of the approach, but they hadn’t persuaded everyone. In the end, the CDC would come to champion the proposals. However, broader acceptance didn’t come about until a year later, in 2007, with the publication of the CDC’s Community Mitigation Guidance, in which NPIs held a prominent role.54

The approach outlined, however, differed from the strategies that would ultimately be imported into the COVID response. In workplaces, for example, Hatchett and Mecher didn’t envision that businesses would be closed entirely. Instead, businesses would follow plans to limit spread through social distancing. The plan Hatchett and Mecher crafted had discussed recommendations to close certain hospitality venues like theaters or bars, but broad stay-at-home orders, or “lockdowns,” were never considered as an option. The 2006 plan was thorough, but also limited in some important ways. It focused entirely on the risk from a pandemic flu, and didn’t contemplate a coronavirus, or even contain the word anywhere in its 233 pages. Since the 1918 pandemic, there had been two major global pandemics. Both involved influenza A.55 The next pandemic, it was assumed, would also involve a novel flu. So the plan was written with that fear in sight. But it would be adopted to counter COVID nonetheless.

On February 20, 2020, inside the White House Situation Room, Secretary Azar delivered to the White House leadership what he’d frame as the “doctrine” that we’d follow for addressing COVID. Also baked into his presentation were findings HHS had generated from a “tabletop exercise” run the previous year, as part of the routine planning that has gone on since 2005 to help prep the nation for a pandemic. The simulation, dubbed Crimson Contagion, was a joint exercise conducted from January to August 2019 that aimed to test the capacity of the federal government and twelve states to respond to a severe pandemic flu originating in China. In the scenario they drilled, tourists returning from China spread a respiratory virus in the US, beginning in Chicago. In less than two months, the virus had infected 110 million Americans, killing more than half a million. The report issued at the conclusion of the exercise was ominous.56 Federal agencies fought over who was in charge. There were shortages of protective gear like N95 respirators and ventilators. States went their own way on mitigation, with some states refusing a CDC directive to close schools as a way to limit spread.57

The plan that Secretary Azar briefed that day would shift a lot of the responsibility to the states for taking steps to respond to COVID. It gave the states a lot of leeway to fashion different strategies. However, the idea of using mitigation as a way to slow the spread remained a core tenet.

By the beginning of March, as community spread was under way, and without a single national strategy, cities and states began to go their own way. Governors were implementing local policies that were beginning to produce regional outcomes on what would be a national epidemic.




Chapter 12

A Plan Gone Awry

On March 13, walking around the West Wing of the White House, you wouldn’t know we were about two weeks away from a synchronized, national shutdown of nonessential businesses.

I was at the White House that day for a scheduled meeting to see President Trump to share my views on the unfolding crisis. We were three days away from the lockdown of San Francisco, seven days away from the stay-at-home order in New York. Our models would later show that the epidemic was already spreading uncontrollably across the nation.1

And yet a lenience about the personal dangers pervaded the building among the White House staff that I met with that morning. Vice President Pence insisted on shaking my hand and seemed nonplussed when I immediately dabbed my palms with Purell. Young staffers were crammed into small offices. More than a dozen executives from health-related companies like CVS and Walmart were crowded into the small West Wing lobby, waiting to go into a meeting with the president in the Roosevelt Room. Later, they’d join the president in the Rose Garden for an announcement on new efforts to create drive-through testing sites. Roughly eighty would be established, although thousands would be promised. Supporting these eighty sites would consume about 30 percent of all of the scarce medical supplies—including N95 respirator masks, gowns, and gloves—that remained in the national strategic stockpile of medical equipment.2

It wasn’t just inside the White House—across the nation, we were just coming to terms with the extent of transmission that was already well under way, and the imminent danger. The president was set to declare the pandemic a national emergency that day. It was the first time such a declaration had been issued for an infectious disease outbreak since the H1N1 pandemic in 2009.3 Even so, no one was tested for the virus before they entered the West Wing. There were no temperature checks. No health questionnaires. No masks. And no social distancing. This was before the epidemic spilled into open view, but while it was spreading quietly and widely. In fact, the only indication of the close reach of the virus inside the White House came from a FedEx package that I was handed early that morning, in a pre-meeting before my Oval Office visit. I was asked, somewhat mischievously, to open the box. I did. The package contained two plastic containers, each filled with the liquid medium that’s used to carry respiratory samples gathered from patients for testing. These are the reagent fluids that are used to preserve viral samples until they can get to a lab for processing. These two test kits, I was told, were for the president.

President Trump had called me the previous day and asked me to come to Washington to meet with him. He wanted to discuss the unfolding crisis and get my take on the outlook. Trump had taken an interest in my work at the FDA and had supported my efforts to rein in teen use of tobacco products, to advance policies that promoted generic drug competition, and other public health initiatives. I had stayed in touch with senior White House staff and was grateful to the president for the active support he showed me when I served as his FDA commissioner.

When I met with senior White House staff that morning, they wanted something different: my help in trying to convince the president that we needed to adopt some form of mitigation to slow the spread. In the Oval Office that day, I made a brief pitch for mitigation steps—to restrict large gatherings and urge social distancing measures. But the president seemed already convinced that we needed to urge the public to adopt the tougher and more cautious measures. If he needed any further persuasion, it felt like someone else had already done the work before me. The COVID test was mostly what he wanted to talk about.

The president was being tested because earlier that week he had been in close contact with Fabio Wajngarten, the press secretary for President Jair Bolsonaro of Brazil, and Wajngarten had developed COVID. A photograph was circulating in the media showing Trump standing next to Wajngarten at a soiree at Mar-a-Lago the previous weekend. No precautions had been taken at the event, or the following day, when Trump hosted a fund-raising brunch for about nine hundred attendees.4 The two events were held just as America was beginning to become aware of the risks, and that SARS-CoV-2 could already be spreading in parts of the US. Wajngarten began showing symptoms three days after meeting with Trump and tested positive for the virus shortly afterward.5 It would emerge a few days later that, in total, twenty-two members of the Brazilian delegation were diagnosed with the coronavirus when they returned home from the US trip.6 Based on what we were learning about the virus’s incubation period and the fact that people could be most contagious just before or right after they first developed symptoms, Wajngarten could have passed it on to Trump.

In the Oval Office, I still made my case for some of the steps that could be adopted to slow the spread of coronavirus, to prevent the healthcare system from becoming overwhelmed by patients rushing to hospitals all at the same time. The problem was that without a diagnostic test, we had no way of knowing how widely the virus was spreading and which cities were already heavily seeded. I told him that because the US didn’t have a reliable test for SARS-CoV-2, and we were not screening patients, the virus could be spreading widely in our communities and America might be unaware.

It was clear that New York was on the cusp of a major crisis. A handful of other cities looked like they were staring over the same precipice. Health officials were now working on a belief that the country was being heavily seeded. In retrospect, only certain regions, and cities, were in imminent danger. In New York City, perhaps the largest and best-equipped healthcare system in the world would be brought to the edge of collapse in the coming weeks.

The president seemed to agree on the need for stronger action. He was well briefed before my meeting. Even though some of his public statements over that time period would have suggested he didn’t see the looming calamity, or the need for strong action, his private demeanor that day left me with the clear impression that he recognized the grave risks, he was more solemn than previous meetings, and when it came to the question of mitigation, he was mostly sold on the ideas before I had arrived.

It would be revealed seven months later that the president was sitting down for a series of taped interviews with Washington Post journalist Bob Woodward around the same time. Trump revealed his fears to Woodward and would face understandable criticism for, at times, publicly downplaying the risks while privately he was worrying about the dangers.

Six days later, Trump told Woodward he was expressly downplaying the dangers to avoid creating a panic.7 The president, Woodward would write, understood the gravity of the threat we faced. When I had seen Trump on March 13, I told him that New York was on the brink of a major epidemic that could dangerously strain its hospitals. Other cities were not far behind. But without broader testing, we didn’t know how much virus was already circulating.

Five days earlier, I had aired the same message on the Sunday morning CBS news show Face the Nation. Referring to the mitigation steps that I believed we would soon be forced to adopt, I told host Margaret Brennan that “we’re past the point of containment. We have to implement broad mitigation strategies. The next two weeks are really going to change the complexion in this country. We’ll get through this, but it’s going to be a hard period.”8

The fundamental challenge remained that we were implementing a plan that was crafted with flu in mind, not a coronavirus. All the work that Hatchett and Mecher had done in 2005 and 2006 would be put to the test for the first time, and on a wide scale, against a pathogen for which it wasn’t fashioned. But more critically, the historic failure to deploy a simple screening test, and thus our inability to identify the virus and slow its advance through testing and tracing, meant that mitigation would be used far more strictly, and indiscriminately. The nation would go well beyond that 2005 plan and implement a national stay-at-home recommendation that was never envisioned in any of our pandemic playbooks.

Back in 2005, a national stay-at-home mandate had not even been considered as part of the plan, in part because the plan anticipated that we could test for the virus and rely on more targeted interventions. After my meeting with President Trump, he was scheduled to deliver remarks in the Rose Garden. He would make the first nod toward the measures that would soon constitute the administration’s plan to “Slow the Spread”: a mix of actions to keep people apart until chains of viral transmission could be broken and the epidemic curve would start to flatten. The White House would soon issue guidance, he said, directing nursing homes to prohibit nearly all visitors that were not deemed medically essential.9 Trump was being briefed on new projections from Imperial College London that showed millions of people dying if more extensive measures were not taken. Chastened by the new data, the president showed a changed demeanor.10

Health and human rights lawyers often talk about using the least restrictive measure necessary to achieve the public health outcome in the setting of a crisis.11 Blind to COVID’s spread, this was not what the US government adopted three days later, on March 16, when President Trump announced his policy of fifteen days to “slow the spread.”12 It was the beginning of our counterattack against the virus. The measures that we’d be forced to embrace would be far more sweeping, more indiscriminate, and more burdensome, because we had no idea where SARS-CoV-2 was already spreading widely, and where we could still try to use testing and tracing to contain it.

We had no way of detecting the virus.

So, instead of relying on testing, tracing, and isolation, the plan urged vulnerable Americans to stay home, and everyone else to essentially self-quarantine. “If someone in your household has tested positive for the Coronavirus, keep the entire household at home,” the new federal guidelines urged. Americans shouldn’t gather in groups larger than ten, and “if you are an older American, stay home and away from other people,” the guidance said, adding, “If you are a person with a serious underlying health condition—such as a significant heart or lung problem—stay home and away from other people.”13

“With several weeks of focused action, we can turn the corner and turn it quickly,” the president said in announcing the fifteen-day plan.14 At the same time, the White House was working on the largest-ever economic recovery bill to offset the hardships that people would bear by adhering to the new guidelines. The mitigation plan slowed the spread. But at a huge cost. It remained contentious.

I talked to Vice President Pence by phone a few weeks later, and he told me that he had just finished another telephone call, where he had been briefed on a plan where doctors could convert machines used to deliver anesthetics during surgery into ventilators.15 These machines are constructed to deliver a mixture of oxygen and gas to place patients under general anesthesia, but Pence said that they could be modified with a simple instrument to provide the basic components of ventilation.

At that time, there was palpable fear that the United States would run out of ventilators to care for a rush of desperately ill COVID patients. As the virus surged across major American cities, nobody knew how bad it would get. The plan to retrofit the anesthesia machines struck me as a jarring reminder of the precariousness of the situation we were in, and our limited options. The vice president derived an understandable measure of relief from this plan. It could be a critical stopgap in extending the available pool of ventilators. However, the makeshift effort was hardly ideal, and it was a testament to the challenging circumstances that we faced with our own supply chain. This is what it had come down to: converting anesthesia machines to make ventilators.

When the epidemic was already spreading widely in New York, several senior administration officials told me at the time that they shared a deep concern that other American cities would soon experience spread on the same scale. A number of cities, including Chicago, Detroit, and New Orleans, were all seeing accelerating transmission. One senior federal health official fearfully said to me that if any one of these other cities “fell,” then the federal government wouldn’t be able to give it “the New York treatment.” The comment stuck with me. The federal government, he said, had forward-deployed so many resources to New York—masks, ventilators, drugs, and other supplies—that, by most measures, it was tapped out. In fact, by March 24, Washington had shipped four thousand ventilators to New York. It was a meaningful portion of the total supply of working ventilators that the government had in its national stockpile.16

The US never did run out of ventilators, in part because of the extraordinary action we took to require the vast majority of Americans to largely remain at home, steps that slowed the spread of the virus long enough to give our healthcare system—especially in the hard-hit Northeast—some breathing room. The federal government also undertook a major effort to secure more ventilators. Large industrial manufacturers, including the automakers, got into the market, repurposing components similar to those found in ventilators.17 By the fall, General Motors and Ford had delivered more than eighty thousand ventilators to the US government.18

Even so, New York nearly collapsed. Other cities were on the brink. I was told by members of the White House staff that the fear that another city could follow a similar fate as New York was one factor that persuaded President Trump to reluctantly support a national plan that called on nonessential workers to stay at home for forty-five days.19 Without any reliable way to uncover the true number of infections, the Trump administration had to plan for the worst. They knew that if multiple cities faced epidemics on the scale of New York, it would overwhelm the nation.

In these settings, you’re trying to make appropriate decisions in the absence of adequate information. These were the words of Dr. William Foege, an American physician credited with devising the global strategy that eradicated smallpox in the late 1970s.20 On March 16, the executive director of the WHO emergencies program, Dr. Michael Ryan, put his own spin on this observation. “Perfection is the enemy of the good when it comes to emergency management,” he said. “Speed trumps perfection, and the problem in society we have at the moment is everyone is afraid of making a mistake, everyone is afraid of the consequence of error. But the greatest error is not to move. The greatest error is to be paralyzed by the fear of failure.”21

The stay-at-home order was critical to stem the spread in New York, but investigations would later show that the measures were applied too slowly, contributing to the city’s devastating death toll.22 For a period of time, the New York hospitals became a COVID-only healthcare system, barely able to handle medical emergencies like heart attacks and strokes. New York’s total hospital capacity was breached, forcing patients to be moved into makeshift hospitals at the Javits Center and in tents pitched in Central Park. By June, almost nineteen thousand New Yorkers would be dead from COVID.23

The impact on New York’s communities of color was especially brutal. Many of the Americans who were hardest hit by the pandemic were those who already faced racial disparity in healthcare access and delivery. Many lived in crowded multigenerational homes where one infection could put an entire family at risk, and they didn’t have the social capital at work to insist on protective personal equipment and other measures that could help keep a person safe at their place of employment. An analysis conducted by the office of Scott M. Stringer, the New York City comptroller, found that 75 percent of front-line workers in the city are minorities. They were on the front lines of keeping the country functioning through COVID. And in the process, they were made excessively vulnerable to the virus.24 During the epidemic’s initial wave in the spring, Black New Yorkers were twice as likely as white New Yorkers to die from COVID and more than twice as likely to suffer a nonfatal hospitalization.25

Other cities faced similar threats. New Orleans, Detroit, Chicago, Boston, and Philadelphia also had to take strong mitigation steps to limit the scope of dangerous epidemics. However, not every part of the country faced equal risk. The problem was, we didn’t have testing in place that would let us know everywhere the virus was spreading, so we couldn’t target our mitigation.

Policymakers were forced to rely on incomplete data and a fair degree of scientific conjecture. For example, New York never shut its subway system, and the Coronavirus Task Force believed that contaminated surfaces (fomites) on mass transit systems may have been contributing to spread. It was a fact that was initially implicated in the city’s devastating epidemic. The view was that shared surfaces in buses and subways were becoming contaminated with viral particles left behind by infected patients. These respiratory secretions were then picked up by other passengers who would touch the dirty surface. (The New York City Metro Transit Authority closed its subway system every night to treat passenger surfaces with antiseptics.)26

The theory sprang from an observation inside the CDC that there were a lot of people falling ill with COVID, where public health workers couldn’t trace their illness back to some symptomatic patient they’d been in contact with. Underlying all this, the CDC believed that the coronavirus was behaving like influenza, and so the most plausible explanation for these mysterious chains of transmission must be some contaminated surface that patients had touched, where they picked up the virus through respiratory droplets left behind on a subway pole or a door handle.

In reality, a lot of those puzzling chains of transmission weren’t the result of fomites, but rather, asymptomatic carriers who had gone on to unknowingly infect those around them. Since the CDC believed that SARS-CoV-2 spread like flu, however, they discounted the role of asymptomatic transmission. And since doctors couldn’t test people for the virus, nobody could firmly uncover those asymptomatic cases. Remember, New York never shut its subway system, and early on kept it running with normal operations, without the deep cleanings. It was a fact that the CDC wrongly implicated in the city’s devastating epidemic. Showing how weak data could, in turn, lead to misguided policy decisions, this preoccupation with fomites led the task force to be especially worried about cities that were operating large mass transit systems like Chicago and Boston. In retrospect, mass transit may have fostered spread. However, data would show that the spread of the virus probably wasn’t from shared surfaces but from the aerosolization of respiratory droplets in confined space.

Because the US wasn’t doing enough testing and contact tracing, however, public health officials and the CDC weren’t able to identify the real patterns of spread. It caused us to overestimate the impact of contaminated surfaces as a source of transmission because we were missing all of the asymptomatic cases. That caused the task force to focus its concern on some of the wrong cities. I was told that part of the impetus to implement the national stay-at-home recommendation was tied to the concern around the shared surfaces being a major source of early spread. The task force feared that many cities had continued to operate large mass transit systems at the outset of the pandemic and, like New York, these cities too would soon experience uncontrolled spread.

Health officials may have made the right policy decision to pause activity, but they did it for some of the wrong reasons. The cities that were most at risk wouldn’t be measured by the size of their mass transit systems, because the principal driver of transmission wasn’t contaminated shared surfaces. The CDC’s revised guidance would later declare that most of the transmission was through respiratory spread. However, it would take the CDC almost a year to fully revisit the risk from fomites.27 In the meantime, businesses and municipalities overinvested in cleaning programs. Americans wrongly shunned food deliveries, wiped down their groceries unnecessarily, and focused limited effort and resources on mitigating the wrong drivers of spread.28

The inability to uncover the real patterns of spread, and a preoccupation inside the CDC that the coronavirus would behave like influenza, caused the country to underestimate and overestimate the virus in ways that had tragic consequences. The CDC’s preoccupation with fomites probably contributed to the agency misjudging the contribution of aerosol transmission and discounting the use of masks early in the pandemic. It became increasingly clear that a lot of spread wasn’t merely through droplets but also through aerosol transmission.29 Droplets are larger particles we secrete when we talk, cough, or sneeze.30 They are heavier and can’t travel long distances. Aerosols are smaller particles that emerge after droplets start to evaporate. They can spread through the air over longer distances and stay suspended for prolonged periods of time. This becomes especially true when the aerosols get into sealed, indoor spaces. If the right patient was in the right confined space at the right time in their illness, typically a day or two before symptoms set in and when they were maximally contagious, then the pattern of spread they could spark could look more like measles (which spreads through aerosols) than flu (which spreads primarily through droplets). Yet, in considering COVID, the CDC had flu in mind.31

The early fixation on droplets and fomites as the primary modes of spread would persist, even as new evidence began to challenge these assumptions. The CDC gradually reconsidered its perspective on the relative risk of fomites as a source of spread. However, the first update came in May, far too late in the pandemic, and long after a lot of energy had been misdirected on scrubbing down surfaces, efforts and resources that could have been focused on activities more likely to reduce risks (like wearing masks, or improving airflow and filtration in confined spaces).32 Eighteen months after the pandemic began, on May 7, 2021, the CDC finally updated its explanations on how SARS-CoV-2 is spread, citing inhalation as the main mode of transmission and emphasizing the role of aerosols, and placing less emphasis on fomites.33

The CDC’s revision of its recommendations for people to remain six feet apart, in March 2021, also came a full year after the pandemic began.34 The six-foot distancing requirement was a primary reason many schools cited for why they couldn’t open for full-time classroom instruction in the winter and spring. They didn’t have enough space to create that much distance between students. It was probably the single most costly intervention the CDC recommended that was consistently applied throughout the pandemic, causing schools and businesses to have to forgo a lot of activity to create that much distance between students and patrons.35 It was another reflection of how the CDC’s focus on flu as a model for COVID spread ended up being a costly misjudgment.

Some of the small number of large school districts that were able to remain open full-time since the fall achieved the goal by rejecting the six-foot requirement, including schools in Florida, where the Florida Department of Education allowed students to be closer than six feet.36 And nobody knew exactly where the guidance on six feet of distance came from.

“The origin of the six-foot distancing recommendation is something of a mystery,” wrote the New York Times in March 2021, a year after the pandemic started. “When the virus first emerged, many experts believed that it was transmitted primarily through large respiratory droplets, which are relatively heavy. Old scientific studies, some dating back more than a century, suggested that these droplets tend not to travel more than three to six feet.”37 One senior HHS official told me that the six-foot recommendation was a compromise reached between the CDC and officials in the Office of Management and Budget (OMB). Initially, in February 2020, the CDC had recommended eight to ten feet of distance. However, the acting head of OMB, Russ Vought, said that such a requirement would be inoperable, hard to follow, and as a practical matter, couldn’t be uniformly implemented. So, the CDC compromised with the White House and settled on six feet.

But the CDC’s recommendation for six feet of distance would persist well past the scientific realization that aerosols might be responsible for a lot of the transmission, and that the requirement for six feet of distance would be less relevant for this mode of spread.

That requirement for six feet of distance was particular to the US. The WHO recommended one meter, or 3.3 feet.38 China, France, Denmark, and Hong Kong went with one meter. South Korea opted for 1.4 meters; Germany, Italy, and Australia for 1.5 meters.39 (The European CDC continued to recommend maintaining physical distance of ideally two meters.)40 Even the CDC’s decision in the spring to revise the recommendation from six to three feet seemed arbitrary. While the CDC published some accompanying studies to support the move, it wasn’t any better established that the science had firmed around the new requirement. I was told by one HHS official that the revised three-foot number was based on an experiment that the CDC had shared with the senior leadership of HHS in the fall, six months earlier, showing that two people who were masked and standing three feet apart reduced spread by more than 70 percent. If that experiment formed some of the basis for the change in the recommendation, it begs the question, why did it take the CDC six months to issue the revised guidelines?

If we had more insight into where and how the virus was spreading, we would have been able to reserve the most stringent measures, like stay-at-home orders, only for cities where the virus was already epidemic. We would have been able to adopt mitigation tools that had the best opportunity to interrupt spread based on how the virus was being transmitted. That’s what happened with some success in 1918. That’s what the 2005 pandemic plan had prepped for. It envisioned that mitigation would be directed to places where there was active spread, with the strictest measures reserved for cities where the virus was already out of control.

Such targeting would have spared areas of the nation that were not yet at significant risk, where containment, by testing and tracing sick people and then isolating infected patients, was still possible. That would have reduced the national burden we incurred. It also would have preserved more credibility for public health officials to adopt these measures in places where stronger action was needed later, when the virus finally became epidemic in the South and Midwest.

In July and August, when a heat wave struck the Sunbelt and people were driven inside for air-conditioning, the crowding fueled a dense epidemic.41 However, at that point, people in states like Arizona, Florida, and Texas were psychologically done with “lockdowns,” having shut down during the spring, when the virus wasn’t yet spreading widely in those regions. They resented having to close their businesses in the spring when their cities didn’t yet face significant risk from the virus. So, when that risk finally arrived in the late summer, and the epidemic spread to Houston, Phoenix, and Miami, governors were hesitant to reimpose tough measures. There was no popular support for more shutdowns. The people said: We already did this; we’re not going to do it again.

By the summer, Americans were fed up with the isolation. People started to go out again, creating informal new norms, and governors sought policies to conform safely to what people were already doing. Few states met the criteria that had been established for reopening. It didn’t matter. People were done with the closures of businesses and limits on large gatherings. As befits a free society, governors mostly followed the public’s inclinations.42 States such as Florida, Texas, and Arizona would have benefited from tougher mitigation once they faced epidemics in the summer, but there was no backing for the measures. These southern states would have been better served if the initial round of shutdowns had been more targeted, without their major cities incurring stay-at-home orders in April, when they faced less risk. As it was, the governors from these states had already spent the political capital that would be needed to gain support for the aggressive measures in July, when they finally suffered pervasive spread.

Once the initial policy of “fifteen days to slow the spread” was implemented, and lapsed, the White House began discussing a more targeted approach to the mitigation. The idea was to maintain social distancing, work from home, and other measures in places where the virus was out of control, but relax the measures in places where there was less spread.43

The president’s advisers were deeply divided on the national stay-at-home order and badly wanted a less taxing alternative. The president, too, wanted a middle ground. Trump told the nation’s governors on a private phone call that his administration would propose three categories for ranking counties, a color-coded scheme that would rate different regions red, yellow, and green based on their burden of infection. The idea was to adjust the mitigation locally, based on measurable risk on the ground. I had discussed this plan with the White House staff at the time. The idea had a lot of merit, but it could never be put into practice, because it relied on data that the president’s own experts said wasn’t yet available.44 The CDC and task force didn’t know which local regions had runaway transmission, or where SARS-CoV-2 spread was still quiescent. The president’s ambition was ahead of what his public health authorities could deliver.

So, the White House tried to develop the data to support the new framework, but it couldn’t be built on the fly. To advance the color-coded scheme, the White House had invested in a major collaboration with the nation’s large commercial labs, including Quest and LabCorp. Since the federal government was still struggling to get more testing in place to diagnose active infection, the idea was to use a different test, one that screened routine blood draws for the presence of antibodies to the virus, to build a map that identified areas where a lot of people had already been exposed.45

The effort layered the antibody tests onto normal blood draws that were already being processed by the country’s two major commercial labs, Quest and LabCorp. The tests for COVID antibodies were added to blood samples drawn on people who had come into these labs to be tested for some other reason. The aim was to use this information to develop the color-coded map that the president had pitched to the nation’s governors.

The data were collected, and even made available on the CDC’s website.46 However, it was never able to support what the White House envisioned. Screening for the prevalence of COVID antibodies was a lagging not a leading indicator of epidemic spread. It could tell where the virus had been, but not where it was going. We needed real-time testing information. The idea of using information on spread to power a more targeted approach to mitigation and reopening had merit, but we just didn’t have the right data to support the strategy. Even once testing started to get into place, we didn’t have enough of it and lacked adequate insight on how and where SARS-CoV-2 infection was heading. What factors created the conditions for spread? The CDC lacked an analytical framework that could be used to inform us on current outbreaks and future trends.47

So, on Sunday, March 29, before the fifteen days to slow the spread were set to end, President Trump urged governors to maintain the measures for another thirty days, until April 30, largely limiting to their homes the roughly 230 million Americans who were not essential employees. “Avoid social gatherings, especially those with more than 10 people . . . use pickup or delivery options instead of eating at restaurants or bars. Work from home if at all possible. Do not go to work if you feel sick,” the plan directed. “The better you do, the faster this whole nightmare will end,” President Trump said in announcing the extension of the nationwide order.48

I had been on the phone with White House officials that Sunday. They were worried that Trump would lift the measures entirely, only to have the epidemic explode. I was told that the president was ultimately persuaded by modeling he’d been shown from the Institute for Health Metrics and Evaluation, a project created at the University of Washington. It showed that deaths could reach a million or more if the spread wasn’t brought under control.

Earlier in the day, Anthony Fauci told CNN’s State of the Union that the timing for lifting social distancing restrictions would depend heavily on the availability of new tests that can give results in fifteen minutes. These antigen tests, he said, would allow health officials to identify infected patients, isolate them, and do contact tracing to locate the people they interacted with.49 By that point, COVID had infected more than 130,000 Americans and killed nearly 2,500. Hong Kong had recently installed vending machines in its subway stations that dispensed rapid COVID tests right to consumers. In the US, the rapid antigen tests that Fauci envisioned wouldn’t be available until the fall of 2020. And they wouldn’t be sold directly to consumers until the spring of 2021.50 We needed another strategy to control transmission. Without the ability to diagnose infection and to isolate those who were contagious, as soon as you close things down and then reopen them, the virus rebounds. That’s exactly what happened.

The application of public health requires public trust. When the tactics to confront a threat don’t line up with people’s perception of the risks, that trust is eroded. That’s what happened with COVID. We had adopted a model for mitigating a pandemic that would involve a flu and failed to see how COVID would spread through features that had some critical differences from flu, and in turn frustrate some of the tactics we’d use. Even after we learned more about the novel coronavirus and its mode of transmission, and even after we developed more reliable ways to track its transmission, we had the chance to fine-tune our tactics, and mostly didn’t.

Given how little was known about COVID at the outset, it was reasonable to base our early assumptions and tactics on the flu blueprint we’d written in 2005. But this doctrine wasn’t revisited as more data became available about the unique features of SARS-CoV-2. Experts were trying to protect Americans, and we can’t blame them for being wrong in the absence of good information. The question is whether there is an effective process for rapidly gathering new evidence and then reevaluating our tactics as new data emerge.

Science isn’t a set of unchanging truths handed down by a government agency. One of the virtues of the CDC’s process is that the agency is able to move fast in a crisis. At the CDC, you can whip up public health recommendations and get them out of the agency in twenty-four hours if necessary. The CDC recognizes that the available information and science will likely change, and they’ll have to revise the recommendations. However, often updating prior recommendations isn’t a priority for them and they sometimes lose track of the stuff that needs to be revisited.51

While the CDC’s guidance is nonbinding, it often has more force than many regulations, but its composition has much less transparency. There are no opportunities to provide comments or expert input, such as through public meetings. Moreover, the CDC isn’t always clear on when the science behind its recommendations is unsettled, making it harder for people to identify which advisories are more fungible. The CDC also doesn’t always identify the underlying science of its recommendations. That’s how we ended up not knowing the exact basis for the six feet of distancing.52 Among other steps, the CDC ought to have a public vetting process that involves outside experts. This way, they also are less likely to end up with some of the problems they had during the pandemic by putting out bad advice because it was being edited by political appointees.

When trying to contain a pandemic, it’s essential to focus on the precautions that are likely to make the biggest difference. The public is willing to follow sensible, evidence-based directions. But experts can only ask people to sacrifice so much before resistance starts to form, given the potential social and economic hardship. If the CDC expects Americans to follow its guidance, it will have to be more transparent and get the public invested in how these decisions are made.

Ultimately, the overreliance on the model for responding to flu, and the late and incomplete efforts to readjust that position as new science emerged that showed that COVID wasn’t behaving like flu, caused us to make costly mistakes. These challenges should have been clear early and should have prompted more of a concerted effort to better tailor our response.

These distinctions were evidenced by the limited success of our mitigation at stopping COVID, compared with its striking success to virtually eliminate the 2020–21 flu season. New strains of flu often emerge in the Southern Hemisphere during its winter (May through September) and then migrate to the Northern Hemisphere for its winter (November through March). But the numbers from South America, Africa, and Oceania told a remarkable story. In Argentina, labs that enrolled in the FluNet Global Influenza Surveillance System—a network of reference labs that sample for flu as a way to track its global spread—recorded 4,623 cases of flu in 2019 but just 53 in 2020. In Chile, there were 5,000 cases in 2019 and 12 in 2020; and in South Africa, the network’s labs detected 1,094 cases in 2019 and just 6 in 2020.53 In New Zealand there was a “near extinction” of influenza.54 With so little flu virus migrating, a similar scenario played out in the US during our fall and winter. By the end of January 2021, the CDC had recorded only 1,316 positive flu cases in its surveillance network, compared to 129,997 they had recorded over the same time frame in 2019.55 The mitigation we put into place was designed to deal with a pandemic flu, not COVID, and it worked much better against its intended viral target.

This was another measure of how a plan first envisioned for confronting a pandemic flu was not the right blueprint for mounting a response to a coronavirus. A key distinction between COVID and flu was how many new cases could arise from each index case. Flu spreads from one person to two or three people, because droplets don’t carry well, and people are most contagious only after they start showing symptoms. By contrast, the novel coronavirus can spread far more broadly, because of asymptomatic and aerosol transmission. Much more of the total spread of SARS-CoV-2 was accounted for by so-called superspreading events, which made mitigation less effective and strongly suggested that, under the right conditions, the virus was spreading through aerosols and not just respiratory droplets. Suppressing routine, day-to-day interactions wouldn’t break as many transmission chains if the types of settings that were driving much of the COVID spread were a small number of outlier events. These were typically social gatherings when people tended to gather inside in poorly ventilated spaces, where aerosol spread was optimized, and then let their guard down.

The superspreading events were personified early in the crisis, by episodes where the introduction of a single infected person into a confined, indoor space led to large outbreaks. In Boston the virus was introduced, perhaps by a single individual, to an international professional conference held by the biotechnology company Biogen with about 175 attendees, more than 99 of whom would end up testing positive.56 The transmission chains ignited by this event would be implicated in up to 300,000 downstream infections, according to one estimate published in the journal Science.57 Other superspreading events would be traced to a funeral in Albany, Georgia, with more than one hundred attendees. That gathering would leave the local community, a small rural county in Georgia, with one of the highest cumulative incidences of COVID in the country.58 In Chicago, the CDC would report on a cluster of sixteen cases and three deaths tied to two family gatherings—a funeral and a birthday party.59 In Ohio, an infected man went to church in mid-June, leading to illnesses in ninety-one people, including fifty-three who were at the service. Eighteen of those individuals would go on to infect other people, setting off a long chain of transmission that ignited a regional outbreak. “It spread like wildfire, wildfire. Very, very scary,” Ohio governor Mike DeWine said in unveiling an analysis of the event done by his state’s public health authorities.60 In March 2020 in Mount Vernon, Washington, sixty-one people attended a choir practice and sang in a large room, distanced from one another as a precaution. They were provided hand sanitizer and left the doors open to improve airflow. But fifty-three of them were later confirmed or believed to have contracted COVID as a result of the gathering, and two died.61

There was early evidence that SARS-CoV-2 wasn’t spreading like a flu, but the CDC and HHS took a long time to adjust the national approach based on this information.

Studies showed that about 70 percent of patients infected with SARS-CoV-2 wouldn’t spread the virus any further, but about 5 percent of infected individuals without masks could account for as many as 80 percent of all subsequent cases, mostly the result of superspreading events.62 In thwarting these kinds of events, widespread mitigation can still work; it just works less well than it might in relation to influenza. However, the biggest shortcoming wasn’t the limitation of these tactics, but the inability to implement case-based interventions after the mitigation was lifted. We didn’t have the tests or the public health infrastructure to diagnose people, identify contacts of those who had the infection, and voluntarily quarantine those who may have been exposed to the virus. In most cases, we didn’t even try. These case-based tactics are why New Zealand kept the virus out of their country and why the nations of the Pacific Rim got control of their outbreaks. When we finally lifted the stay-at-home order, we failed to transition from community-wide mitigation to tracking down individual cases because we didn’t have the testing and contact tracing systems to support it. So, the virus flared after we reopened. It was a continuous cycle of infection. We never escaped.

There were other critical distinctions between COVID and flu when it came to the application of the 2005 plan. Perhaps the most crucial was the perceived role of children in intensifying community spread. The flu-based strategies were focused on kids as major amplifiers of infection within communities. That’s why closing schools was such a key part of the 2005 plan.

However, in the case of COVID, closing schools didn’t have the same measure of benefit, at least not in the first year, when most schools remained shut—much of the evidence suggested that children didn’t appear to be significant drivers of community spread, especially when careful measures were taken in schools to prevent outbreaks.63 One widely cited study from the Journal of the American Medical Association Pediatrics reviewed thirty-two studies comprising 41,640 children from different counties as well as 268,945 adults. The analysis also included eighteen studies (including three based in schools) in which scientists had traced the contacts of infected individuals to follow chains of transmission. The researchers found that younger children were roughly half as likely as adults to become infected, although children older than fourteen may be just as likely as adults to catch the virus.64 That study tracked with another analysis that was released by the CDC around the same time, which evaluated 277,285 cases among children aged five to seventeen whose illness was diagnosed from March to September. The CDC also found that COVID incidence among adolescents aged twelve to seventeen years was about twice that in children aged five to eleven years.65

The new and more contagious variants that would start to spread in the winter and spring of 2021, such as B.1.1.7, the strain that originated in the U.K., and then B.1.617 which was first found in India, seemed to affect a higher proportion of children than the original strain. It wasn’t that B.1.1.7 was disproportionately targeting children more than adults; it was more contagious and virulent to everyone, children included. Data from about twenty thousand people infected with B.1.1.7, including three thousand children under ten, showed that while everyone was more impacted by the new strain, relative to the adults, the young kids remained about half as likely as adults to transmit the new strain to others.66

A study published in Nature provided some understanding of why young children seemed less likely to develop COVID and transmit the infection. The authors found that children produced lower levels of antibodies in response to coronavirus infection when compared to adults. It was an indication that children might have been clearing the infection more quickly and easily, and therefore weren’t generating the same robust immune reaction to the virus.67 If they cleared the infection more quickly than adults, they may have had fewer opportunities to spread it to others.68 Some studies pointed in the opposite direction—that children, and especially older children, were just as likely to contract the infection. However, the balance of the research seemed to agree that when it came to SARS-CoV-2 infection, children and adolescents were less likely than adults to become symptomatic or have severe outcomes.69

Some data also suggested that infected kids would be less likely to bring the virus back into their homes. One study done by researchers at the Geneva University Hospital used contact tracing to identify when household contacts became infected by other family members and who was the source of the initial introduction into the household. Of the thirty-nine different households that the researchers examined, in only 8 percent was a child the suspected index case, with symptom onset preceding illness in an adult in the household. In all of the other households, the study found, the child developed symptoms after an adult became sick, or they both developed symptoms at the same time. So, in these cases, the child was less likely to be the source of the initial introduction. Taken together with some similar research, the authors concluded that children most frequently acquire COVID from adults rather than transmitting it to them.70

The data on COVID and kids was by no means a lock. Other studies drew opposite conclusions, and the role of children in catching and spreading SARS-CoV-2 remains, even now, the subject of study and debate. While kids clearly serve as vectors for spread, it was generally agreed that they didn’t play nearly the same role in transmission as adults, and certainly not in relation to the role that kids played in spreading influenza. There were caveats: one study found that while children were about a third less susceptible to coronavirus infection than adults, when schools were open, the kids’ social milieu changed. The authors found that children had about three times as many contacts as adults, perhaps offsetting their virological advantage.71

None of this is meant as a justification to forgo precautions in schools. Schools aren’t inherently safe in the setting of community spread of SARS-CoV-2, but they can be made safer through proper measures. We still needed to take steps to prevent outbreaks in classrooms. That included the use of masks, distancing, hand washing, improving air handling and filtration, and, especially, keeping students in strict social pods: what one epidemiologist described as the “full Harry Potter.”72 However, if these precautions were taken, then the real-world experience showed that the risk of transmission could be substantially reduced, and the social and educational benefits of keeping kids in school, especially grade-school kids, could offset the risks.73

But as with the original pandemic plan first crafted in 2005, the issue of closing schools would remain perhaps the most contentious measure taken in response to COVID.

For some of these same reasons, I remained cautious on closing schools, recognizing the social, educational, and emotional impact on children from being out of school. On March 9, speaking to the editorial board of USA Today, and addressing the outbreak in Seattle, I said, “I think that you want to think about reactive school closures because closing schools has its own impact on social lives and an impact on public health that could be adverse and could potentially even worsen the epidemic. . . . So broad preemptive school closures, I personally wouldn’t advocate that.”74

Most schools would ultimately close in the spring. In view of the uncertainty we faced and the mounting death and disease, it was a reasonable precaution to take as the epidemic first gripped the nation in March and April, and we didn’t understand its risks and how it could be stopped. But then, as we learned more, we should have adjusted our tactics.

In an op-ed titled “Schools Can Open Safely This Fall,” in the summer of 2020, I wrote in the Wall Street Journal that “the debate over schools has been swept up in a political maelstrom. Reopening schools will draw more controversy if people believe their school district was forced into opening. I’ve talked to Republican and Democratic governors about their strategies. . . . Their approach is appropriately varied to local conditions. The main risk is transmission inside school buildings, but there are ways to reduce the chance of a big outbreak.”75 Data looking at the experience in schools that remained open during the COVID pandemic seemed to support the premise that schools could open safely, if they took proper precautions. One survey that looked across the national experience found that in communities where schools were opened during the fall surge, there was no increase in cases and hospitalizations in the local community relative to areas that chose to keep their schools closed.76 The experience in states supported these observations. Some of the best data came from North Carolina, where schools were open. They adopted measures like masks, distancing, and podding, and didn’t see outbreaks, or evidence that schools were contributing to community spread.77 The lessons from some rural parts of Wisconsin were similar.78

For many districts, the physical distancing requirements were what kept schools shut. In many towns, local school boards felt compelled to adhere closely to the CDC’s recommendations, and they simply didn’t have enough space in their schoolhouses to keep students six feet apart. The federal government was working off a model for flu, and it was the wrong framework for COVID.

It’s unclear how much insight the CDC had into the impact that this single requirement was having, and the Department of Education seemed oddly detached from trying to troubleshoot the challenges. President Trump tried to jawbone the schools into opening, holding White House events to target districts that remained shut. Members of the White House staff told me that the president’s economic team were telling senior principals, including Trump, that the US economy couldn’t begin to recover until children were able to return to school and their parents could return to work. The president took to Twitter to rebuke some governors for allowing schools to remain closed. It was emblematic of a policymaking process that tried to use pressure and persuasion as its principal tool. The president was right to focus his attention on trying to get schools opened for a host of reasons, and principally the important role that in-class instruction plays for children. But the White House had failed to hone in on a root cause for why many districts remained shut.

The CDC’s guidelines were the single greatest obstacle. I was speaking to the White House over this time period, and some officials there didn’t fully appreciate how much impact the six-foot requirement was having on efforts to reopen schools in the fall. They didn’t connect the lines between their policy goals, the parts of the pandemic plan that impacted those objectives, and the actions of the CDC that frustrated these outcomes. It was a breakdown in policymaking, and the way the pandemic playbook was implemented, that would plague other aspects of our response.




Chapter 13

The Information Desert

In a crisis, we often don’t have time to wait for deep analysis. We’re forced to make the most effective decisions we can on the best information we have available at the moment. In a moment of public health crisis, that information is always going to turn on some complement of raw data and conjecture.

However, the CDC isn’t in the business of providing this kind of real-time, actionable, but often notional information. It’s counter to the agency’s culture. While the CDC does provide some near-real-time data streams like their flu surveillance program, their best reporting comes from longer-term investigations that are often wrapped into their Morbidity and Mortality Weekly Reports, the CDC’s epidemiological digest that provides deep analysis of disease trends.1

After an especially devastating flu epidemic struck the US in the winter of 2018, it took the CDC a year to establish just how deadly it had been, and start drawing inferences on why it was so lethal.2 I was running the FDA during that 2017–18 flu season and, during that winter, I wanted to share our concerns with the public, and warn them about the unusual severity of the flu, and our agency’s belief that the vaccine might not have been protecting people as well as it had in past years. The FDA wanted to urge people to be cautious and take added precautions to avoid infection.

The CDC tried to stop my communications, appealing to the Office of the Secretary of Health and Human Services to intervene and block me from issuing my warning. The CDC was arguing that it, and not the FDA, should be commenting on the severity of the flu. They said it was the CDC’s job to discuss disease trends with the public, and they weren’t ready to draw any firm conclusions about that particular flu season. The CDC was still gathering and analyzing their data.

I released my warning anyway, except that instead of issuing it as a public health advisory commenting on the flu season, I fashioned it as a safety update on the vaccine. The FDA regulated the flu vaccine, not the CDC. The CDC couldn’t stop me from commenting on an FDA-regulated product and the FDA’s belief that the vaccine might not be protecting patients from flu as well as intended.3

Because we didn’t know for certain the reason behind the rising death and disease from flu, and whether reduced effectiveness of the vaccine was definitely the culprit, the CDC didn’t want to say anything that was potentially wrong. But at the FDA, I wanted to warn the public based on what we knew, while explaining that we weren’t certain. The CDC wanted to wait and do more investigations. Later analysis would show that the vaccine was only about 25 percent effective against the predominant strain of H3N2 influenza A that was circulating that season.4

It isn’t a question of competency or public health commitment. CDC officials are deeply devoted to their public health mission. It’s just a question of institutional style, structure, and culture.

The CDC’s reporting is reflective and aims to provide definitive analysis. It isn’t geared to providing the sort of real-time information that’s often early, imprecise, and incomplete, but an essential currency in helping inform policymaking in a crisis. The CDC’s output is more akin to the journal articles issued by an academic department of epidemiology than a battlefield report issued by the Joint Special Operations Command. Providing timelier and more actionable reporting would require a reengineering of the CDC’s commitments, capabilities, and ethos.

During COVID, the general refrain, quite appropriately, was that our policy decisions should be guided by, and shouldn’t get ahead of, the science. However, what slowed action, and left our decisions less well informed, was that this common refrain is actually a lot more complex when applied to our response to COVID. It wasn’t the scientific data that the CDC didn’t want policymakers to ignore or second-guess; it was the CDC’s interpretation of that data.

The problem was that the CDC’s analysis was never timely or complete. The CDC’s edicts, contained in careful journal papers published in the Morbidity and Mortality Weekly Report, were often thorough, data driven, well researched, and late. The agency issued recommendations on the risk of coronavirus transmission through touching contaminated surfaces (fomites), measures to improve safety in schools, the role of respiratory aerosols and droplets, and countless other aspects of COVID’s pathogenicity and spread that took many months to generate; and were often published long after decisions based on these important parameters had to be made by patients, providers, and policymakers.5

The resulting information desert that plagued real-time decision making impacted more than policy, it was also felt in clinical practice. Even after we were months into the COVID epidemic, there was no reliable information on doctors’ collective experience in treating COVID patients. We had not tracked and reported what treatments and interventions medical providers were relying on and the outcomes of patients who received different forms of care. The best information linking different approaches to care with outcomes was coming from Italy and China. These countries had earlier experiences with the virus, but they also did a much better job than our CDC in tracking and collecting clinical experience, and sharing timely, bottom-line data with providers.

For clinical data, the CDC largely relied on information derived from death certificates, but reporting from these documents was usually delayed by one to two months. That’s why a lot of the early clinical data that informed doctors in the US and helped them determine which patients were most likely to have the worst outcomes was coming from other countries. Nations in Europe derived this information from their electronic health records in a near real-time fashion. They thus had better information about patient experiences to guide clinical practice.

We also lacked timely, reliable epidemiological data derived from effective contract tracing and used to inform policymakers on the settings where spread was most likely to occur. These data could have helped us better target mitigation to the highest-risk venues. Studies show that people will generally follow public health directives for about two weeks, and then compliance will break down. Without better ways to focus our interventions on regions where there was the greatest spread, we eroded public trust and squandered the social and political capital needed to maintain consent.6

Bars were closed basically on a hunch that they were a significant source of spread. There was some contact tracing to support this policy, but the data were imperfect. Early in the epidemic, we left many schools and day care sites open for essential workers, but we didn’t systematically monitor whether those settings became sources of spread, or which interventions helped reduce the likelihood of outbreaks. So we missed a critical chance to collect data that could have informed future policymaking on the issue of opening schools. Lots of other gaps could have been plugged, risks reduced, and hardships avoided with timelier and more complete information.

Could the quarantine period after a COVID exposure have been shortened?

Almost a year after the pandemic began, the CDC shortened the recommended quarantine for those exposed to the virus from fourteen to ten days, and then seven days if a person tested negative for the virus seven days after exposure.7

Was six feet the right minimum distance?

The 2006 pandemic playbook had discussed the use of three feet of separation. The six-foot rule led to situations in which people congregating indoors, in spaces that were poorly ventilated and created easy conditions for spread, but who were kept six feet apart, felt they could take their masks off if they remained outside a six-foot circle.

Was fifteen minutes of exposure the right measure to determine when someone who was in contact with an infected individual might have contracted the virus?

It seemed like an arbitrary judgment and led to manipulation of the agency’s advice. The CDC eventually changed its guidance from fifteen minutes of sustained exposure to fifteen minutes of cumulative exposure, but how could you measure your cumulative exposure to a person?8 It was almost as if the CDC was treating exposure to the virus like exposure to radiation and trying to measure a cumulative dose. It was reported that some establishments moved people around at the fourteenth minute to avoid passing the fifteen-minute regulatory threshold.9

As sociologist Dr. Zeynep Tufekci noted in The Atlantic, “None of this made any practical sense. What happened at minute 16? Was five feet okay? Faux precision isn’t more informative; it’s misleading.”10 The evidence behind these recommendations was always shaky, and the measures hard to implement. The CDC had to start somewhere, and so some of the initial recommendations were based on imprecise evidence, but the agency should have been more transparent on just how weak some of the data were. People could have made more informed judgments about where to apply limited resources, focusing on the guidance that had the greatest chance of reducing risk or the strongest scientific foundation. Good epidemiological surveillance, conducted by the CDC, could have informed more precise recommendations, and the CDC could have provided us with more information about the conditions that contributed the most to spread, improving our ability to keep people safe. Without reliable and actionable data, and good systems for collecting and reporting information, we lacked the infrastructure to try to build a new evidence base for a novel pathogen. So we largely worked from what we knew about flu, which in many important respects didn’t apply to the crisis we faced from COVID.

Some of the CDC documents were subject to revisions or delays by political officials at HHS and the White House, and the general refrain was that this interference made the CDC reluctant to advance other guidance or degraded the impact of the recommendations it issued. But there were plenty of matters the CDC opined on, that flew well below the radar of its political interlopers, where the CDC had failed to release relevant and timely information. Moreover, the CDC’s approach to these efforts didn’t change much once President Biden took over. Two of the CDC’s most senior career officials left the agency within the first six months of Biden’s term, in part, I’m told, over friction with the new administration.11 Frustration with the agency, it seemed, had bipartisan appeal. It’s perhaps convenient, but self-serving, to blame all of the CDC’s faults during the Trump term on political interference into its work. The CDC wasn’t just slow to develop this evidence, it also didn’t offer it in practical terms that made it actionable.

Still, there were White House and HHS political staff who wrongly believed that more information would confuse or alarm the public and drive people to take decisions that conflicted with the Trump administration’s reopening goals. So the CDC was, at times, intentionally stymied. In other cases, the White House and HHS lost confidence in the CDC and, not knowing how to reform the agency, they moved instead to suppress its work, isolate its leadership, and usurp some of its responsibilities.

However, what I also saw were political officials who misread the practical value of providing consumers with better information, and the benefit in leveraging the CDC to help gather and report it. Reliable information about risks would help advance the policy goals of reopening schools and businesses, because the absence of information created uncertainty, and uncertainty bred indecision. People chose to take no action at all if they didn’t have data that could help them correctly calculate, and lessen, the risks of the actions that they wanted to pursue.

Take the issue of opening schools. The White House wanted schools to be reopened in fall 2020. But political officials feared that more information about transmission in schools and the conditions that led to outbreaks could frighten additional schools into staying shut. So these same political officials stymied efforts at the CDC to put out more prescriptive guidance to schools outlining the steps that schools could take to reduce the likelihood of outbreaks.

This political posture probably had an effect that was opposite its unfortunate purpose, causing more schools to remain closed. The schools didn’t have enough information to guide safe decisions to reopen. At best, these political efforts were a misreading of the value that information could play in supporting action in the setting of uncertainty. Did masks lower the likelihood of spread in classrooms? Did distancing help? Was keeping students in distinct social pods effective? These were critical questions that needed to be answered. If we had data to guide these actions, more schools would have had a framework to know how to both stay open and reduce the risk of outbreaks. Secretary of Education Betsy DeVos said it wasn’t the responsibility of her department to collect and report this information.12 That was probably true, although the education department could have led that effort. However, the obligation to collect and report these data certainly belonged to the CDC.

National pandemic strategies going back to 2006 included schools as part of national disease surveillance. There were requirements for the reporting of school-based data to local health agencies who would then provide it to the states. The states, in turn, are committed to providing that information to the CDC. However, staff in the White House hesitated to systematically track this school-related data and share it with the public, and the CDC seemed to struggle with collecting this kind of bottom-line information, anyway, even if the White House had encouraged it to do so.

During a fast-moving crisis, in the absence of good information, people tend to be more conservative, and less willing to try something perceived as risky. When we can discharge uncertainty and properly handicap a danger, we can help people embrace reasonable risks.

I learned at the FDA that people are often willing to confront risks that they can adequately measure for themselves, but balk when forced to embrace risks that seem open-ended, ambiguous, or hard to measure. We learned that timely and complete reporting on drug side effects was reassuring to patients. They needed to have confidence that, if there were risks associated with a drug, the FDA would unearth this information and promptly report it to patients.

Armed with good information, patients were able to make informed choices and assume risks that they felt were reasonable for their individual circumstances. To help support this informed patient decision making, the FDA made substantial investments in recent years to develop more information about the real-world use of medical products, especially about their safety, and to provide this information directly to consumers in a regular and timely way. This was a major focus of many efforts I undertook while serving as the agency’s commissioner. The same principles apply across public health challenges. In the setting of COVID, more data about how and where COVID spread occurred in schools would have provided more certainty to school administrators on how to lower the chance of outbreaks. In the absence of good information to inform these decisions, facing uncertainty, many cautious districts chose to close schools instead. By the end of March 2020, as the US epidemic was getting under way, 94 percent of American schools were closed, and the majority of them would remain shut for the duration of the year.13

Dr. Christopher Murray was the director of the Institute for Health Metrics and Evaluation and the architect of a model of COVID spread that was closely followed by the Trump White House. Writing in the New York Times, just as the fall surge was gaining explosive momentum, he said that federal agencies, including the CDC, had been telling him since March that the government was compiling bottom-line, county-level data on COVID cases, hospitalizations and deaths, the timing of social distancing mandates, testing, and other factors that could provide insights on how policy actions were affecting how fast and wide the virus would spread. This kind of data would have been invaluable in helping to establish more-targeted measures. As Murray wrote, “This information can provide insights into how combinations of public health mandates—masks, social distancing and school closures, for instance—can keep the virus spread in check. But the government, inexplicably, is not sharing all of its data. Researchers have asked federal officials many times for the missing information but have been told it won’t be shared outside the government.”14

The New York Times had to sue the CDC under the Freedom of Information Act to obtain data on COVID cases tabulated by race and ethnicity. It was basic information that could help focus resources on communities that were being hardest hit by the virus, to help save more lives. The information would eventually prove that Black and Latino Americans were being excessively harmed by COVID in a “widespread manner that spans the country, throughout hundreds of counties in urban, suburban and rural areas, and across all age groups.”15

The dominant narrative over this time period remained that the White House pressured the CDC to subdue certain reporting. The record shows political actions certainly played a role in the suppression of some critical information. But there was another problem afoot. The CDC didn’t have all the pertinent information in the first place, or the ability to collect it in a reliable fashion that would enable timely reporting. The agency paid local and state health officials to report bespoke feeds of data that was typically collected in a format that made it inaccessible to anyone other than the CDC. The agency used proprietary forms that required healthcare providers to input the information into specialized data streams that were for the CDC’s exclusive use. It slowed the collection of information and increased the chance for errors, since many providers had to extract data from other systems and separately transpose it onto the CDC’s forms. There was also no natural market for this information, so it was not in anyone else’s normal work stream. It was being gathered and shared only for the CDC’s consumption. And since it fell outside the normal systems for collecting healthcare information, with all the compliance rooted in those tasks, there was no embedded audit function. Because the data collection was done separately from other routine healthcare reporting, it also meant that systems for collecting it were generally outdated.

It was possible to derive the same information by culling the data from our existing electronic health records, a process that would have also provided a more natural audit trail and more quality control over the information. The CDC could have taken the role of being an aggregator of existing data feeds rather than a proprietor of unique reporting streams that were distinct from other pools of healthcare information. The CDC took significant pride in its proprietary data feeds, however, and clung to its model, even though the agency’s approach had many obvious shortcomings.

The challenges played out in how the CDC reported on COVID hospitalizations. It turned out that the CDC wasn’t actually providing data that was being reported to the agency on real hospitalizations, but was instead posting an estimate derived from a predictive model. In other words, the number of hospitalizations that the CDC was reporting each day weren’t people who were actually being admitted to the hospital but were hypothetical patients being modeled off a small sample that the CDC was collecting.16

The CDC reported on the number of hospitalizations each day as if it were tabulating these totals, but it wasn’t. Making matters more uncertain, the data that underpinned that modeling exercise was being lifted from a system that had been built years earlier as a way to monitor the prevalence of hospital-acquired infections like urinary tract infections and hospital-acquired pneumonias, not for tracking hospital admissions. This system provided reports to the CDC from one thousand participating hospitals, sometimes through faxes.17 When COVID struck, instead of asking the hospitals to submit data on hospital acquired infections, which is what they’d customarily report through this system, the CDC asked them to also start reporting on COVID infections. The CDC then used these data to estimate the number of COVID admissions for the entire country.

So the numbers on COVID hospital admissions that the CDC reported to the public were not actual data on admissions that were taking place in the nation’s six thousand hospitals but estimates off the smaller one-thousand-hospital sample set. That’s a pretty small sample to use when you’re trying to model the entire national experience. It’s even more flimsy when you consider how COVID was being experienced. It wasn’t advancing uniformly across the nation, but through regional pockets of dense epidemic spread. COVID wasn’t hitting every city with the same ferocity. As you moved across the country, some communities were being devastated by the virus, while others were largely spared, and the CDC’s sampling left a lot of regional gaps. The entire northern half of California didn’t report any data at all to the agency feeds. To fill these gaps, the CDC crafted algorithms to estimate what the missing data might show. Nonetheless, the agency argued that, for making projections, their modeling was better than actual reported data.

The shortcomings with the way the CDC would collect its data, and then use these samples to try to render a national estimate through modeling, showed itself in other settings, including how the agency reported data on seasonal flu, where the CDC also uses models to try to make estimates of the annual number of hospitalizations. This is why, when the CDC reports flu data each year, its estimates have such a wide range, why they have a big “confidence interval.” For example, in the 2018–19 flu season, the CDC estimated that there were 97,967 people between the ages of fifty and sixty-four who were hospitalized for flu.18 That number sounds fairly precise, right down to the last sixty-seven people. However, it turns out that the confidence interval for that data, the range of potential estimates, was actually between 69,808 and 167,123 hospitalizations. So that means it might have been 70,000 patients. Or 100,000. Or 150,000. Or perhaps 143,294.

The CDC couldn’t tell you for sure. That’s a pretty big variance to tolerate for estimating something that’s seemingly as reportable as the number of Americans admitted each year to a hospital and diagnosed with influenza infection. This would seem to be a figure that could be collected and reported with greater precision. How hard could it be for the CDC to have hospitals report the precise number of admissions that they have each winter with a diagnosis of flu?

As it would turn out: not very hard.

Medicare has data on influenza hospitalizations for those over the age of sixty-five. Insurers will have this data for their beneficiaries, and they’ll often report these trends. However, for the CDC, aggregating this information seemed to be too difficult. Deborah Birx convinced the Coronavirus Task Force to direct money to the CDC to modernize its reporting of the COVID hospital data, but the CDC said no. Birx had previously worked at the CDC for nearly a decade, running the agency’s global HIV/AIDS division. After that, she had continued to collaborate with the CDC in her role as the US global AIDS coordinator, an ambassador-level job inside the State Department. Now, prodding the CDC to reform the way it collected hospital data, she found it was hard to get the agency to change approaches.

The problems with reliably collecting and evaluating the COVID hospitalization data were deeply rooted in the CDC’s institutional approach, but it was also a product of the outdated systems that the agency worked from that made it hard to change its methods. Several years earlier, during a measles outbreak, state health officials were tracking it with pen and paper and reporting to the CDC on fax machines.19 A CDC official told the journal Science that during the COVID crisis, compiling the actual total number of COVID hospital admissions was simply not possible.20

The CDC’s inexact modeling finally became a significant liability when the drug remdesivir was made available for the treatment of hospitalized COVID patients. It was the first treatment authorized by the FDA that could reduce the severity of COVID symptoms and the length of hospitalization. There was some evidence to suggest it could reduce the likelihood of death for hospitalized patients.21 The drug was by no means a panacea. It appeared at the time to be a weakly active antiviral, but there was reason enough to believe it had a treatment effect for sick, hospitalized patients who otherwise had no effective options. However, the drug was initially in very short supply, and doses needed to be carefully rationed to the sickest patients. The federal government had bought the entire available supply, and HHS needed to know where to ship its limited doses, to make sure that the scarce medicine would get to those hospitalized patients who might benefit most from the treatments. However, the CDC didn’t have actual data on who was currently hospitalized for COVID, just estimates built off a model. They couldn’t tell HHS where real patients were, only hypothetical patients that were being extrapolated from an algorithm.

Birx said that the government couldn’t ship scarce doses of the valuable medicine to treat estimated patients that were hypothetically hospitalized according to a mathematical formula. So she gave hospitals an ultimatum. If they wanted to get access to remdesivir, they would need to start reporting real data on the total number of COVID patients that they admitted each day. Hospitals quickly started to comply, reporting actual data on their total daily hospitalizations to a new portal that Birx had helped set up inside HHS. Rather than try to cajole the CDC into fixing its reporting system, Ambassador Birx and Secretary Azar decided to re-create that structure outside the agency. They had concluded that getting the CDC to change its own scheme, and abandon its historical approach to modeling these data, would have been too hard.

Under the new reporting system, 95 percent of US hospitals soon provided 100 percent of their daily hospital admission data. In an unfortunate twist, the CDC declined to work with the new data, worrying that since it wasn’t their data, they couldn’t assure its provenance and couldn’t fully trust its reliability. As one senior HHS official put it to me, the CDC “took their ball and went home.”

The new system was housed at HHS, with the data collected by the healthcare analytics company TeleTracking Technologies; the software technology company Palantir helped build and manage the database. It was not without its own challenges. Science magazine would report that data published by the new federal portal, dubbed HHS Protect, initially suffered from systematic discrepancies from the data that was being separately reported directly by the states on state-run websites.22 Over a short time, these inconsistencies narrowed considerably, and in October, Medicare issued a regulation mandating that hospitals report the COVID hospitalization information to HHS.23 The new reporting system grew to be highly reliable, and the data began to be posted publicly. The cofounders of the COVID Tracking Project, one of the most authoritative and closely watched enterprises to report bottom-line information about the pandemic, would later say of the TeleTracking information this way: “the data set that we trust the most—and that we believe does not come with major questions—is the hospitalization data overseen by the Department of Health and Human Services. At this point, virtually every hospital in America is reporting to the department as required. We now have a good sense of how many patients are hospitalized with COVID-19 around the country.”24

Yet when HHS initially took the task of reporting the hospitalization data away from the CDC and set up the new system, many in the media would almost reflexively cite the incident as support for a dominant narrative that the CDC was seeing its role obstructed and reduced by the political leadership at HHS and the White House.25 US senator Patty Murray sent HHS an oversight letter in which she argued that the new system was wasteful and “duplicates existing CDC work.”26 It was alleged that the Trump administration had taken the hospital reporting away from the CDC and given it to TeleTracking with a political not a public health goal in mind—political officials wanted to fudge the data to give a false rosy picture of the pandemic. Or so the narrative went. While the CDC was certainly subject to some deeply unfortunate and ultimately damaging political intrusions into its work, this wasn’t one of those instances. Some of the frustrations with the CDC’s execution had merit, and the CDC’s method for reporting COVID hospitalizations was one of those moments.

The problems with the way the CDC collected and disseminated information in the crisis were systemic—the data and analysis that the agency released often weren’t practical in the sense that it was collected and analyzed in a way that would make it immediately actionable by consumers, providers, businesses, and policymakers, which would be the natural constituency for the agency’s findings. The CDC just didn’t have this mind-set. Its reports were often geared to answering important bottom-line questions about core science, and its constituency was other researchers and academicians. The CDC didn’t generate much data for real-time policymaking. The CDC’s orientation was always that its information defined the policy, through its findings and recommendations, rather than feeding into the decisions that would need to be made by others. The CDC was the final word, so it didn’t need to tailor its data to feed into someone else’s analysis.

That worked because the way the CDC’s data and analysis fit into the broader mosaic of public health information was always fairly well defined and understood. In the COVID crisis, the role and constituency for the CDC’s information changed. Suddenly, every policymaker, every consumer, every business, and every healthcare provider was looking to the CDC to define the rules of engagement. Carter Mecher memorably called the CDC “a peacetime institution in a wartime environment.”27

One illuminating episode occurred with a CDC report published in the summer that tried to trace the source of infection among a group of people tried to isolate the kinds of activities that were contributing the most to spread. The CDC report concluded that people who had dined out in the prior week were more likely to contract COVID than those who had not eaten at a restaurant. The finding was used to draw a conclusion, widely reported in the press, that dining out increased a person’s risk of infection.28 News articles covered the report with headlines such as “Dining Out Increases COVID-19 Risk More than Other Activities, CDC Report Finds,” and “CDC: Dining Out Tied to Coronavirus Infection.”29 However, it was summertime when the survey was done, and the participants were not asked perhaps the most relevant question: Did they eat at an indoor dining establishment or an outdoor one?

Similarly, the same survey didn’t distinguish between bars and coffee shops when assessing the risk of contracting COVID in those kinds of establishments. Bars and coffee shops were grouped in the same bucket, even though the settings and the behaviors in each establishment (fewer people linger in a Starbucks) and the conditions for spread could be very different. When pressed on why the agency had grouped bars with coffee shops, the CDC said that it judged the two settings to present comparable risk for transmission.

In fairness, reporting real-time information in the setting of a crisis was never an explicit part of the CDC’s mandate. Nor was the task of providing actionable information for policymakers. It’s hard for a bureaucracy to self-organize around a complicated new mission, especially in the setting of a crisis. As Dr. Yuval Levin of the American Enterprise Institute observed, these stumbles shouldn’t have come as a surprise to those who had worked closely with the CDC in the past. Levin had been a senior White House official in the Bush administration overseeing the public health portfolio for the Domestic Policy Council at the time that Bush was leading the effort to shape a more durable pandemic response plan. In an article for National Review in the winter of 2021, Levin recounted efforts to enact the Pandemic and All-Hazards Preparedness Act.

The law required the CDC to “establish a near real-time electronic nationwide public health situational awareness capability through an interoperable network of systems to share data and information to enhance early detection of rapid response to, and management of, potentially catastrophic infectious disease outbreaks and other public health emergencies that originate domestically or abroad.”30 As Levin observed, “the simplest way to describe the CDC’s response to this binding legal mandate was that it just ignored it. It did nothing.” The GAO noted in 2017 that the CDC still didn’t have an effective tool for public health surveillance in a crisis. The CDC and HHS had drafted a plan to bring their systems into compliance with the legislation, but “the actions identified in the implementation plan did not address all of the requirements defined by the law,” the GAO concluded, and “as of May 2017, HHS had made limited progress toward establishing the required electronic public health situational awareness network capabilities.”31

During COVID, it became evident that the CDC didn’t have the basic tools of data management for public health decision making. They didn’t have the advanced data analytics needed to do the evaluations that were required, and they didn’t have the right integration for electronic capture of information from health records. They didn’t have a large group of data scientists and modelers. They outsourced most of these analytical tasks to academic partners.

And the problems weren’t just on the back end in how the CDC captured and analyzed data, but also on the front end, in how they developed the raw information, particularly in cases where the agency had the primary responsibility for generating a body of evidence. Take sequencing: the CDC wasn’t sampling and sequencing the virus at any meaningful scale, but they should have been. So, when new variants surfaced, the CDC was slow to identify their spread. Novel variants arose in New York and Los Angeles, and the CDC identified these strains long after they had already become epidemic, and in the case of Los Angeles, probably after the strain, B.1.427, had already raced through the population and contributed to the city’s devastating winter surge.32

In spring 2020, Deborah Birx had asked the CDC to establish a contract to engage outside labs to do more widespread sequencing as a way to better understand how the virus was being spread. By evaluating the sequence of different strains, and merging these findings with good analytical data, you could enable earlier identification of dangerous new mutations. New variants could be correlated with information about how easily they were spreading, and how likely they were to make people sick. This would reveal when dangerous new strains had evolved.

Using sequencing, much as Trevor Bedford had shown, you could also trace how the virus was being passed through a local population based on the mutations it would acquire as it underwent successive generations of spread. Relying on these genetic signatures, you could then figure out who was an index case and how they went on to infect other people. Armed with this information, it was possible to identify the most significant sources of spread in a community—was transmission most likely to occur in a bar, a restaurant, or a local Lions Club meeting? Sequencing patient samples could help uncover chains of transmission that were leading to local outbreaks.

Ambassador Birx’s idea was to focus first on Mississippi, because it had diverse social compartments. Its population was dispersed across rural markets, small communities, and cities. Birx felt that the state would provide a good test bed to see if sequencing could be used as a way to track where infections originated, and then how an outbreak spread across a population.

Were cities the focal point for spread into rural communities, or vice versa? By regularly sequencing thousands of cases, you could see where superspreading events were occurring and how single introductions of infection were leading to wider community transmission.

However, the CDC didn’t want to turn over the sequencing work to outside labs; they wanted to keep it in-house, which limited the agency to sequencing hundreds of cases a month when it was necessary to sequence many thousands of samples to understand the patterns of spread. The larger effort never got under way, and it proved to be a major, missed public health opportunity.

When dangerous new variants emerged in the winter of 2020–21, we were doing a lot of sequencing, but it was distributed across the country, and it was mostly done in private labs or by academic teams. There was no organized, systematic process in place for sequencing viral samples at a large enough scale, and aggregating the information, so that we could detect the entry of the new variants. There was a lot of sequencing work going on in various US labs tracking new mutations, including the more contagious B.1.1.7 variant that had originated in the UK, but the CDC wasn’t collating and reporting this information.

The agency started to track these new variants, but it declined to recognize the sequencing data that it wasn’t doing itself, or even to include it on the agency’s website. This included the sequencing work being done by the public health labs, which the CDC also bypassed. From the CDC’s standpoint, the problem was that not all of the sequencing was being done according to the same protocols, and if outside labs weren’t following the same approach as the CDC, then the agency didn’t believe the data could be reliably pooled. So the CDC simply set it aside and didn’t include it in the agency’s analyses or national estimates on spread.

Looking at the CDC’s website, you would see only a fraction of the sequencing work being done across the country. Worse still, by the spring, the CDC’s website only updated data on a monthly basis. So the sequencing information they publicly reported reflected analytical work that had been conducted weeks prior to its posting. The CDC’s data were as much as a month out of date. As a consequence, to get an accurate snapshot on the spread of the new variants, you’d have to go to the websites maintained by different states and cities. New York and Los Angeles were posting regular updates on the sequencing work being done by each of those cities. There were also some researchers who were posting to Twitter the sequencing they were doing. The CDC wasn’t only doing less sequencing, it was reporting only a fraction of the sequencing that was under way. In contrast to the US, the UK was able to detect the more contagious B.1.1.7 variant because it was sequencing about 10 percent of all patient samples. By the time the delta variant, B.1.617, emerged in May 2021, the UK was sequencing 60 percent of all patient samples.33 By comparison, the CDC had set as its initial goal getting five sequences from each state per week. When B.1.1.7 arrived in the US, the CDC was sequencing only 0.3 percent of patient samples. This figure probably undercounted the total amount of sequencing going on in the US because it was based on what was being reported into central repositories (like GISAID, a global initiative set up in 2008 to provide open access to genomic data on influenza strains). Since there was no organized reporting for COVID sequencing data in the US, we weren’t even capturing what was getting done.34 The Washington Post estimated that the US ranked forty-third globally in its percentage of cases sequenced.35

The CDC’s historical role is to provide careful analysis and shape our insight into more fundamental questions of public health. It’s a retrospective mind-set. In a crisis, what’s needed is rapid sharing of information and quick analyses that can inform real-time decision making. It’s a much more prospectively focused challenge and requires a forward-looking mind-set.

An analysis that suggests, at the outset of a crisis, that spread is primarily through aerosols can be far more impactful at informing our decisions and response than waiting for a report to provide a more definitive answer to the same question after you’re twelve months into the pandemic. By then, a lot of mistakes might have been made based on faulty assumptions. The CDC’s carefully crafted analyses take time to develop, time that may not be available to policymakers in a crisis, where even partial reporting is better than making the same decisions in an information vacuum.

Ultimately, the mandate to collect and report clinical information in a fast-moving crisis may need to reside with a different agency, one that has a national security mind-set. The CDC can take on some of these functions, but its mission and capabilities would need to be profoundly reformed. Epidemiologists Dr. Caitlin Rivers and Dr. Dylan George advocated the creation of a centralized system for disease forecasting. The idea is to have the epidemiological equivalent of the National Weather Service.36 Such an agency would be tasked with developing sophisticated disease modeling to help guide public health policy. It could provide the base on which to rebuild the nation’s data infrastructure for pandemic monitoring and preparedness. Congress ultimately set out to create such an effort inside a newly constituted component of the CDC that will be properly staffed, resourced, and more importantly clearly programmed by Congress to execute this new mission.

Wired magazine referred to this concept (in analogy to Philip K. Dick’s novel Minority Report) as “federal PreCrime for pandemics. Precognitive epidemiology. Make up whatever sci-fi words for it you want; the fact is, one thing the COVID-19 pandemic proved is that pandemics can happen and certainly will again. Building a place to develop the sophisticated models and simulations that can give a hint of when and where an outbreak will hit, and give guidance on how to stop it . . . well, that sounds like a pretty good idea.” The center, Wired observed, “would also become a central place to gather all that data, via public health surveillance and lab work—the equivalent of ocean buoys and satellites—and for dissemination of that information to local public health workers. Right now, lots of the most important data is siloed among different researchers and labs. The result is, disease modelers have to wheel and deal to get access to data, and production of models responsive to emergent problems is ad hoc. Meanwhile, if you want to know whether you need to double up your masks today, there’s no National Epidemic Center web page where you can check the forecast.”37

During COVID, the lack of reliable, real-time information on what measures were working to help contain the spread meant that many of our efforts remained subject to debate long after careful evidence could have substantiated their value or disproved their merits. Worse still, in the absence of definitive evidence on what worked, it left a void where critics were able to put forward their own cherry-picked evidence, or try to discredit the value of certain mitigation steps that they rejected and there wasn’t enough definitive data to fully contest these intrigues.

In the absence of good information, bad information was able to guide the debate. Perhaps nowhere did this play out with more conflict and misfortune than in the debate over masks.

I was involved in some of the early efforts to coax the coronavirus Task Force to endorse the use of masks. Other nations, including South Korea, had mandated the wearing of masks. Initially, task force members were reluctant to embrace a similar recommendation. One of their early concerns was that guidance to wear masks would send a mixed message about the benefits of social distancing. At the time, the task force was encouraging people to stay at home. Some members told me that they were concerned that issuing a call to wear masks would be interpreted by people as an indication that it was safe to go out, so long as you wore a mask.

It could, they worried, confuse the public.

There was also long-standing ambivalence at the CDC toward the use of masks. One task force member told me that the CDC raised concerns that masks would end up encouraging consumers who wore them to touch their face more, and in turn make them more likely to spread infection through fomites. One instance: the CDC initially told a major airline that their flight attendants couldn’t wear masks because the CDC was concerned that the flight personnel did not know how to properly fit the masks, and it would lead to more touching of their faces and could ultimately increase spread. The concerns were based, in part, on the CDC’s flawed premise that more of the early transmission was being driven by droplets and contaminated surfaces rather than aerosolization. One senior airline executive told me that their internal data showed that after their flight personnel started to wear masks, the incidence of coronavirus infections among staff fell sharply.

Masks had never been viewed as a standard part of the response to a pandemic. In fact, the much-discussed pandemic plan that the Obama administration had provided to the incoming Trump team didn’t take up the issue of widespread masking as a potential approach to containing a pandemic, or even mention masks a single time.38 I worked with a group of experts at Johns Hopkins University to craft a report we issued through the American Enterprise Institute (AEI) on March 29, 2020, on how to safely reopen the economy. (The report was titled “National Coronavirus Response: A Road Map to Reopening.”)39 We recommended universal masking. A lot of the heavy lifting in writing the report was done by Caitlin Rivers. She is a skilled scientist, with the rare gift for being able to translate scientific goals into prose and condense complicated public health objectives into policy goals that had enough coherence and unfussiness to be easily adopted. In my experience, this kind of practicality, this skill of being able to convert policy into interpretable narrative, is what often separates good policymakers from great ones. In crafting our proposal, we wanted to make sure there was enough supply of masks to support the objective. So we talked to the chief executives of the major medical product distributors. They told us that the supplies were still severely limited, and hospitals were struggling to maintain enough masks for their medical personnel. Ultimately, we issued a proposal for high-quality cloth masks.

President Trump was asked about our recommendation at a March 30 press conference.40 “Scott Gottlieb, your former FDA commissioner, wrote a roadmap for recovery after coronavirus. . . . The roadmap suggests that everybody wear a mask in public. Is that something that the Task Force thinks is a good idea?” a reporter asked Trump. “I saw his suggestion on that,” the president replied. I was told by Marc Thiessen, a Washington Post columnist and colleague of mine at AEI, that Thiessen had sent Trump a copy of the report, through the president’s personal assistant, to be printed off and shared with the president. “So, we’ll take a look at it. For a period of time, not forever,” Trump said. “I mean, you know, we want our country back. We’re not going to be wearing masks forever, but it could be for a short period of time. After we get back into gear, people could—I could see something like that happening for a period of time, but I would hope it would be a very limited period of time. Doctors—they’ll come back and say, ‘for the rest of our lives, we have to wear masks.’”

The president took the idea back to his advisers. The task force had already been debating the measure and was on the cusp of issuing a recommendation. Four days later, on April 3, the CDC issued a new recommendation that Americans wear cloth face coverings in situations when they were in public and couldn’t socially distance. President Trump announced the directive at a task force briefing, emphasizing that the guidance was “voluntary” and saying that he wouldn’t be wearing a mask himself, undercutting the message while unveiling it.41

The data showed that masks were not a panacea, but they could help reduce spread.42 One study later showed that weekly increases in per capita mortality were four times lower in places where masks were the norm or recommended by the government, compared with other regions.43 Another study published around the same time looked at the effects of mandates for mask use issued by governors in April and May. The authors estimated that these state policies reduced the number of new COVID cases by up to two percentage points per day.44 Other studies would go on to report similar findings. Masks were not a solution, but a higher quality mask worn properly could reduce risks.

The central premise behind our call for masking in the AEI report that laid out a road map to reopening the economy was our view that widespread adoption of maks could reduce asymptomatic spread. If people were infected, asymptomatic, and in settings where they might transmit the virus but they had a mask on, the mask would reduce the chance that they could spread the infection. Wearing a mask was in many respects an act of civic virtue, a way to protect your friends and neighbors if you were one of those individuals who was unknowingly infected and at risk of becoming a superspreader. Many cloth masks weren’t intended to protect you from getting infected, although a high-quality cloth mask would provide a person with some protection. To secure more robust protection, a person would need a higher quality N95 mask. The idea of cloth masks, simply put, was to protect others from you, not you from others, a distinction I made often.45

But the whole premise of mask wearing quickly became a faux protest, an expression of the disdain that some people felt for government directives that brought us shutdowns, closed schools, and other restrictions. Sensing that political zeitgeist, the president and his staff couldn’t resist the political urge to support these impulses and undermine their own guidance. People who wore masks inside the White House were mocked by senior staff. Members of the task force also didn’t model the behavior early on, even the doctors. They would get tested when they entered the White House, but then wouldn’t wear masks once they were inside. It was one of our greatest missed opportunities; especially our inability to get higher-risk individuals N95 respirators that could offer them better protection. Like the dispute over other forms of mitigation, the debate over masks had echoes in the tensions that surfaced during the 1918 Spanish flu, when antimaskers had gone as far as to fabricate a telegram from the US surgeon general, falsely claiming that he didn’t believe laws requiring masks were effective at reducing the pandemic flu.46

However, in the setting of COVID, it was unfortunately the president who did the most to turn face masks into a political flashpoint, creating an ideological movement that ultimately cornered the administration into a dogmatic position that proved harmful to itself and harmful to the nation.47 It may have been a misreading of the politics: antimasking didn’t become a political movement until many political leaders made it so. In fairness to the White House, the CDC gave political leaders mixed guidance on masks during the early months of the pandemic and was itself initially resistant to their widespread use.

The president could have found a middle ground on masks. His message could have been: We don’t need mandates. We’re adults. We control our government; our government doesn’t control us. However, we’re going to act responsibly and wear masks. We can do this ourselves. Personal responsibility; not government control. He could have couched it in a way that appealed to his political supporters while appealing to the nation to take more public health precautions. He could have encouraged people to wear masks. I had continued to urge the White House staff to support the use of masks, and I asked myself many times, why didn’t the president?

Most thought his resistance was to satisfy his political base, some of whom saw mask mandates as a breach of their liberties. Others said it was the president’s innate disdain for government control, his contempt for the “nanny state.” It was, in my estimation, some combination of all of those things. However, I heard another theory from those close to the president: Trump just thought the masks made people look funny.

When people insisted on wearing masks around him, the president would ask them to stand outside of the camera shot. As one person close to Trump told me, “the president thought that masks made you look weak.” White House staff had been prodding the president to wear a mask in public as a way to reinforce their use and sought the optimal occasion where it would be hard for the president to refuse. They found one in early July when Trump would wear a mask for a trip to Walter Reed National Military Medical Center to visit with wounded service members.48 However, he had agreed to do so only after finding a mask that he believed looked sharp: dark blue and emblazoned with the presidential seal.49

Our challenges in collecting, analyzing, and reporting information reinforced the shortcomings in our pandemic planning. As we learned, the tactics designed to mitigate spread of flu didn’t work as well against a novel coronavirus. Flu was not a bad starting point for our efforts, considering how little we knew about COVID. However, we didn’t learn fast enough about what was and wasn’t effective. We were caught in the fog of a viral war. We lacked the data to reveal how the virus spread and how our tactics were working against it. Then, we lacked the information and analyses to tell us how to adapt our response.

All of these problems showed just how poor our systems were for confronting a pandemic: our information systems, our analytical tools, and our ability to modify our policy response.

The emergence of HIV had proven that viruses with characteristics that are both highly novel and highly lethal can arise unexpectedly.50 When it came to new and deadly forms of coronavirus, MERS and SARS-1 should have prompted us to plan differently. The appearance of these pathogens triggered efforts to develop vaccines and therapeutics that targeted this class of viruses. However, that work was largely shelved when the immediate risk seemed to recede. A group was formed inside the CDC to work on coronaviruses, but its efforts were dwarfed by the much larger group dedicated to influenza, and much of the coronavirus effort dissolved.

All of our focus was on flu. The next pandemic, it was firmly believed, would be triggered by a novel influenza. It’s likely that the next pandemic will indeed be from a new strain of influenza, and it will be a lot worse than COVID. However, we need to be prepared for the unknowns. That starts with the analytical systems to identify and characterize a new pathogen. It could be a new strain of influenza with features that are irregular. Or another coronavirus that’s even deadlier and more contagious than SARS-CoV-2. Or, instead, something else that we never anticipated.




Chapter 14

Hardened Sites

The family had just returned to South Korea after a short trip to China, where an unidentified respiratory disease had started to spread, and they brought the pathogen home with them. One of the parents and a child soon became seriously ill with pneumonia. Before they developed symptoms, they were in close contact with friends and other relatives. A spark of transmission had been lit. The mysterious disease began to spread uncontrollably inside South Korea.

A team from the South Korean Centers for Disease Control and Prevention activated a plan to isolate the respiratory virus, identify its source, and deploy a diagnostic test to screen other people for the novel pathogen. They managed to get control of the outbreak before it exploded.

The entire incident was just a drill, a virtual scenario that South Korea ran as a tabletop exercise in December 2019. It was part of preparedness efforts first implemented after the country’s dangerous experience with MERS in 2015. A month later, South Korea would confirm its first case of COVID-19.1 “It was blind luck—we were speechless to see the scenario become a reality,” said Dr. Lee Sang-won, one of the South Korean CDC’s experts who led the drill. “But the exercise helped us save much time developing testing methodology and identifying cases.”2

South Korea’s rapid response to COVID was not a coincidence. The country’s public health system was well prepared. Like the US, South Korea identified its first case of COVID in mid-January. However, the two nations would experience divergent trajectories. South Korea was prepared to deploy widespread testing from the very beginning, and would identify, isolate, and largely eliminate its outbreak. Even before South Korea had its first cluster of cases, it had developed a battery of diagnostic tests and established high-volume testing facilities. It never ran out of testing supplies or protective equipment. They had stockpiled the materials for years.

South Korea’s first positive COVID case was identified on January 20. Its daily confirmed cases in the first wave peaked at 851 on March 3, and the country flattened its initial curve without the kinds of strict shutdowns that the US was forced to implement.

South Korea learned hard lessons from SARS-1 and MERS. The country never faced a major risk from SARS-1, but the contagion prompted it to implement major changes in how it prepared for outbreaks. The most visible product was the creation of the South Korean CDC.3

As for MERS, in 2015, South Korea developed the largest known outbreak of the disease outside the Arabian Peninsula, mostly the result of a single traveler returning to South Korea from a trip to four countries in the Middle East.4 Most people who contracted the virus became infected through very close contact with someone already sick with MERS. The virus didn’t spread nearly as easily as SARS-CoV-2, but it was also far deadlier, claiming the lives of 30 to 40 percent of the people who became infected. In total, the country experienced 186 confirmed cases and 38 deaths, much of which was the result of patients spreading the infection in local hospitals where they were being treated. In May 2015, a single superspreading event in the 1,900-bed Samsung Medical Center shut down the entire hospital and was responsible for eighty-two cases, including thirty-three patients, eight healthcare workers, and forty-one visitors.5

The WHO said the medical center was slow to react to the crisis, taking weeks to implement adequate quarantine measures and get “up to speed.”6 In one instance, an infected man spent two nights in the emergency room without being diagnosed, where he transmitted the virus to at least eighty people before being quarantined. “During that time, it is clear this person was coughing a lot and was also mobile in the emergency room,” the WHO later said.7 Another individual implicated in igniting a large chain of transmission was a person employed in the hospital’s emergency department as an orderly, reported to have worked for days after developing symptoms. This person was estimated by health officials to have come into contact with more than two hundred people while possibly contagious.8

In response to the MERS outbreak, the South Korean government established hundreds of high-capacity screening sites and leveraged its private-sector diagnostic firms to create a substantial supply of testing components to be stored for a future crisis. The South Korean playbook also directed the creation of an elaborate system for identifying and tracing infections imported into the country and relied on close collaboration between public health authorities and private companies capable of quickly developing and distributing tests to screen for a new virus.9

So, on January 27, one week after South Korea identified its first case of COVID, officials from the South Korean CDC convened representatives from twenty local diagnostics companies in a hastily arranged meeting held in the main train station in Seoul and asked them to begin developing COVID tests immediately.10 One of the country’s top infectious disease officials promised the companies that they would receive close cooperation from regulators, and swift authorization. After MERS, South Korea’s FDA had established a fast-track approval process to streamline the clearance of tests in a crisis.11 Though there were only four confirmed COVID cases in the country at that point, the South Korean CDC understood the need to move fast.12

Two South Korean manufacturers had already begun developing tests for COVID. One of the manufacturers, Kogene Biotech Co., got clearance for its test four days after the meeting.13 A week later, Seegene Technologies, a major global manufacturer of molecular diagnostics based in Seoul, received authorization for its own kits. Clearance for three more tests followed shortly after.14 South Korea guaranteed the manufacturers that the government would reimburse them for the tests, reducing the financial risk. It wasn’t by chance that South Korea had companies that were ready to go. The country had invested money in building up its local diagnostics industry after its experience with MERS, specifically to create the capacity it would need in a future crisis.

The South Korean CDC provided the manufacturers with early access to SARS-CoV-2 viral samples, making it easier for them to develop new tests, and also made available standardized assays that manufacturers could use to independently validate the accuracy of their tests. This capacity was baked into their pandemic planning, and manufacturers with the capacity to develop and mass-market test kits were prespecified.

To help advance the development of these tests, after MERS the South Koreans also created a regulatory model that had their CDC and FDA working together to advance new tests in the setting of public health crises. Under the approach, the South Korean CDC would do its own clinical evaluation of new diagnostic kits to validate their accuracy using patient samples that the agency would have access to. It would then send the data it generated to the South Korean FDA to do an independent review and issue the equivalent of an emergency-use authorization. The key advance was the commitment by the South Korean CDC to use patient samples to do the independent evaluation of new tests developed by commercial manufacturers. This accelerated the development and validation of the tests.

When SARS-CoV-2 started to spread, in the first week two domestic manufacturers had produced 700,000 test kits. The tests were able to run on equipment that had been standardized across South Korea’s labs, so they could be sent to any of the country’s 120 facilities. Each test could be turned around in under a day.15 However, to speed the kits to market, the South Korean FDA had only put the tests through a preliminary review. Regulators knew that the rapid development process left gaps in how the tests had been validated. So the South Korean FDA continued to evaluate the tests after they reached the market. The South Koreans acted with speed but not neglect, in the words of Dr. Lee Hyukmin, head of the Korean Laboratory Society.16

“Of course, a kit that’s approved in one week isn’t as good as one that goes through a year of clinical trials,” Lee said. So, in the early days, he said, the government actively spot-checked the results that labs were generating to make sure that the tests were performing well.17

Tests were only part of the challenge. South Korea also needed a way to safely get thousands of people screened. Dr. Kim Jin-yong of the Incheon Medical Center, one of the doctors who treated South Korea’s first positive COVID case, was concerned that even with proper ventilation equipment, rooms at indoor testing sites had to be aired out for thirty minutes between patients, meaning only two tests could be conducted per hour in each room. So he suggested a new approach: drive-through testing sites. Patients would stay in their vehicles while they were tested. Kyungpook National University’s Chilgok Hospital in Daegu (the country’s hardest hit region) installed South Korea’s first drive-through testing center on February 23. In comparison to indoor testing sites, the drive-through centers had the capacity to screen up to six patients per hour, because they didn’t require a lot of time for disinfection and ventilation between patients, and they could be operated by a minimum of four personnel.18

The model was replicated at Yeungnam University Medical Center, another hospital in Daegu. In less than a week, the cities of Goyang and Sejong also established drive-through sites. By April 1, about eighty were in operation.19 The sites were kept away from hospitals, which helped South Korea avoid what happened in Italy, where testing was largely done inside hospitals, causing sick patients to swarm the facilities. In Italy, hospitals ended up being a major source of spread.20

South Korea’s testing capacity reached 20,000 tests per day in the opening weeks of its outbreak. That was for a country of just 51 million people. It equates to about 130,000 tests a day in the US. It’s a level of testing that the US wouldn’t reach for about four months into our epidemic.

Even though the US and South Korea would each report its first confirmed cases of COVID on the same day, South Korea would record daily testing totals over the next two months that would dwarf those in the US. This wasn’t because the South Koreans had more infection, but because they were actively looking for the virus, diagnosing cases, and then tracking and tracing infected patients to contain the spread. In South Korea, they were finding their cases and isolating those infected with the virus. In the US, over the same time period, SARS-CoV-2 was spreading unchecked.

Broad testing enabled the South Koreans to use test results to support an elaborate system for tracking down new cases and those who might have been exposed to the virus. Some American policymakers who were skeptical of taking more aggressive steps in the US to contain spread said that South Korean–style interventions couldn’t work here. They attributed South Korea’s success to the country’s ability to mine electronic data on people’s movements and interactions, enabling tracing and testing on a scale that would have been unobtainable in the US.

The South Koreans employed a workforce of hundreds of epidemiological intelligence officers to track down those who were infected and get them into isolation, or find those who might have been exposed to place them in quarantine while they waited out the incubation period. To support these efforts, South Korea records almost every credit card and bank transaction on government databases. Health agencies were able to legally access this information and combine it with closed-circuit television footage and data from mobile phones to track people’s movements.21 South Korea’s response relied on a high level of public trust and a willingness to yield elements of privacy that would have never flown in the US.22 However, to be successful, we didn’t need to come near this level of intrusion. Tracking and tracing didn’t need to identify every case, just some of them. In the US, even if we could find a fraction of the infections, and convince people to voluntarily self-isolate, it could delay the start of the epidemic, or reduce its severity.23

Following the country’s experience with MERS, South Koreans had accepted the need for this kind of real-time tracing, and the government amended its laws to allow health authorities to collect the same sort of information as law enforcement. The law expanded the country’s authority to quarantine people who, it was believed, could be infected, and stipulated the public’s right to be informed of exposures, requiring the government to send text messages.24

“Other countries simply don’t have the capacity to do these thorough investigations on patients,” said Dr. Jung Ki-suck, a former director of the South Korean CDC. “We had a smaller absolute number of cases than other nations, but more importantly, the social norm, where people are okay with their privacy being infringed for the wider public interest, allowed comprehensive investigations, which is just unimaginable in western countries.”25

In the US, critics of more widespread testing and tracing said that it wouldn’t be successful without the obtrusive measures that South Korea had employed, and that those tactics amounted to a major invasion of people’s privacies. So why try. They said the South Korean government would have a harder time carrying out such effective contact tracing if it couldn’t use electronic information.26

A key to the success of South Korea, and other Asian nations, identified by healthcare advocate Andy Slavitt, wasn’t just the surveillance tools that they used, but social cohesion that made people more willing to engage in collective actions to advance societal interests.27 It’s worth observing that even the South Korean government faced domestic challenges. It was criticized in the South Korean media for its surveillance tactics and the private information it leveraged to carry them out.28 To be sure, the US efforts to adopt case-based interventions, as a way to isolate the infection and slow its spread, were stymied by cultural resistance to the testing and tracing that would be required (many critics felt that even basic tactics would invade privacy, as public health workers tried to hunt down sick contacts and encourage people to go into quarantine). However, case-based interventions to limit spread didn’t require the kind of extreme monitoring that South Korea employed. We should firmly reject the more intrusive tactics the South Koreans adopted, but we can still learn from their success in deploying screening tools. Widespread testing alone could have accomplished a lot, even without the active surveillance.

The Italian town of Vò, in the hard-hit Lombardy region, showed how. Local officials were able to contain spread by combining extensive testing with isolation or quarantine for those infected or exposed to the virus. They accomplished this without the cell phone tracing and the other electronic tools that South Korea used to augment its contact tracing efforts. Starting on March 6, researchers in collaboration with the University of Padua and the Red Cross tested all three thousand residents of Vò, including people who weren’t showing any symptoms. This allowed local officials to isolate infected patients and eradicate the virus from the town within two weeks.29 In the US, by the time we were fully aware of the epidemic spread, it was largely too late to rely on case-based interventions. The US infection levels were so high, and testing was so scarce, that tracking and tracing was never effectively employed during the epidemic’s first wave. We simply had too many cases to identify and isolate new infections, and public health departments had been badly underfunded for many years and didn’t have the personnel and resources they would need to do contact tracing at the required scale.30 By the time we turned to these tactics it was too late. The infection was already everywhere. In the end, American health authorities were hampered from using case-based interventions and the conventional tools of public health, not because we lacked South Korea’s surveillance capacities, but because we couldn’t deploy a diagnostic test.

By early March, America was staring into the abyss. However, it still wasn’t too late. On March 12, I appeared on CNBC’s morning show Squawk Box and said we still had time to get control of the virus and avert the worst outcomes. There were still things we could do to slow the spread and avoid a national epidemic. But time was short, and we needed to take immediate action.31 America, I said, was at a precipice. We sat at the edge of two alternative fates. On the one hand, we still had the chance to contain the virus and mirror some of the experience of South Korea, which was getting control of its outbreak and was already showing sustained declines in new cases. If not, we risked suffering the outcome being faced by Italy, where the epidemic was spiraling out of control. Right before my CNBC appearance that morning, I had posted to Twitter the points I planned to make during the television segment, airing my main message before I shared them with CNBC’s audience. This was something I would do before important television appearances, where I wanted to deliver a careful message. I often used Twitter as a way to get feedback on what I planned to say and pressure-test my main points.

In the series of tweets I posted that morning, I observed: “In U.S. we face two alternative but hard outlooks with #COVID19: that we follow a path similar to South Korea or one closer to Italy.” I also wrote, “We probably lost chance to have an outcome like South Korea. We must do everything to avert the tragic suffering being borne by Italy.”

I continued, “It starts with aggressive screening to get people diagnosed. . . . While testing capacity expands it’s not evenly distributed to places most needed, we’re far behind current caseloads. Too many people still can’t get screened. So, we can’t identify clusters and isolate disease. . . . Social separation works. Every day we delay hard decisions, every day leaders don’t demand collective action, the depth of epidemic will be larger. We must act now. We have narrow window to avert a worse outcome. The virus is firmly rooted in our cities. We’re losing time.”32

When I got off the television set, my iPhone lit up. President Trump had retweeted one of my messages.33 Later in the day, the president called and asked me to come to Washington to discuss my outlook with him. No doubt, he had seized on the hopeful part of my message, that we still had time to be South Korea. The next day I was in the Oval Office laying out the steps I believed we had to take to achieve South Korea’s success. I advocated a major effort to expand testing, to use contact tracing to determine where the infection was, and to encourage people to self-isolate to prevent further transmission. We would need to take targeted steps to reduce social interactions as a way to limit spread in places where widespread community transmission was already under way. However, the key was getting much more testing in place, I said. That was going to be pivotal in addressing the crisis. We had a narrow window to secure the experience in South Korea, where the infection was coming under control. Instead, we ended up being Italy.

How could we have realized a better American outcome?

Part of the answer lies in having the right capacities. South Korea showed the importance of having in place the infrastructure that was required to respond to a pandemic. This was true especially when it came to the equipment needed to deploy an enormous amount of testing. However, having enough test kits and test supplies was just one half of the equation. We also needed an installed base of labs and equipment that could run the tests and the ability to deploy testing sites that could quickly screen a massive population.

Some lessons I learned from the FDA’s response to the devastation caused by Hurricane Maria two and a half years earlier influenced my views on how to build these needed capabilities.

On September 20, 2017, Hurricane Maria made landfall in Puerto Rico and overwhelmed the island. Maria was a category 4 storm when it hit Puerto Rico and traversed the entire long axis of the island, bringing wind gusts of up to 113 miles per hour. Puerto Rico’s power grid was completely destroyed by the storm, leaving millions without electricity.

I was commissioner of the FDA when this tragedy struck, and the death and devastation inflicted on the island’s residents was our urgent concern. The FDA helped in the effort to restore essential services and public health. However, the impact on the island’s manufacturing sector also had broad implications that put at risk the public health of our entire nation. Puerto Rico was home to a large concentration of advanced drug and medical device manufacturing facilities, and these sites were shut down as a result of the destruction. The disruption risked the supply of critical medical products for all of the United States.

The clustering of these facilities in Puerto Rico was not by chance. It was the result of a policy enacted in 1976 that gave drug and device makers special tax incentives that made it economically favorable for them to locate their manufacturing on the island and then ship their products to the US mainland. It was part of a coordinated effort to move life-science manufacturing to the island as a way to support its economy. As a result of these efforts, the manufacture of medical products became a key part of Puerto Rico’s economy, and the island became responsible for the production of about 10 percent of all the prescription drugs consumed in the US.34

The FDA was working closely with the Puerto Rican government and manufacturers to assist in the hurricane recovery efforts. On Friday evening, September 22, I got word that a key dam had become vulnerable and might burst. The resulting floodwaters could have taken out a number of warehouses that had stocks of important cancer medicines and other therapeutics. If the drugs were lost, we feared it could trigger shortages of some lifesaving medicines.

I worked with the FDA’s chief of staff, Lauren Silvis, to secure permission to move the drugs out of the warehouse by air, but the airport was partially closed, and obtaining landing rights was difficult. We didn’t have a lot of time. I phoned Andrew Bremberg, who at that time was head of the president’s Domestic Policy Council, at the White House, to ask whom I should call for help. He connected me with Chris Krebs, an acting undersecretary at the Department of Homeland Security. Krebs would go on to head the Cybersecurity and Infrastructure Security Agency, a stand-alone federal agency that is an operational component under DHS oversight, and he would gain international attention when his efforts to affirm the integrity of the 2020 US presidential election put him in public conflict with President Trump and the president fired Krebs from his job. When I reached Krebs late on the night of September 22, he was at his brother-in-law’s wedding reception. I explained the problem. “Let me take my kids home and call you,” he replied. He called me thirty minutes later and spent the rest of the evening helping me secure the permissions we needed to move the products off the island. Thankfully, the dam ended up holding.

The crisis that night underscored some of our deeper vulnerabilities. We had located the manufacturing for some of our most important medicines to a small number of geographically concentrated sites. In some cases, we didn’t have an adequate plan B if our existing supply chain were disrupted. This wasn’t an issue particular to Puerto Rico. Across the drug industry, critical products are often made in just one or a few plants. A disruption in a single manufacturing site can cause a cascading series of shortages. After 9/11, we paid some attention to these risks. There was a focus on situations where a single manufacturing site was responsible for the production of most, if not all, of a critical medical product. Back then, the concern was that a terrorist attack on one of these sites could trigger a public health disaster. So, in situations where such risks existed, we started to quietly approach drug makers and encouraged them to build additional facilities. A deliberate attack on any one of these sites could cause drug shortages that could lead to mass casualties.35 One area of our focus at the FDA was the supply chain for insulin. It turned out that much of the country’s supply came from a single manufacturing site. That’s not the case anymore, but back then, we were worried about the risk that a deliberate attack on that site could disrupt the majority of the nation’s insulin supply. So the FDA worked closely with the drug manufacturer to help support the company in its efforts to build an additional manufacturing facility.

But that work to build redundant manufacturing sites for key medicines was a limited affair, and ultimately, attention faded and the production of a lot of critical medicines became geographically consolidated again. A week after Hurricane Maria, I traveled to Puerto Rico and visited with our FDA staff on the island. Many were without power and supplies, but they were working to keep the agency’s office operating because they were dedicated to the agency’s mission and knew how critical it was to help make sure FDA regulated products on the island, like food, blood, and medicines were safe and available to support the recovery efforts. Puerto Rico was the location of a large FDA field office where about one hundred of our staff worked. The agency’s presence reflected Puerto Rico’s importance to America’s drug supply chain. Before leaving for that trip, working with Lauren Silvis, the two of us had called the chief executives of each of the companies that maintained a substantial manufacturing facility on the island. We wanted to hear from the CEOs firsthand how much of an impact the storm had on their plants, the consequence to their operations, the public health implications of their outages, and what steps the FDA could take to help them resume critical functions. Our highest priority was to help the people of Puerto Rico. However, for the facilities that manufactured critical drugs, where shortages could have devastating nationwide consequences, we were also working directly with the Federal Emergency Management Agency to help the plants get back online. In some cases, we were helping plants obtain the fuel, generators, and diesel storage tanks they needed. Chris Krebs became a huge help to the FDA and to the people of Puerto Rico in achieving this mission.

When I called each of the CEOs, the status reports varied. Some of their facilities had been badly flooded or damaged by the high winds. All of the plants had their electricity knocked out and were running on backup generators powered by diesel fuel—if they were operating at all. Most had only partially restored their functions. In many cases, the manufacturing sites were running enough of their key infrastructure like air-conditioning systems in order to protect their facilities, but they wouldn’t be able to resume substantial production anytime soon. Each of the sites I surveyed had been greatly impacted. There was one exception: Amgen.

The biotech company operated a large manufacturing facility in Puerto Rico, where it produced the drug Neupogen. The medicine is principally used to help the body make white blood cells, chiefly for patients who are receiving cancer chemotherapy. It works by stimulating the production of new white blood cells in the bone marrow. Neupogen is also vital to national security because it can be used to save the lives of people who have been exposed to radiation by helping the body reconstitute bone marrow.36 It’s for its clinical application in a radiological or nuclear emergency or incident that Neupogen has become a critical part of our national defense, a therapeutic hedge against an act of terrorism.37 If a dirty bomb or other radiological weapon were detonated in a populated city, there would be a surge in demand for Neupogen as a tool to help rescue people harmed by the radiation. For this reason, the US government has added Neupogen to the Strategic National Stockpile, to ensure there will always be an uninterrupted supply of this critical medicine.

When I got Amgen’s CEO, Bob Bradway, on the phone, he described the status of his facility. Located in a remote part of the island, it was operating virtually uninterrupted. The manufacturing site was so hardened that it could probably have churned out Neupogen almost indefinitely, even if it were kept off the electric grid for many months. Staffing the facility was his urgent concern, along with providing for the safety and well-being of his workers and their families. But his plant’s physical structure was fully secure. He had ample generators and enough diesel fuel stored in massive tanks to operate his manufacturing site for long stretches of time.

After a day spent on the phone with CEOs who were piecing together shoestring strategies to keep their plants limping along at partial capacity, Amgen stood out. I asked Bradway why his company had invested enormous resources in building a facility capable of withstanding a major disaster. He said that Amgen had made a guarantee to the federal government that there would never be a disruption in the supply of the drug. To help fulfill that promise, it had created a domestic network of hardened manufacturing sites and distributed these facilities around the nation. Amgen also maintained some excess inventory at its plants so there would always be a “stockpile” in the event of a crisis. The drug was a biologic, so it couldn’t be stored indefinitely. It wouldn’t have made sense for the US government to buy a whole bunch of it and put it in a warehouse. Instead, reserves were kept at the manufacturing sites. When Neupogen came off the production line it didn’t get immediately shipped out. Some of it went on a shelf at the plant, held in a careful storage unit, while product that had been manufactured weeks earlier was shipped out. This was a vendor-managed inventory, maintained on behalf of the federal government. Through this approach, a small but constant stockpile of Neupogen was being continuously refreshed.38

Amgen’s efforts provide an instructive lesson for how we can harden ourselves in preparation for a pandemic and secure the capacity to expand diagnostic testing in a crisis. COVID showed that testing is critical to identifying and controlling the epidemic spread of a new pathogen. The approach that Amgen took to guarantee a continuous supply of Neupogen could also apply to securing an adequate supply of testing: build the residual capacity we need into the system.

The backbone of our testing preparedness is the network of about one hundred public health labs spread across the nation. But these are mostly small labs that do specialized surveillance work. At full tilt, their available capacity to screen for SARS-CoV-2 at the height of the crisis peaked at about ten thousand tests a day—enough to do initial investigative work of a slowly spreading pathogen, and to offer a critical tripwire to a new pathogen, but not enough for a fast-moving epidemic.39 Even if we invested money to expand the capacity of this network, these labs couldn’t maintain enough idle volume to be able to provide sufficient surge capacity in a crisis. However, they offer a critical starting point for building a system that can guarantee better preparedness for the future.

The seeds of a more robust system had already been planted years earlier. Leveraging these public health labs, the US invested in a lab response network following 9/11, but it was largely a bespoke effort to evaluate bioterrorist threats. It wasn’t meant for the large-scale screening needed to keep up with a galloping epidemic. Writing in The Lancet in 2011, Dr. Ali S. Khan, the director of the CDC’s Office of Public Health Preparedness and Response, observed that “Large-scale and unpredictable natural, accidental, or intentionally caused disease outbreaks and environmental disasters need many of the same routine surveillance, laboratory, risk communication, and other core public health systems. The flexibility of the Laboratory Response Network shown during the anthrax attacks, for example, has also played a key part in validating BioWatch results, and for responses ranging from severe acute respiratory syndrome (SARS), monkeypox, West Nile virus, and H5N1, to investigations for ricin and saxitoxin poisonings and numerous exposures to mercury.”40 To support the national testing needs that would be required if an epidemic ever got under way, this system needed to be expanded on.

To keep up with the needed testing volume, such capacity has to be already in place. We need to create a reserve capability that encompasses the full spectrum of testing platforms and consumables that we’ll need in a crisis. It can’t just be mothballed somewhere, either. It needs to be kept operational. This reserve capacity should be thought of as similar to the way that Amgen created those hardened facilities for the continuous production of Neupogen, making sure there was always a supply of the medication available, and that we had the ability to ramp up production in the event of a crisis. We should take the same approach when it comes to testing capacity, and create facilities that have excess volume that can be expanded in a crisis.

The best way to secure this capability is to leverage the nation’s existing labs. Under such a scheme, the government could contract with the large commercial labs and ask them to create some additional testing capacity in their existing facilities. This excess capacity would always be available in the event of a crisis. Other smaller labs could also provide some of this volume, but the three largest commercial labs (LabCorp, Quest, and BioReference Laboratories) with their enormous throughput and facilities, could become the core pillars of this new system.

Under this approach, the federal government would subsidize these labs to build excess capacity inside their existing sites. The labs would also be paid to keep a fresh stockpile of testing consumables (reagents, swabs, etc.) to support a surge in testing demand. Demand for lab services already fluctuates by season, and there’s always some standby capacity available to handle a natural surge in the demand for testing that occurs each winter. We can build on that concept to increase the size of that reserve. Here is how it could work:

Right now, the commercial labs might maintain about three thousand testing machines in their largest reference sites. They typically operate these facilities at 80 percent capacity for maximal productivity. Their present focus is to operate these facilities for maximum efficiency. That helps keep costs down. Instead, there needs to be an equal focus on operating these sites with greater resiliency. Some surge capacity needs to be built into the system as a hedge against a major crisis.

This could mean, for example, operating five thousand machines but running each of them at 50 percent capacity. Running more machines at a reduced volume isn’t maximizing their efficient use. You’re leaving a lot of expensive machinery operating below capacity. However, that excess volume is now available to be tapped in the event of a public health crisis. Addressing a surge in the demand for testing then becomes a function of just running the existing machines a little harder. In this way, the surge capacity is baked into the infrastructure and can be lit up in the event of a crisis. It’s kept hot. The federal government can pay the labs for the additional cost of maintaining this excess capacity, as part of our national security preparedness. Asking labs to run more machines at a reduced capacity is preferable to building a giant lab and mothballing it. This kind of sophisticated equipment needs to be changed out every five to seven years, so it must be operating to make sure it’s up to date, and it needs to be in the hands of a lab that’s able to properly staff these facilities and implement those regular upgrades.

It’s also critical that we distribute this infrastructure around the nation. Diagnostic labs need to be close to population centers to maintain their efficiency. Testing large volumes of patient samples is as much a challenge of logistics as it’s a question of having enough testing machines and consumables to process the samples. One of the challenges during the peak of the COVID crisis was just the physical processing of the samples. Getting the patient samples shipped around the country to a small number of reference labs created bottlenecks. National reference labs were strained to take in and process the many thousands of additional packages that were arriving every day by FedEx, filled with swabs. To reduce testing delays, it’s important to have the testing sites spread around the country, so that they’re closer to the points of care. State public health labs can fill a key role in a crisis, helping to direct this traffic in patient samples across different private and public labs, enabling states to make maximum use of existing supplies and testing capacity.

As for the hardware, different testing platforms are needed to test for different kinds of pathogens. For detecting new viruses, labs need to maintain PCR and sequencing machines. Labs also need equipment to perform antibody tests. The platforms used for such tests can be especially important for detecting infections found primarily in the blood, like the Zika infection.41 To have a proper infrastructure that prepares us for the full range of potential threats, we need to support a diverse base of complementary testing equipment.

We also need to think about the front end—the system for collecting patient samples. In the case of COVID, we couldn’t fully leverage the large footprint that commercial labs like Quest and LabCorp maintain because those facilities were designed primarily for collecting blood samples. COVID was a respiratory pathogen that required nasal swabs. So, we had to create new testing sites that were able to handle huge volumes of swabs. South Korea, following its experience with MERS, built and maintained a lot of the infrastructure they’d need in order to erect a massive screening program for a respiratory pathogen. That’s why it was able to establish those drive-through sites so quickly. Initially, at the outset of a crisis, the testing is likely to get done at these kinds of large testing centers. This was the experience with COVID. But over time, to give more people access to timely screening, the goal must be to move testing into a distributed model where it’s done at medical offices, at retail locations like pharmacies, and at home.

There were other obstacles to putting in place a better testing infrastructure that will need to be solved as part of a new pandemic blueprint. One was the way that the CDC claimed intellectual property rights over the tests it designed. The agency’s scientists are allowed to file patents on assays they develop for public health purposes, including in emergencies. The CDC can then seek royalties on the tests.42 However, this practice can complicate the CDC’s ability to quickly hand off tests to commercial manufacturers. That’s what happened with COVID. Commercial kit makers worried about how the CDC’s claims of intellectual property over the tests could impede the ability to market the tests, and get reimbursed. Negotiating the terms for licensure can eat up valuable time in a crisis. That’s precisely what occurred during COVID.

The CDC’s assertion of intellectual property rights over the COVID tests would be more understandable if the agency had allowed commercial manufacturers also to compete to develop tests. But the CDC exerted tight control over the access to the viral samples that test makers needed and didn’t allow labs to go forward with their own tests without first getting permission from the agency. If labs were eventually given permission to develop tests, they would be required to follow the CDC’s protocols. Through these regulatory measures, the CDC basically owned the entire market, essentially preventing manufacturers from developing their own inventions. Anyone who wanted to make a lab test for COVID had to follow the CDC’s test design, but to use that blueprint, they had to first secure a license to the agency’s intellectual property.

During COVID, critics said that the CDC paid inordinate attention to its intellectual property in the agreements it negotiated with manufacturers. Companies seeking to make the test kits described extended negotiations with the CDC that stretched for weeks as the agency made sure that the contracts protected its inventions. Some test makers balked at the provisions. In other cases, companies tried to maneuver around the CDC’s intellectual property claims, by modifying tests to avoid infringing the CDC’s claimed designs. The FDA told the CDC on February 20 that the commercial manufacturers were telling regulators that companies couldn’t deploy the CDC test because of “IP limitations.” Following up on this, the FDA pressed the CDC simply to license its design to manufacturers that could mass produce testing kits that could be commercially distributed.

In one episode, in an attempt to protect its intellectual property, the CDC balked at providing its quality-control procedures to New York State so the state’s labs could start using the protocol to validate the tests they had developed. The FDA provided the procedures to New York anyway, without notifying the CDC that they had been shared. On another occasion, the CDC asked the FDA to change the authorization for the CDC’s tests to make sure that the regulatory documents contained language that would protect the CDC’s inventions and allow the agency to collect royalties on its diagnostics. The CDC wouldn’t fully relent on some of its most burdensome intellectual property claims, particularly those governing the process for validating the reliability of tests, until March.

These practices should be revisited. They don’t serve an identifiable policy goal, especially in the setting of a public health emergency, where speed to testing is paramount. The CDC isn’t pressing its patent claims to make sure that the resulting tests are more accessible, nor is the agency asserting property claims to make the tests more affordable to patients. It’s largely just guarding its turf.

Part of the agency’s posture reflected its belief that in the past it had been burned when it fashioned innovations, only to see private companies profiting off its inventions. An episode that stood out in the minds of some CDC officials occurred in the early 1980s, when the CDC and drug maker Chiron entered into a research collaboration aimed at developing a test for hepatitis C, but then several years later, Chiron received exclusive rights to the test and a lucrative commercial monopoly.43 After academic scientists criticized the CDC for letting Chiron get the monopoly over the test, the agency challenged Chiron’s patent and proposed an agreement that would have assigned the CDC a half interest in the patents and a ten-year royalty of 3 percent of net sales. Chiron declined to go along and, following a protracted legal fight, ultimately prevailed, agreeing in 1990 to a much smaller concession to the CDC and to Dr. Daniel W. Bradley, who had spent twenty-three years at the CDC and whose research to isolate and clone the hepatitis C virus, the CDC argued, was central to the development of the test. Under the settlement, Chiron agreed to pay Bradley $67,500 a year for five years “in recognition of his contributions to the field” of hepatitis C research.44 Shortly before the five years ran out, in 1994, Bradley (who had since left the CDC for a job at the WHO) filed suit against Chiron, claiming, once again, that Chiron had used his research and then shut him out of a patent resulting from the discovery. Bradley would lose on appeal. The experience with Chiron left some bitterness at the CDC that, along with some similar episodes, made the agency more aggressive in trying to assert intellectual property rights over its work.45 That indignation carried through into its work on other pathogens, including SARS-1, when the CDC asserted ownership of the SARS-1 virus and its entire genetic content after CDC researchers had helped map the pathogen’s genome. Rather than try to profit from the patents on SARS-1, the CDC said its aim was to prevent other companies and researchers from monopolizing the field the way Chiron had with hepatitis C.46

Part of the challenge to America’s efforts to rapidly field a test in a crisis is that the CDC can effectively maintain a monopoly on the development and design of tests through its control over the access to viral samples and the power to determine which labs and companies are authorized to manufacture a test and start screening for a new pathogen. This creates the potential for a conflict of interest if the CDC can compel commercial manufacturers to forgo their own development work through the agency’s control over test creation and then require commercial manufacturers to pay royalties to the CDC for the right to use the agency’s test design—and submit to the CDC’s commercial terms.

At the very least, the terms that the CDC seeks should be standardized and settled in advance with a handful of manufacturers who are then prepositioned to take a warm handoff from the agency in the event of a crisis. This would ensure that the transition from the CDC to commercial manufacturers happens smoothly and quickly in a crisis. In such a framework, the commercial test kit makers would function largely as contract manufacturers to the CDC. During COVID, some manufacturers that might have been able to copy the CDC’s test design, and produce kits in large quantities, instead initially sat on the sidelines, worried that they would infringe the CDC’s intellectual property claims, fail to secure access to its assays, or be unable to reach commercial terms with the agency.

Going forward, we need a hot base of industrial testing capacity. This is what South Korea did. Its government offered contracts to its manufacturers to get them to focus on COVID before cases even arrived. It also guaranteed its test manufacturers a return on their investment, so there were economic incentives in place at the very outset. The equipment needed for deploying hundreds of new testing sites and running samples was already in place.

In the US, we turned to our commercial labs and test kit manufacturers late and didn’t coordinate their efforts in any meaningful way. The result was hundreds of different labs and manufacturers entering the market, often with custom-made solutions that couldn’t be deployed widely because they would work only on specific instruments or only in certain labs.

This disorganized approach used up unnecessary supplies on tests that could never achieve sufficient scale to provide a meaningful volume of screening. It diverted the resources of regulators who should have focused their efforts on a more curated set of manufacturers capable of producing tests that could be used in the largest number of labs and on the greatest number of patients. Ultimately, once commercial manufacturers were able to get into this market in late March and April 2020, the scattershot nature of the early development efforts meant that we had fewer accessible tests than if that development work had been more carefully orchestrated.

A pandemic strategy should include a plan for leveraging the expertise and capacity of a defined set of labs and test kit manufacturers. They should be contracted with in advance, and their help should be enlisted early in a crisis, to ensure that the needed testing is in place if an outbreak unexpectedly turns into an epidemic. These partners should be given the resources they need (such as viral samples) to develop kits that can be run on the largest possible installed base of testing instruments. The CDC should have these commercial firms on standby, with some dedicated resources that are financed in advance and ready to be ramped up when needed.

We also need a mechanism to buy test kits in advance of an epidemic, and not wait until a new pathogen becomes widespread. The federal government needs to be willing to start stockpiling these kits when a new virus first surfaces, so we’ll have them if an epidemic erupts.

In the US, very little money was allocated to diagnostics, even once Operation Warp Speed got under way. Early on, BARDA made some individual investments in certain tests. However, many of these were novel, point-of-care diagnostics and at-home tests that would be needed later to solve specific needs. Most of the US government funding would be focused on vaccines.47 Meanwhile, the US manufacturers capable of designing tests for COVID were reluctant to jump into this market. The FDA’s professional staff had been working with commercial manufacturers and labs starting in January, but there was no leadership from HHS or from the FDA commissioner to encourage these developers into the market. Secretary Azar looked to the CDC to solve the testing shortage problem. During January and February 2020, the HHS leadership was mostly preoccupied with the travel restrictions and repatriating Americans from other nations. The commercial manufacturers and labs, in turn, were frozen by a belief that the CDC had this covered and would soon flood the market with its own kits. The industry’s difficult experience trying to market tests for Zika skewed their response to COVID. When the Zika outbreak emerged, device makers had pivoted quickly into the production of new tests only to get financially burned when the threat dissipated, and the government wouldn’t reimburse some labs and manufacturers for the tests that they had produced and performed.48

To get the manufacturers and commercial labs into the market early, senior officials needed to guarantee the purchase and payment for their tests. We needed to anticipate the threat, and the officials at HHS needed to create a market where one didn’t yet exist. However, nobody predicted how quickly the epidemic would explode, how much spread was already under way, and how much testing we would need. Even if these needs had been anticipated, there was no natural home for mounting such a testing response. South Korea reformed its CDC after MERS and gave it responsibility for creating a testing market in a crisis. In the US, HHS turned to the CDC, and the CDC didn’t have the policy orientation, operational experience, or industrial expertise to pull off an effort on this scale. As a consequence, we never had enough testing to keep up with the initial spread, and we lost control of the pandemic at its very outset. It made the need for safe and effective therapeutics and vaccines even more urgent.




Chapter 15

Evidence Is Hard to Collect in a Crisis

He had a low-grade fever. Then some muscle aches. However, at first it wasn’t so bad. Not bad enough to keep him from traveling. He got on a commercial airplane from Saudi Arabia, where he was working as a healthcare provider, bound for Chicago, and then took a seventy-minute bus ride before arriving at his home in Indiana. Three days later, his nagging symptoms abruptly worsened: he grew short of breath and developed a high fever. He was evaluated at a local hospital, where a chest X-ray showed a right-lower-lobe pneumonia, and a CAT scan would show that the infection had progressed to both of his lungs. As his condition deteriorated, he was admitted to the Community Hospital in Munster, Indiana.

These events took place at the end of April 2014. The man admitted to the hospital was America’s first known case of a novel coronavirus known as Middle East Respiratory Syndrome, or MERS. During the course of his trip through the healthcare system, fifty-three healthcare workers were in contact with him before his diagnosis emerged. Probably hundreds of others were exposed to the virus during his journey from Saudi Arabia.1

A few days after the Indiana man was admitted to the hospital, a second case of MERS emerged in America, another healthcare provider who worked in Saudi Arabia and had similarly traveled by a commercial airline from the kingdom via London, Boston, and Atlanta, to his final destination in Orlando. He had first started to feel sick on the flight, but it wasn’t until a few days later, on May 9, that he visited a local emergency room and was admitted.2 The Florida Department of Health confirmed his diagnosis on May 12.3

Once again, hundreds of people had been exposed along his route.

The two episodes showed how easily a novel virus can journey across the world and infect people along the way. MERS had first emerged in Jeddah, Saudi Arabia, two years earlier, with a cluster of infections in June 2012. It would continue to spread across Asia, Africa, and Europe before reaching America.4 By December 2015, a report from the WHO identified 1,621 cases in twenty-six countries, with 584 deaths.5

The MERS virus never obtained the ability to spread easily between people; it was largely transmitted through close contact with its animal hosts, usually camels. When human transmission occurred, most of the cases were confined to healthcare settings, where providers would have sustained contact with patients, often without taking adequate precautions to protect themselves.6 But the virus proved to be dangerous, and it should have been a provocation to take the threat of novel coronaviruses more seriously. MERS arrived just a few years after SARS-1 had already sparked a dangerous epidemic, infecting more than eight thousand people and ultimately spreading to twenty-nine countries, killing at least 774 people worldwide. Most of the cases of SARS-1 would occur over an eight-month period in 2002 and 2003, but the virus would linger for another year.7 It was clear that coronaviruses were on the march.

The emergence of SARS-1 changed our conventional understanding of this class of viruses. It showed that novel coronaviruses could emerge, evolve to infect humans, and become lethal killers. MERS underscored these risks. There were ample reservoirs for new and potentially more serious strains. Coronaviruses could be found in bats, whales, pigs, birds, cats, dogs, and mice.8 The SARS-1 epidemic had its origin in a bat virus that had spread first to civets, an animal sold in live food markets that served as the virus’s intermediate host, before spreading from civets to people. For MERS, the intermediary host animals were camels.9 It was now clear that this once benign class of viruses had pandemic potential.

In virology and in nature, it has often been said that what is past is prologue.10 The proven potential for evolutionary change meant that, as a category of viruses, coronaviruses could pose a substantial risk to human beings. A novel and dangerous strain that was already lurking in an animal reservoir could adapt to human biology and emerge into human circulation for the first time.

This is how SARS-1 came about. It was an existing virus that transferred with just minor modifications, from an animal reservoir in bats and then to its eventual arrival in the human population.11 Making matters more ominous, the reservoir of potential coronavirus threats was deep. One research team traveled to twenty different countries to survey animals where the viral species is known to hide. They sequenced the viruses they found and identified about one hundred different clusters of novel coronaviruses, more than 90 percent of them in bats.12 In a single site known as the Shitou Cave, located just outside of Kunming, the capital of Yunnan Province in southwestern China, the researchers found a coronavirus resembling SARS-1 with attributes that more or less proved that it had the ability to infect human cells. It would provide earlier evidence that SARS-like coronaviruses with the potential to hop from bats to humans were circulating in southern China. In 2013, the scientists published their findings in the prominent journal Nature. It should have provided a grave warning to the world.13

Historically, advances in public health preparedness have come as a result of major crises. In the case of infectious disease, these advances often followed an epidemic or the fear of one. A lot of the progress we made in improving pandemic surveillance, for example, grew out of concerns over the H5N1 bird flu. When it came to novel coronaviruses, investments were made after SARS-1 and MERS, but were transient. Once the immediate threat seemed to subside, so did the interest in improving preparedness.

In 2004, the National Institute of Allergy and Infectious Diseases awarded $104.7 million in annual funding for coronavirus-related research. However, that funding fell to $14.9 million by 2010. It climbed after MERS, but declined again after that threat receded, and by 2019 it was $27.7 million.14 The private sector also made investments, but they, too, didn’t get much support. The biotechnology company Regeneron fashioned a therapeutic antibody that could target MERS and might have been turned into an effective drug. The new treatment worked by mimicking the antibodies that our bodies would produce naturally in response to a MERS infection. Regeneron had tested the drug successfully, but it wasn’t advanced into human trials. After the immediate risk of MERS seemed to fade, policymakers lost interest in these countermeasures.

Then there was work to develop a vaccine to MERS, much of it coordinated by the Coalition for Epidemic Preparedness Innovations (CEPI), a global foundation established to finance independent projects aimed at the development of vaccines against emerging infectious diseases. CEPI is run by Richard Hatchett, one of the original architects of the mitigation tactics included in the 2005 pandemic plan set in motion by President Bush. CEPI’s work is focused on the WHO’s “blueprint list of priority diseases,”15 which include coronaviruses. Launched in 2017 with $460 million from the Bill and Melinda Gates Foundation, The Wellcome Trust, and a group of nations, including Norway, Japan, and Germany, CEPI is the closest thing we have to a collective international effort to develop countermeasures to global threats.16 CEPI is one of the few bodies that remained committed to these risks, but many lost interest in CEPI’s coronavirus-focused efforts after the perceived threats from SARS-1 and MERS seemed to recede.17

The traditional planning for pandemics had always envisioned the US developing countermeasures against specific pathogens. When it came to threats that could spring from nature, there was an almost single-minded focus on flu. When it came to pathogens that could be harvested from a lab and deliberately turned into bioterrorist weapons, much of the emphasis was on anthrax and smallpox. These pathogens consumed most of our attention.

The strategy was to stockpile countermeasures (therapeutics and vaccines) to these specific threats, so we would have them on the shelf, in a warehouse, to be employed immediately in the event that one of these dangers emerged. What SARS-1 and MERS showed was that we needed to prepare for the unexpected. Few predicted that a novel coronavirus would emerge that was such an efficient killer as SARS-1. Then it happened again with MERS. The initial policy reflex was to try to develop specific medical countermeasures to these two threats, but when these viruses seemed to recede back into nature, so did the bulk of the efforts to counter them with drugs and vaccines.

What we needed instead was sustained investment in broad capabilities that could counter a range of similar dangers—not specific countermeasures, but general approaches to designing and developing drugs and vaccines that could be employed against an array of adjacent risks. Among the diseases on the WHO’s priority list are: Crimean-Congo hemorrhagic fever, Ebola virus disease and Marburg virus disease, Lassa fever, Nipah and henipaviral diseases, Rift Valley fever, and “disease X,” the risk that a pathogen will emerge that’s currently unknown to science.18 SARS-1 and MERS may have retreated, but their very emergence proved that new dangers could arise from unexpected places. We needed platforms for designing drugs and vaccines to target whole classes of viruses in the event that something new and dangerous suddenly appeared.

We didn’t make these sorts of investments, not after SARS-1, not after MERS, and certainly not the way we should have. We remained too focused on flu and not enough on broad capabilities to protect us against unexpected risks. We nonetheless were fortunate, in some respects, that when COVID emerged, we were right at the cusp of a major inflection in science that enabled us to derive fully synthetic drugs and vaccines based largely on information about a virus’s genetic sequence, and to be able to quickly develop and mass produce therapeutic antibodies and genomically derived vaccines. We would swing each of these platforms into action to develop countermeasures to COVID. While the Defense Advanced Research Projects Agency, an agency of the Department of Defense that develops countermeasures to national security threats like bioweapons, had laid some of the foundation for using these technologies in the setting of a pandemic (through its work on developing antibody drugs and nucleic acid–based vaccines to address emerging infectious diseases), it wasn’t by deliberate design that we had these capabilities to use against COVID.19 We got lucky that the technology had advanced in the private sector to a point where it could be quickly pivoted to these national security endeavors.

Our ability to use these nimble platforms to develop specific remedies for COVID would be a powerful proof of principle for the value of having broad capabilities that could be used to counter a diversity of unexpected threats. Going forward, to reduce the risk posed by future pandemics, the lesson was clear: It’s too hard to guess where the next threat is going to come from. It could be a novel strain of flu, a new coronavirus, or something that mutates in an unexpected way to pose a completely novel risk. We’re just as likely to guess wrong if we try to guess at all. What matters most is having core capabilities that can allow us to quickly fashion countermeasures against a broad selection of potential threats and then manufacture drugs and vaccines in the quantities required to protect us.

Antibody drugs provided one such capability, and they could have had an even greater impact in reducing COVID deaths during the fall and winter surge, giving us a potent tool to control the pandemic. However, developing these drugs wasn’t the biggest problem. A lot of the technology for engineering them was already on the shelf; even if the programs against MERS had never gone forward, the science for quickly fashioning antibody drugs against novel viruses had advanced considerably. We didn’t develop these therapies as quickly as we could have, however: we were slow to conduct the clinical trials to prove that they worked, and then we were slow to deliver them to patients.

Getting the clinical trials done quickly should have been an achievable task. These trials should have been a high priority, and yet they struggled to enroll patients. Too many doctors steered their patients to competing trials evaluating arguably less promising medicines. There were literally thousands of clinical trials under way with various drugs that doctors hoped could help treat COVID, though most of these drugs had dubious value. It was a therapeutic free-for-all.

It’s already difficult to run clinical trials in a crisis. Doctors don’t have time to enroll patients and follow rigid protocols when they’re overwhelmed by the daily demands of delivering medical care in a pandemic. Moreover, patients are often reluctant to enter randomized trials in which they might receive a placebo when they’re sick with a potentially fatal condition. If they’re going to take their chances with an experimental drug, they want to make sure they’re getting the actual medicine and not a sugar pill, and it’s often the drugs that show the least potential that are tested in less rigorous, open-label studies where everyone is promised the medicine.

Yet in a public health crisis, it’s critical that drugs that show the most promise are prioritized and advanced more quickly. The enrollment and completion of clinical trials needs to favor the drugs with the most potential to improve outcomes. An analysis by the then head of the FDA’s drug center, Dr. Janet Woodcock, would find that about 90 percent of the COVID trials run during the pandemic were designed in a way that would never yield actionable results that could change medical practice.20 That meant that an awful lot of patients entered trials that offered little hope of generating evidence that could improve the care of patients. Given the difficulty of running clinical trials in a crisis, this was a terrible amount of wasted effort and opportunity.

To steer enrollment to studies that were most likely to yield actionable results, what we needed was something akin to the Defense Production Act for clinical research. The DPA was enacted in 1950, at the start of the Korean War, to help mobilize resources in support of the war effort. The law gave the federal government the authority to require businesses to accept and prioritize contracts for materials judged to be necessary for national defense, regardless of whether the businesses would lose money on the transaction.21 The DPA would be invoked dozens of times in the setting of COVID to prioritize contracts aimed at mobilizing the production of drugs, vaccines, and medical equipment.22

However, nothing similar existed when it came to the conduct of clinical trials. Federal regulators at the FDA had no way to prioritize the conduct and completion of certain trials over others, or to steer enrollment toward higher-value studies. Researchers at the NIH could use their funding mechanisms to support high-priority studies, but they had limited ability to direct academic sites to prioritize enrollment in some clinical trials over others. With the right authorities, the two agencies could be traffic cops on clinical trial enrollment in the setting of a public health crisis. The time needed to conduct studies, and access to patients willing to participate in trials, is a scarce resource in a crisis. Such authority was needed to make sure we turned over cards on the treatments that were most likely to save lives.

We also needed to make sure trials were designed with an eye toward simplicity. If the trials are too elaborate, take too long, and require the collection of too much complicated data, then overwhelmed providers will simply decline to participate. During a pandemic, when doctors are overworked by the need to deliver crisis levels of care, they simply don’t have the time to participate in complicated trials that require them to input a lot of extra information on all of their patients. We need to keep it simple. We need trial designs that are crisis proof.

One of the few successful efforts was the British RECOVERY trial, an acronym for Randomized Evaluation of COVID-19 Therapy. RECOVERY was a practical trial that assigned patients to different COVID treatments at random and limited the data it collected to just the most important measures of disease severity and outcomes. This approach made it easier for providers to participate in the study.23 It was the RECOVERY trial that showed that the steroid drug dexamethasone helped reduce COVID death rates by as much as 30 percent in patients who needed oxygen or mechanical ventilation. This was a profound impact from a simple, cheap, and relatively safe intervention.24

Conducted in hospitals across the UK, by the summer of 2020 RECOVERY had enrolled more than eleven thousand COVID patients who were randomized to receive usual care or one of six treatments.25 The trial’s simple design was a stark contrast to the more elaborate trials pursued in the US. Instead of focusing on the limited number of variables that were most relevant to determining whether a drug was delivering a benefit, as RECOVERY did, many US trials tracked dozens and sometimes hundreds of different variables and required providers to input reams of sometimes marginally useful information. The more elaborate US trials just took too much effort to run. The more cumbersome trials also made it harder to enroll patients, and the conduct of these studies were often confined to a smaller subset of academic sites capable of administering the complicated trials. This created additional barriers for underserved communities that didn’t have as ready access to these specialized healthcare sites and, in turn, lacked access to promising experimental treatments through clinical trials, potentially worsening outcomes for these communities.

In the end, most of the key answers on which drugs were providing a benefit to patients came not from the thousands of trials under way in the US, but from the single British RECOVERY trial. Yet US public health authorities didn’t even participate in RECOVERY or support its model, viewing it as insufficiently rigorous because it didn’t collect data on all of the variables that they believed might influence COVID outcomes. Instead, the NIH supported its own clinical trial network, the Accelerating COVID-19 Therapeutic Interventions and Vaccines (ACTIV), which took a more traditional approach to how the clinical trials were conducted, relying on carefully randomized studies that collected a lot more information to evaluate different therapeutics. After a year, not a single therapeutic would be authorized by the FDA based on information derived from ACTIV.

The development of evidence proving the substantial benefit of steroids in treating COVID, and the efforts of the RECOVERY trial to uncover these findings, simultaneously reveals the virtue of the RECOVERY approach, and the reason why American regulators didn’t support the trial.

The RECOVERY trial was referred to as a practical trial because it had a simple design where it looked at just the key variables that could help doctors tell if the drug was working. Usually a clinical trial might track dozens or even hundreds of factors that could impact a drug’s effect on a patient. The idea is to monitor everything that might affect the outcome you’re looking for, so you can control for these exogenous factors that might influence outcomes and be mistakenly construed as an effect of the drug. But in order to make the RECOVERY trial more efficient and easier to run in a crisis, it didn’t require providers to track the full complement of clinical variables that a regular study would evaluate. For example, doctors weren’t required to monitor the level of sugar in patients’ blood. We know that when patients are treated with steroids, their glucose rises. Some might argue that we need to know if there’s a correlation between the magnitude of that rise and the clinical response to steroids. The architects of the RECOVERY trial would say: Why monitor a variable when we know what it’s likely to show? Moreover, we know that doctors are going to treat high blood sugar. The critical data point is whether the steroids improve survival. Knowing how the change in blood sugar might impact that outcome is secondary to the key question we’re trying to answer.26

In normal times, America’s decentralized clinical trial system serves us well as the competition for products and scientific findings helps spur research and investment. In a crisis like COVID, this same competition for drugs, ideas, and scientific findings really hurt us. In the setting of a fast-moving public health emergency, there’s no time to waste. We squandered far too much time running studies on dubious therapies, often with trial designs that were inadequate to answer the question of whether a therapy worked. We needed more practical studies like RECOVERY and more central organization around the conduct of research in a public health crisis. We need to support deliberate efforts to steer patients into the trials that are more likely to provide benefits and yield actionable evidence that can improve treatment and outcomes.

The controversy surrounding use of hydroxychloroquine to treat COVID would illustrate the significant risk of allowing critical scientific questions to linger, where the desire for a swift therapeutic solution and the need for public health rigor collided to produce some unfortunate challenges. Initially, there was some belief among doctors, based on small studies, that hydroxychloroquine might provide a benefit. So the drug was heavily used in the first several months of the pandemic. In April, the majority of hospitalized patients in New York were receiving the therapy. However, subsequent research didn’t support the drug’s hoped-for benefits. Yet more than one hundred studies with the drug would be under way by the summer of 2020, even though by this point its claimed benefits had been fully disproved.27

A devotion had formed around the drug’s perceived benefits, which was initially promoted on Twitter by some investors and tech executives, and these postings got picked up in mid-March on cable news and were advanced prominently by Fox News host Laura Ingraham, who featured multiple segments about the medicine and emailed the White House about the drug.28 Within days of Ingraham’s initial segment on Fox News, President Trump made his first mention of hydroxychloroquine from the White House podium.29

I didn’t believe the president was being well advised on the drug and research evaluating its use in COVID. A group of outside doctors had gained access to the Oval Office and advanced their anecdotal experiences as proof of its purported efficacy. Some of these meetings were attended by FDA commissioner Stephen Hahn, whose involvement lent further credence to the speculative therapy.30 The drug soon became a political ambition for those who believed it could bring an end to COVID, and it continued to be promoted heavily by a handful of TV commentators. During a single two-week period between March 23 and April 6, hydroxychloroquine was mentioned on Fox News nearly three hundred times.31

President Trump called me on March 18 to ask my opinion about his desire to authorize the drug’s use. The president would have been superseding the advice of the FDA’s professional staff if he were to issue an authorization for the drug to be used in the treatment for COVID. I was on the speakerphone while others were gathered in the Oval Office around the president’s desk. Secretary Azar had said that Trump had the authority to issue the order and that Azar would implement it. I expressed my serious concerns about the idea, joined by Anthony Fauci, who was conferenced into the call after the meeting had already started. Hahn was in the Oval Office during the conversation, but remained silent through the discussion. Fauci and I voiced similar worries, arguing that such a move by the White House, to force a premature action on the drug, would undermine the regulatory process at a moment when the American people needed to trust the independence and rigor of the FDA’s decision making. It was clear that there were a lot of critical actions that the FDA would be drawn into on other therapeutics and vaccines. The agency’s scientific independence would become a crucial currency. More important, by that point, it was becoming more obvious that hydroxychloroquine didn’t work in treating COVID and might harm patients.

The president was cautious and seemed to agree that the White House shouldn’t intervene. However, it wouldn’t be the last word. The president continued to promote the drug, and pressure to find other ways to broaden access to the medicine would continue among his staff and at HHS. The next day, at a press conference, the president said that the drug was soon going to be made widely available and “given out to large groups of people.”32 Ten days later, on March 28, Hahn would issue an authorization for the drug’s emergency use as a hospital-based treatment of COVID.33 Privately, those around the commissioner said that the decision to issue the EUA was driven by pressure from officials at HHS, who in turn were under pressure from the White House to make 30 million doses of the drug (donated to the strategic stockpile by the drug maker Novartis) available to patients.34 Since the donated tablets were intended for foreign markets, and weren’t an FDA-approved formulation of the drug that could be legally sold in the US, the EUA was needed to authorize their prescribing and allow them to be legally distributed in the US.

At the same time, there was a second reason why HHS officials wanted the EUA. I was told by White House staff that Larry Ellison, the executive chairman of the tech firm Oracle, had proposed to the president that Oracle would lead an effort to develop an app and a database that could track information about the drug’s use and evaluate its treatment effects in patients.35 Inside the White House, proponents of the drug saw the database as a potential way to develop data that would confirm the drug’s purported benefits. It could, in the eyes of some who supported the scheme, serve as an end run around the FDA. However, to go forward with its plan, HHS officials told the FDA that Oracle wanted protection from liability, and that’s where the EUA came in. The EUA would extend indemnification to Oracle under the terms of the PREP Act, which provides immunity from liability for claims relating to or resulting from administration or use of countermeasures used in a public health emergency.36 So, the White House was leaning on HHS to put the Oracle app in place, and HHS, in turn, was pressuring Hahn to issue an EUA.

However, an EUA might also instigate more prescribing of the drug at a time when evidence was mounting that it didn’t work. On May 18, Trump would become a patient himself, declaring that he was taking hydroxychloroquine as a prophylactic to prevent infection after he had come into contact with the virus. In his announcement he said that he had received “so many letters” from constituents who said it worked. “I want the people of this nation to feel good,” Trump said.37

Yet the next day, May 19, scientists at the FDA’s drug center completed an analysis of the hydroxychloroquine’s side effects, based on reports from physicians who were treating COVID patients with the drug and had spotted problems. The analysis found that there had been nearly four hundred adverse health events linked to the medicine, including eighty-seven deaths. Fourteen cases were identified with ventricular arrhythmia, a known side effect of the medicine, of whom seven died.38 The scientific data was shared with the White House, where it set off conflict.39 The White House still wanted the drug broadly distributed. Emails showed that Hahn ultimately approved a plan to allow doses to be sent from the federal stockpile to community pharmacies, even though the FDA’s authorization restricted the drug’s use to hospitals.40

A month later, on June 15, after more data showed that hydroxychloroquine was providing no benefit while introducing additional risks, the FDA revoked its prior action authorizing the drug’s use in the treatment of COVID. “The agency determined that the legal criteria for issuing an [Emergency Use Authorization] are no longer met,” the FDA said in announcing the action. “Based on its ongoing analysis of the EUA and emerging scientific data, the FDA determined that chloroquine and hydroxychloroquine are unlikely to be effective in treating COVID-19 for the authorized uses in the EUA. . . . Additionally, in light of ongoing serious cardiac adverse events and other potentially serious side effects, the known and potential benefits of chloroquine and hydroxychloroquine no longer outweigh the known and potential risks for the authorized use.41 The FDA’s safety report, the one from May 19 detailing the adverse events, was posted to the FDA’s website on July 1.42

I care deeply about the FDA’s mission, the dedication of its staff, and its central role in addressing the crisis. It was personally hard for me to watch what were, in my estimation, the challenges Hahn faced in not being able to safeguard some of those principles with HHS and the White House and to protect the FDA’s prerogatives to make independent decisions grounded in science. When I was in the role, we had our own fair share of challenges, and efforts by others to use political power to infringe on some of the agency’s decision-making authority. We strenuously opposed an effort by the Department of Defense, which wanted to seize from the FDA authority for overseeing the approval of medical products that would be used for soldiers.43 We made our case to Attorney General Jeff Sessions, who wanted the FDA to affirm that it didn’t have authority to regulate drugs that would be used to provide anesthesia to ease the suffering of prisoners who were being put to death.44 We had wrestled with the Department of Agriculture, which wanted to usurp from the FDA some of the agency’s authority to regulate the safety of food products.

If the FDA had relented to such positions, I believed it would have undermined some of our core authorities, sacrificed aspects of our public health mission, and put patients at potential risk. In each of these episodes, we waged a spirited defense of the agency’s prerogatives, we “spent political capital” in advancing our positions, and we prevailed on the issues. The FDA wielded immense authority over areas that touched people’s lives in profound ways. There were always political forces looking to encroach on the agency’s authorities. And in the setting of a global pandemic, those political pressures were especially profound, and the fault rests with those who tried to pressure Hahn to take actions that the agency couldn’t support through its objective review of the science. I’m sure in the actions Hahn took, he tried to limit harm to patients and to the agency’s public health mission and its independent decision making. However, the hydroxychloroquine episode was a cautionary tale for many reasons.

Foremost, it reinforced why it’s critical to produce meaningful evidence in a crisis. A false perception of the drug’s benefits was able fester because we didn’t firmly settle these questions early, through the conduct of good studies. The drug was widely embraced in April, when there was some belief that it could provide benefits, and these hoped-for benefits seemed to outweigh its known risks in a setting where patients had few options. As evidence accumulated that the drug wasn’t helping patients, and as other treatments emerged, doctors stopped prescribing it, but at that point, the drug had become a cause célèbre. Far too many people continued to be inappropriately exposed to the medicine, and perhaps harmed by it or denied more effective options. The false narrative had persisted for so long, and had become so hardened, it eventually obscured the evidence that it wasn’t working. We failed to produce an early and conclusive study to frame accurately its risks and benefits and put some of the original speculations to rest. When that firm evidence finally arrived, the perceptions were already deeply embedded, and the data didn’t break through. A year later, in June 2021, when a single, small, retrospective study came out by doctors from a hospital in New Jersey—suggesting that their experience with the drug showed that it might benefit a select group of very sick patients when used in high doses and in combination with the antibiotic azithromycin—supporters of the president seized on it to say he was right all along.45 The hardened views on the drug had persisted.

The COVID response continued to be hampered by the challenge of fielding properly crafted studies that could decisively answer key clinical questions, both before the hydroxychloroquine bubble inflated and burst, and well after. By December 2020, there were 251 studies examining the benefits and risks of different antiviral drugs that, it was hoped, could act directly on SARS-CoV-2 to block its replication, but only twenty-four were randomized, adequately controlled studies that were designed to yield a definitive answer about a drug’s effectiveness. Similarly, there were 225 studies with drugs that targeted the intracellular environment as a way to disrupt the function of the virus, but only nine were designed in a way that they would produce clear answers. There were 737 studies with drugs designed to suppress the hyperactive immune response that some patients developed, but only 31 were properly designed to generate a decisive conclusion.46 Yet while all these studies were under way, many of which wouldn’t yield useful answers, the trials with the antibody drugs, the most promising medicines in development, were delayed because of difficulty enrolling patients. A lot of eligible patients were being siphoned away by competing studies that were evaluating inferior drugs.

The episode involving hydroxychloroquine was instructive for another reason. It revealed the importance of holding the line where core principles were at stake. Decisions in a public health crisis should be based on clear evidence to support these convictions. I was especially focused on what was happening at the FDA, having worked there for many years, and I was concerned about any perceived intrusion into the agency’s scientific autonomy. Commissioner Hahn faced strong pressure to open up parts of that science-based process to the scrutiny of officials at HHS and the White House, and having crossed that line on hydroxychloroquine, he would be at pains to reclaim that independence later. In Washington, one lesson I had learned by watching others be subject to political forces, and by coming under such pressure myself, is that once you show you can be influenced or controlled, it invites more people to try to push you around. Bend your principles a little, and you get pressured later to bend them a lot.

There was an even broader lesson here. Regulatory agencies like the FDA have politically appointed leadership that are subject to Senate confirmation for a reason. The role of a politically appointed chief is to help align an agency with the political objectives of Congress and the executive branch, and to be accountable to both. However, there’s a mutual concession in this arrangement. A politically appointed agency head has a twin obligation to educate political leaders about an agency’s prerogatives and to maintain the delicate line between an agency’s core mission and the political goals of elected officials. As the American Enterprise Institute’s Yuval Levin noted, “Political appointees in federal agencies are not ideological compliance czars but essential two-way conduits between the sources of public accountability and the sources of professional expertise in government. They represent the agency’s views and priorities to the president’s senior team at least as much as they convey the president’s views and priorities to agency staff.”47 As the head of an agency, I knew that there were times when I would need to call balls and strikes, and that my decisions might be in conflict with someone’s political objective. However, I always had a chance to educate leaders in the process, building support where I could or seeking concession where I had to, but I had an obligation to support the agency’s findings and affirm its mission.

These considerations would play out in one of the biggest challenges that the FDA confronted in the COVID crisis—bringing a safe and effective vaccine to the market. The pressure and scrutiny that Hahn, and the FDA, faced around these decisions was historic and unmatched in any other modern period. It was certainly in excess of anything I confronted while I was commissioner. I am therefore reluctant to second-guess the decisions they took. However, we should reflect on those challenges to learn from them where we can, because we’ll face a crisis again one day.

Following the hydroxychloroquine episode, Hahn would face criticism for his actions related to another drug for treating COVID: convalescent plasma. This is a treatment in which antibodies recovered from patients who have successfully battled COVID are infused into other patients who still have an active infection. The belief is that the antibodies that helped one person recover can transfer some immune protection to the person who is still sick.

At a White House press conference on August 24 announcing the authorization of convalescent plasma as a treatment for COVID, Hahn would overstate its benefits while standing next to the president, using “a deeply misleading statistic to claim that a treatment the agency had just authorized for treating the coronavirus would save 35 lives out of every 100 people who get the treatment,” National Public Radio would write. “That false claim has brought withering criticism from scientists, in news articles and on Twitter, who argue that it was a gross exaggeration of the benefits.”48 A day later, Hahn apologized for the unfortunate misstatement, saying on Twitter that he had used a poor choice of words in describing the clinical trial results. “What I should have said better,” he wrote, “is that the data show a relative risk reduction not an absolute risk reduction.”

However, right or wrong, fair or not, critics would accuse Hahn of furthering the embellished description that the White House put forward of the drug’s usefulness in comments Hahn shared at that press conference with the president. A year later, internal FDA emails were obtained by reporters and would reveal that, contrary to his apologies and corrections, Hahn had planned the remarks in advance and opted himself to use the 35 percent figure.49 It didn’t help the circumstance that subsequent studies called into question the therapy’s benefits, including one by the NIH, framed as a definitive evaluation, that was stopped early for futility, because the treatment wasn’t providing any benefit.50 By May 2020, the British RECOVERY study would demonstrate in a trial involving 11,569 hospitalized patients that plasma delivered no significant reduction in mortality, no significant increase in the chance of being discharged alive at twenty-eight days, no significant reduction in the need for mechanical ventilation, and no significant reduction in death.51 (The use of plasma was largely curtailed by the spring of 2021 owing to persistently lackluster result from clinical studies, but not before more than 722,000 units of plasma would be distributed to hospitals owing to the federal push, with the US government paying $647 million to the American Red Cross and America’s Blood Centers to support the collection and distribution of the blood products, and Hahn appearing on roadside billboards around the nation to promote the therapy.)52

After Hahn’s misstatements related to plasma, the medical community turned their attention to the COVID vaccines that were in development and asked whether Hahn would now be able to hold the line and assure the FDA’s independence on the review of these products. “Hahn’s mea culpa comes at a critical moment for the FDA which, under intense pressure from the White House, is responsible for deciding whether upcoming vaccines are safe and effective in preventing COVID-19,” wrote ABC News.53 The review of the COVID vaccines would be among the most important medical product decisions that the FDA would make in modern times. People wanted to feel confident that the commissioner wouldn’t be cowed on these decisions, or worse still, have the decisions taken away from the agency and made by political officials in HHS. To many, these fears didn’t seem far-fetched. They were being fueled by President Trump’s repeated references and tweets where he castigated the FDA and said he wanted to get the vaccine approved before the election. The president was explicit in linking the authorization of the COVID vaccine to the timing of the election.

Ultimately, the FDA’s professional staff would put down a marker of their own, laying out in a guidance document the parameters that would govern their review of a COVID vaccine.54 It was an audacious and important effort to stipulate objective parameters, led by the career scientists in the FDA’s biologics center. Through this process, by every indication, Hahn showed support for the FDA’s staff in these efforts. After the episode involving convalescent plasma, FDA colleagues said he saw the need to change course, and Hahn let the professional staff take steps to insulate the process they would use to evaluate a COVID vaccine from outside pressure.

The FDA guidance document would establish a clear and immutable benchmark. However, the guidance would also be issued well in advance of any chance to see the interim data from the ongoing clinical trials. Nobody knew at that time how effective the vaccines were going to be. If you had asked me, I would have guessed 60 or 70 percent based on the earlier data that I had reviewed for the Pfizer vaccine. Before the data from the vaccine’s pivotal study was available, I didn’t expect the vaccine to be 95 percent effective, and I suspect few others did.

In spelling out far in advance the criteria it would use to judge the vaccines, the FDA had ceded its discretion to make those judgments after it had a chance to see how effective the vaccines might be. When that interim data finally arrived, showing that the vaccines were far more effective than many expected, the FDA would be largely locked into the guidance that they had already issued where, as a practical matter, the agency’s criteria meant that they would have to wait for the conclusion of the trial, and couldn’t base an authorization on an interim analysis of that data. I couldn’t help but think: Would the agency’s bar have been set differently had the FDA constructed its framework with knowledge of how well the vaccines would pan out? Would the FDA have used its discretion to authorize the vaccines sooner for the highest risk patients, based on an interim analysis, if it knew how effective those shots would be?

At the peak of the winter surge, we were losing as many as seven thousand patients a week in nursing homes to COVID. About thirty thousand long-term care facilities were impacted by COVID with outbreaks. Less than 1 percent of America’s population lives in long-term care facilities, but by the end of 2020, this population accounted for about 40 percent of all COVID deaths—nearly 175,000 in total.55 During the worst week of infections, the week of December 17, there were 72,586 COVID cases diagnosed in nursing homes.56 (The nursing homes that did a better job at controlling spread were the ones that were affiliated with hospitals, probably because these facilities had more experience in implementing strict infection control procedures.) Dialysis facilities were another site where vulnerable patients congregated and where the impact of COVID was especially brutal. Dialysis patients suffered a higher rate of hospitalization for COVID disease than any other group in the Medicare program.57

If a vaccine could have been available just four weeks earlier, perhaps based on the first interim analysis of data available in early November, and initially authorized just for use in nursing home patients, it might have translated into a potentially meaningful benefit to those at highest risk from the virus. Yet, in reacting to the political pressure that Hahn faced and the agency’s understandable concerns that this pressure could erode consumer confidence in the regulatory process at a key juncture, the FDA’s staff felt justifiably bound to lay down a scientifically sound and objective marker on the criteria they would use to evaluate these products. Owing to that new criteria, it would take an additional one to two months to authorize the first vaccines based on a more complete data set.58

The political pressure by the White House to hasten vaccine approval may have had the opposite effect on its commissioner, instigating a series of actions that ultimately might have delayed those products from reaching patients sooner. In seeing the political pressure on its process and recognizing a need to issue a clear marker on the criteria it would use to evaluate the vaccines, the FDA’s professional staff would also have to give up some of its later discretion to set those criteria based on what the studies actually showed when they were unblinded.59

I always felt the FDA was at its best when it was in firm control of its own process and decision making, when it could make independent decisions based on the close evaluation of data. The FDA is diligent in explaining its decisions when it does use this discretion, including public discussion with an independent advisory board. These were key features of the process and elements that I tried to affirm as I aimed to advance the ability of the FDA’s professional staff to call it as they saw it. Sometimes, that meant they would articulate their standards in advance, in guidance, and sometimes, the process was best served if the FDA’s staff reserved judgment and was able to make a decision later based on the evidence, adjusting their thinking based on what the data showed. The White House thought the FDA would take more risk if they were put under pressure. The reality was quite the opposite: the agency would be more able to do a careful weighing of risks and benefits, and perhaps embrace some additional uncertainty, if it had the independence to evaluate the available evidence. I can’t help but think how the process might have played out if the FDA had felt more firmly in control of these events, and if Hahn’s unfortunate entanglements with hydroxychloroquine and plasma had never occurred.




Chapter 16

Getting Drugs to Patients

President Trump started to feel sick on Wednesday, September 30, just a day after a presidential debate. The first sign of illness in his ranks had come that evening, when his close aide, Hope Hicks, developed symptoms on a trip back from Duluth, Minnesota, where she had accompanied Trump to a campaign rally. The next morning, Hicks was tested. The result came back positive. Only the president and a small circle of senior staff knew about Hick’s test, but several aides who had been around Hicks that week were seen wearing masks, a rare sight inside the West Wing that tipped off others that something was amiss.1

President Trump would continue with his full schedule on Thursday, including his plan to attend a fund-raiser at his club in Bedminster, New Jersey, that afternoon. When he returned to the White House, he took a rapid COVID test that came back positive. A confirmatory PCR test was sent off at the same time, but it would take longer to return a result. In between the two test results that evening, the president called in to Sean Hannity’s show on the Fox News Channel and seemed to foreshadow his diagnosis.2

“You know it’s hard when you’re with soldiers and with airmen, you’re with marines and the police officers, I’m with them so much,” he said, seeming to invoke a sequence for how he might have contracted the virus. “And when they come over to you, it’s very hard to say: stay back, stay back. It’s a tough kind of situation, it’s a terrible thing, so I just went for a test, and we’ll see what happens, I mean, who knows. . . . It’s very, very hard when you are with people from the military or law enforcement and they come over to you and they want to hug you, and they want to kiss you because we really have done a good job. They get close and things happen.”3 Trump’s comments would seem to betray the diagnosis that he was anticipating.

White House aides should never have let the president be put at risk of contracting COVID. In an Oval Office meeting the previous Monday, the president had complained privately to senior aides about an event that had been held inside the White House on Sunday, where guests attending a ceremonial gathering had gotten close to the president. After Trump was diagnosed with COVID, there was a refrain in the media that his infection was the consequence of his own cavalier approach to the virus, a narrative that was overly simplistic. Though the president appeared, on many occasions, to outwardly minimize the threat that COVID posed—downplaying its severity, eschewing the use of masks, giving short shrift to other precautions—inwardly he was cognizant of his own personal risk, and privately he was being reassured that the precautions adopted by the White House would keep him safe.

When I met with the president in March, he showed me the sanitizing hand wipe he used, a Sani-Cloth by PDI. This wasn’t an ordinary wipe. The cloth was imbued with isopropyl alcohol, like hand sanitizers in common use. However, it was also impregnated with ethylbenzyl ammonium chloride and dimethyl benzyl ammonium chloride, two powerful agents that are often used as hospital-grade disinfectants. The PDI Sani-Cloth is typically sold to healthcare facilities for wiping down contaminated surfaces. I told him that with repeated use, it could be irritating to his skin. He said he had a problem with it only one time.

It was shared by those who knew him that the president was conscious of the risks from contagion. Years earlier, Newsweek had described a series of interviews Trump had given on The Howard Stern Show, where Trump wryly described himself as a “germaphobe” who “washes his hands frequently throughout the day and needed to drink through a straw because he wants to avoid contamination.”4 It seemed clear to me that the president didn’t want to get COVID and that he was led to believe that the White House testing protocols would keep him from being infected.

At 12:54 a.m. on Friday, October 2, the president tweeted the news of his diagnosis: “Tonight, @FLOTUS and I tested positive for COVID-19,” Trump wrote. “We will begin our quarantine and recovery process immediately. We will get through this TOGETHER!”5

After the tweet, the president’s condition would deteriorate, distressing his staff and his doctors. An attorney from the White House Counsel’s Office called FDA commissioner Stephen Hahn, to ask the agency to authorize the use of an antibody drug being developed by the biotech company Regeneron that targeted COVID but hadn’t yet been authorized by the FDA and wasn’t commercially available. The White House would tell Hahn and one of his FDA colleagues only that the drug was for “two senior administration officials,” presumably the president and first lady.6

Regeneron had already told the White House that it would provide expanded access to its drug under a compassionate use investigational new drug application. This is a pathway that the FDA uses to grant a company permission for an experimental drug to be used on a specific, named patient, outside of clinical trials. The pathway is typically reserved for circumstances where patients have a serious or life-threatening condition, have exhausted conventional therapies, and where an experimental treatment may offer the best and only option.7 Regeneron immediately shipped a package of doses to the White House.8 The next morning, White House officials also called the pharmaceutical company Eli Lilly to request a similar antibody drug that Lilly was developing. Lilly told Trump’s doctors that the president could also access its drug as part of an individual patient investigational new drug application, so long as the White House filled out the requisite paperwork to authorize the expanded access. That was the last time Lilly would hear from the White House on the matter.

The antibody drugs being developed by Regeneron and Lilly to target COVID were built on the same clinical premise as the medicine that Regeneron had used to successfully develop an experimental antibody drug to treat MERS. In the weeks just prior to the president’s diagnosis, both firms had released promising data showing that their antibody drugs could help reduce the viral load in patients infected with SARS-CoV-2.9 It was the strongest signal yet that these medications might work to reduce the symptoms and consequences of COVID.

Later on Friday, the president’s physician announced that Trump had received the drug from Regeneron as an infusion administered inside the White House.10 He had also received an infusion of the drug Remdesivir.11 However, his medical condition deteriorated over the course of the day, and by the afternoon, he was requiring supplemental oxygen. White House staff made the decision to transfer him to Walter Reed Army National Medical Center, fearing that if his condition continued to worsen, he might not be able to walk to the helicopter under his own power.12

President Trump may have been an optimal candidate for an antibody drug. The antibodies seem to be most effective when they’re used early in the course of COVID and for patients who aren’t mounting an effective immune response on their own. Data released later by the president’s physician, Dr. Sean Conley, showed that Trump didn’t have detectable antibodies of his own when he was first diagnosed with COVID.13 That could have been because his antibodies were measured early in the course of his infection, before his body had had enough time to mount a response. Or, as seemed possible, it could have been because the president was among the subset of patients, usually older individuals, who don’t mount a robust initial immune response to the virus, putting them at more risk. It’s for these patients that the antibody drugs seem to work the best. What happens in these situations is that the virus replicates largely unchecked because patients don’t develop antibodies to interrupt its progress. By the time their immune systems kick in, a lot of virus has accumulated. Faced with a high load of virus, their bodies will then overreact to the infection and dump a whole lot of immune cells into the bloodstream.14 This is the immune system becoming overcharged all at once, the “cytokine storm” that can damage organs.15

The clinical circumstance was described elegantly by the celebrated author, oncologist, and hematologist Siddhartha Mukherjee. If you’re able to mount a robust immune response during the early phase of the virus, then “you control the virus and have mild disease,” he wrote, and “if you don’t, you have uncontrolled virus replication in the lung that results in misfiring of the immune response that fuels the fire of inflammation leading to severe disease.”16

Making matters more concerning was the early onset of the president’s symptoms and their rapid escalation. This also suggested that the president might be among a subset of patients who, the data seemed to suggest, might be at heightened risk and could derive more benefit from the antibody drugs. This is medically speculative, of course—we will never know for sure. It’s a judgment based on the data that his doctors shared about his diagnosis and symptoms, and the fact that he didn’t appear to trigger an early antibody response on his own based on his blood results. It’s possible that the Regeneron drug may have been more important in helping treat his condition than was fully appreciated. Almost a year later, data would emerge from the RECOVERY trial demonstrating that hospitalized patients who don’t mount their own, initial antibody response to COVID could cut their risk of death 20 percent by using the Regeneron antibody drug.17

This is also, paradoxically, why patients in these circumstances (including, possibly, the president) might not develop enduring immunity to COVID after taking one of these antibody drugs. Such patients might have been on a worse clinical course because they didn’t mount an early and effective immune response. Then, once they are administered the antibody drug, it’s basically like giving the patient an intact immune system in a bottle. It supplants their own immune response. So, for such patients, their bodies may never have had to develop a robust, innate antibody response of their own. These patients may be no worse off in terms of their long-term immunity to COVID than if they never had the infection. However, they may not be much better off, either. Since their own immune system was never sufficiently activated by the virus, they may have never had an opportunity to develop as much lasting immunity to the pathogen. So, the bulk of their durable immunity was what was transferred to them by the antibody drug. Once those infused antibodies wear off, in one to two months, so might any residual protection against subsequent coronavirus infections. (President Trump was later vaccinated against COVID in January 2021.)18

A few days after the president became ill, former New Jersey governor Chris Christie announced that he too had contracted COVID. Christie was likely infected by the same chain of transmission that sickened Trump, one that might have had its origin at a White House event on September 26, which included an indoor reception, to mark the nomination of Judge Amy Coney Barrett to the Supreme Court. The White House might have been able to uncover the chain of transmission among the people infected as part of the cluster if they had sequenced the individual viral samples.

Christie would also be treated with an antibody drug—the cocktail that Lilly was developing. Lilly’s combination-antibody drug would later produce impressive results, substantially reducing the risk of hospitalization and death in high-risk patients with early COVID disease.19 This cocktail included the same component that was in Lilly’s single-antibody treatment, combined with a second antibody that was derived from a patient in Wuhan who had recovered from COVID. This second antibody component was licensed by Lilly from Shanghai Junshi Biosciences Co. in May. (Christie had initially sought Regeneron’s drug but was offered the opportunity to join a clinical trial and refused, because he didn’t want to take a chance of being randomized to receive a placebo.)20

By combining two antibodies that could target the coronavirus at different points on its spike protein, Lilly’s combination proved far more effective than either antibody by itself. This cocktail, however, was in short supply. While Lilly would be able to make 1 million doses of the single-antibody drug in 2020, it could only produce 50,000 doses of the combination therapy for the rest of the year. Much more supply would be coming to market in 2021, but for the time being, few people would be able to get the combination drug. Christie was fortunate to be one of them.21

Antibody drugs like the products that Trump and Christie received could have been a bridge to a vaccine. They could be used as effective treatments in high-risk patients, especially when the drugs were administered early in the course of the disease. Moreover, these drugs could also be used as a prophylaxis to prevent infection in those at greater risk of contracting COVID and suffering a bad outcome. A single administration could provide a patient with a few months of protection.22 This is how a similar antibody drug, developed by Regeneron for the treatment of Ebola, was approved by the FDA for use, and was successfully deployed to help control an epidemic.23

The antibody drugs that may have helped rescue the president, Chris Christie, and many others were a scientific bright spot. We were right at the cusp of a technological revolution in the creation of drugs and vaccines using fully synthetic processes where we were able to fashion them almost entirely from digital data derived from the coronavirus’s RNA sequence. These capabilities helped demonstrate precisely the kinds of adaptable competencies that we need in order to combat a pandemic—broad proficiencies that allow us to quickly tailor countermeasures to the full range of viral threats, not only the species we anticipate, but also those we cannot.

In this one case, at least, we would have some of what we needed.

The story of how these COVID antibody drugs came about at once shows the benefits offered by nimble platforms that can be used to develop countermeasures to unpredictable threats, along with the opportunities that we missed by not securing these capabilities years in advance, as part of a comprehensive approach to pandemic preparedness that we never fully put in place.

To develop its drug, Regeneron used its VelocImmune mice—“magic mice,” in the words of the company’s CEO, Dr. Leonard Schleifer. The mice were genetically engineered to have an immune system that was a perfect replica of the human body. When exposed to COVID proteins, the mice developed antibodies to the virus and, since their biology was a facsimile for human immunity, the antibodies they produced were essentially human antibodies.24

Regeneron began work on its COVID drug right after the sequence of the novel coronavirus was loaded onto public servers. The company’s researchers were able to use that information to synthesize a strand of genomic material that coded for the production of the coronavirus’s spike protein. They introduced that sequence into their magic mice, which enabled the mice to start producing the spike protein and, in turn, antibodies to attack it.25

Regeneron had experience fashioning similar antibody-drugs that targeted MERS and Ebola.26 When policymakers lost interest in Regeneron’s drug for MERS, the company advanced an idea for a pan-coronavirus antibody that could be used if another coronavirus should emerge and threaten a pandemic.27 Regeneron believed it was possible to develop a cocktail of antibodies that would be effective against any coronavirus. But the project couldn’t attract investment from federal agencies like BARDA that would have had to fund these sorts of countermeasures. In 2015, the head of BARDA, Robin Robinson, told the publication BioCentury that his agency didn’t have funding to develop coronavirus countermeasures. “We are funded for pandemic influenza and man-made threats like anthrax, smallpox, nuclear devices and chemical agents. If we had another emergency from another emerging infectious disease, we would need funding from another source because we don’t have it. We don’t have funding to work on coronavirus.”28

Lilly decided to pursue its antibody drug on February 20, after the company’s CEO, Dave Ricks, received a proposal from AbCellera Biologics Inc., a small drug-discovery shop with which Lilly collaborated. AbCellera had developed a “lab-on-a-chip” technology for sorting through blood samples for antibodies, giving the biotech company the capacity to isolate antibodies from the blood of patients who had recovered from COVID and to identify the antibodies that seemed most effective at neutralizing the virus. However, the small company needed help developing these antibodies into drugs and producing them at sufficient quantities to provide them as a therapy to patients. These were proficiencies with which Lilly had deep experience.

By April 10, Lilly had developed its lead drug candidate. It was just fifty days after it had started screening blood samples for the right antibody using their specialized chips.29 The first patient was dosed with the new drug on May 30. By October, Lilly had filed a request with the FDA for an emergency use authorization to start distributing the drug, and it began putting the finished drug on pallets in preparation for its commercial release. From start to finish, it took Lilly eight months to go from concept to a commercially available medicine.30 The company’s previous record for discovering, developing, and commercializing an antibody drug—soup to nuts—was four and a half years. Lilly received FDA authorization for its COVID antibody drug on November 9, and Regeneron soon followed suit on November 21.31

Both companies took extraordinary steps to ramp up their manufacturing of these drugs.32 Regeneron operated two major manufacturing facilities: one in upstate New York, and the other in Ireland. The Irish facility was newly built and had excess capacity because it was just coming online, but the company couldn’t make the COVID drug in Ireland and expect to ship it back into the US; Irish authorities might claim the drug for themselves. So Regeneron made the decision to move the manufacturing of all their existing products out of the New York facility and into the Irish plant, to free up the entire American facility for the manufacture of the COVID antibody drug; pursuing this step before they knew whether the drug would work, long before it was approved by the FDA, and before they even knew the full extent of the threat COVID posed.

However, neither Lilly nor Regeneron would be able to produce enough supply in 2020 to meet the expected demand in the epidemic that was surging in the winter of 2020–21. Various officials in the federal government had been warned by me and others, at the outset of the pandemic, that the US needed to take steps much earlier, in April and May, to obtain more manufacturing capacity and have enough supply of the antibody drugs in time for the fall, in the event one or more of the medicines worked.

Frustrated by the lack of response, I had written a series of op-ed articles for the Wall Street Journal in an effort to instigate more action. On July 5, I said that these drugs had high odds of being effective given past experience with similar antibodies that targeted MERS and Ebola, but “the trick will be producing them at scale.” I noted that “Operation Warp Speed focuses on finding and making vaccines. The government should set up a parallel effort for antibodies, as even a limited supply could save many lives.” The federal government, I continued, “should work with drug makers to free up domestic manufacturing plants to start making more of these antibody drugs even before the FDA approves them.”33 On October 8, in an article I co-authored with former FDA commissioner Dr. Mark McClellan, I said, “It is essential to ramp up supply. Regeneron has said the company can have as many as 300,000 doses by the end of the year, and Lilly says it can churn out more than a million. That isn’t enough. We estimate at least 12,000 of the new COVID cases each day would be indicated for the drug based on age and risk factors, even if there’s no further surge of infection.”34 On Face the Nation on October 11, responding to a question by the show’s host, Margaret Brennan, I lamented, “We would have needed to take different steps in April and May to ramp up manufacturing capacity to have the drug available in larger quantities right now. It’s too late for this year. I think we could still take steps to do it for 2021. But we’re stuck with the doses we have. . . . These drugs always looked promising, and they were always believed to be a bridge to a vaccine. We’re not going to have it in the quantities we need.”35 And in a third article on December 13, I wrote, “The U.S. can buy a COVID insurance policy for next year. The federal government should scale up production of antibody drugs to make as many doses as possible.”36

In the end, the US wouldn’t be ready to produce these drugs in the quantities needed in the winter of 2020–21. (By the spring, the authorization for Lilly’s single antibody treatment, and later its dual antibody therapy, would be revoked by the FDA, because the drugs were no longer sufficiently effective against the new variants that had started to circulate more widely.)37 At one point, to try and maximize the available supply of antibody drugs in view of the limited capacity to manufacture these products, HHS had asked Lilly to forgo development of its cocktail and just produce the monotherapy; a decision that, if taken, would have proved fateful.38 Operation Warp Speed had put most of its resources and focus on the development of vaccines—getting the clinical trials for the Moderna and Johnson & Johnson vaccines under way and supporting the development of about a half-dozen other vaccines that, by the summer of 2021, hadn’t been authorized by the FDA. This effort took considerable time and resources. However, far less attention was focused on securing the domestic manufacturing required to churn out sufficient quantities of the drugs needed to treat the population, along with the systems, planning, and funding to distribute them to patients.

The shortcomings in manufacturing capacity were evidenced by a phone call that Lilly received from Operation Warp Speed when the company was on the eve of getting its FDA authorization. It turned out that Operation Warp Speed had identified a plant that could produce eight hundred liters of biologics. Did Lilly want access to the facility? they asked. It demonstrated the challenges we faced. The facility was too small to produce any appreciable supply. In the world of antibody-drug production, an 800-liter facility was tiny. To put it in perspective, the primary facility that Lilly was using in New Jersey to produce the drug was 86,000 liters—more than one hundred times larger than what the government was offering.

The US just didn’t have the idle manufacturing capacity we needed.

The problem is that there aren’t any big manufacturing plants sitting unused in the US. All the properly sized domestic facilities are busy making other drugs. Building new facilities was largely off the table. Under normal circumstances, it takes about three years to construct a facility to manufacture these types of drugs, and even a rushed effort would take eighteen months. Our federal government wasn’t engaging in that sort of planning before COVID struck. Using disposable equipment like plastic containers to make antibodies was an option. Pfizer turned to these techniques later to augment the production of its vaccine, but it was hard to use this as the backbone of the process needed to produce the massive amounts of antibody drugs that were needed.39

The only way to get more capacity in the short term would have been to buy that capacity away from a company that was making another antibody drug. In other words, pay a company to stop the production of an existing drug and start making the COVID antibody. As I wrote at the time, “Most biotech companies prepare for disruptions in manufacturing by freezing and stockpiling enough of their most profitable drugs to last about two years. Why not pay these plants to use their capacity for antibody production? Companies can dip into reserves to avoid creating a shortage of other important medicines.” That’s what it came down to. The only way to secure more production capacity for the COVID drugs was to stop making other medicines and eat into stockpiles that companies had on hand.40 That was the only fix that we had in the short run.

We didn’t pursue this, or other stopgap measures. Instead, we had a limited supply of the antibody drugs when the winter surge arrived. It turned out, however, that our distribution system for the drugs was so poor that we didn’t use even this small supply. States used only 20 percent of the 1.3 million doses that the federal government had on hand through the end of 2020.41 The poor planning by HHS that went into securing production capacity for these drugs was eclipsed only by the even worse preparations to arrange for their delivery to patients. We had artificially depressed demand for these drugs as a consequence of poor execution on how they were distributed.

The entire episode exposed a critical weakness in our national readiness. We didn’t have the capacity to produce domestic supplies of biologicals at a speed and scale sufficient to respond to a pandemic. And we didn’t have an efficient system to distribute them to patients. It was always likely that, in the event that a new virus emerged, the first therapeutics that could be made available would be antibody drugs fashioned to attack proteins on the virus’s surface. Yet we didn’t have a plan on the shelf for how we would maximize their use.

That manufacturing capacity was another example of the broad capabilities that we needed to have in place in order to counter unforeseen viral threats, and it should have been operating as part of a hot base of preparedness. It needed to be built well in advance and kept operational in the event of a crisis. We couldn’t just build it and mothball it, either, or try to keep it as part of a “warm base” of public health preparation. Such a facility needed to be kept fully functioning and embedded in some existing infrastructure. It needed to be kept hot. Like the volume to surge the supply of testing, we needed to have biological manufacturing facilities that were deliberately overbuilt so there was reserve capacity ready to be tapped in the event of a crisis.

We learned some lessons from our past experience, where we attempted to invest in the additional manufacturing capacity that we would need if a flu pandemic ever struck, only to see those efforts abandoned or lose their focus when the immediate threat seemed to subside. Many of these efforts had sprung from the planning that began in 2005 following concerns about the spread of the H5N1 bird flu. On the campus of Texas A&M University we established a facility to manufacture biologicals in cell cultures and then “finish” them—transferring them into vials ready for distribution to patients. During the first year of COVID, that Texas facility wouldn’t provide any vaccine supply. Dr. Brett Giroir, who had helped secure the federal grant that enabled Texas A&M to construct the facility before he became the assistant secretary of health at HHS, said the facility would be prepared to quickly produce vaccines in a pandemic. “Once it’s implemented, it really will solve the pandemic crisis,” he said at the time.42 We also built a vaccine manufacturing facility in Maryland that was run by Emergent BioSolutions, and another one located in North Carolina that used a cell-based manufacturing process to make flu vaccine.43

These and other capabilities were constructed as a hedge against a pandemic strain of bird flu, to give us the capacities we would need to manufacture a new vaccine.

All of these efforts ran into separate challenges.

The infrastructure was a sound investment. It was the contracting part that we got wrong. We invested in the construction of the initial capacity and then didn’t keep it operating in a way that both maintained its readiness and guaranteed its availability for a crisis.

In the case of Emergent, the facility was never given an appropriate level of continued investment in view of its strategic purpose.44 It was meant as a hedge for a future crisis; a way to make sure there would always be some manufacturing capacity that we could tap in a pinch. When the plant was conscripted to make the COVID vaccine developed by Johnson & Johnson, it ran into challenges getting the process up to sufficient scale and maintaining proper control over quality, while also trying to manufacture AstraZeneca’s COVID vaccine in the same facility. At some point in the manufacturing process, components of the AstraZeneca vaccine cross-contaminated the Johnson & Johnson product, causing millions of doses of finished vaccine product to be lost as the government was trying to ramp up vaccinations in the spring of 2021. A government investigation had earlier concluded that over the years, Emergent was unable to attract and retain the specialized personnel that were needed to run such a facility, leaving it vulnerable.45 Following an inspection of the Emergent facility, the FDA issued a report describing unsanitary conditions, peeling paint in manufacturing suites, and inadequate handling of medical waste.46 The Biden administration made the decision to take supervision of the facility away from Emergent and put Johnson & Johnson in charge of the operation.47

To have the capability we need in the event of a public health crisis, the key is to make sure that the facilities we’ll rely on are kept in continuous use and up-to-date. That requires us to contract them out for ongoing commercial work, and then maintain an option to call away their capacity in the event that a crisis emerges, and their volume is needed for another purpose.

The federal government can essentially contract for the right of first refusal on the available capacity of such a facility and secure the ability to commandeer the volume in the event of an emergency. The companies can be paid to maintain more frozen supply than they might have otherwise held, so they’re prepared to turn over their facilities in the event it’s needed, and then use up their stored drug. To maintain their readiness, facilities must be constantly operating. It’s not just the specialized equipment that needs to be kept in a continuous state of use and readiness to remain up-to-date. The highly specialized personnel also need to be on hand to operate the plant. You can’t maintain the necessary workforce if you build a plant and mothball it.

Another way to secure the reserve capacity that’s needed as part of our national readiness is to build facilities that have extra lines and keep some of those lines operational and some on downtime. Products that are being made at these sites as part of their normal business can be rotated across the different lines, so all of them are kept up-to-date, but only some of them are being used at any one time. The rest of the capacity can be held in reserve.

To secure this capacity, the federal government can turn to a contract manufacturing organization that already does outsourced production for drug companies and pay them to maintain some reserve capacity for the government. The idea isn’t to build a whole bunch of new manufacturing sites and keep them stagnant. We need to make sure the plants are properly staffed and maintained. If it’s not operating, it might get atrophied or outdated. This is what happened to the equipment held in the Strategic National Stockpile, and it’s what happened to some of the vaccine manufacturing facilities that were built following the 2005 pandemic plan. Instead, the contract manufacturers can be paid to operate plants that are oversized for their routine obligations. In an emergency, any one of these facilities could make its excess capacity available for the production of needed products.

The 2005 pandemic plan focused a lot of attention on the development of domestic sites to manufacture flu vaccine. It was widely recognized that we needed more capacity to make flu vaccine in the event of a pandemic with a novel strain of influenza, and we needed to make sure that these sites were based inside the US. But the effort stalled. “We never got anywhere pursuing the idea that we needed to develop more of a manufacturing base, back at the time when we were dealing with H5N1 and H7N9,” Anthony Fauci told me. “We made investments in plants that would be able to manufacture flu vaccine, but we were always left with the problem: you can’t keep them cold, and if you just keep them warm, you lose a lot of money.”48

To prepare for future threats, to have that capacity ready in the event of a crisis, we’ll have to pay for that spare volume, much as we’ll need to support the maintenance of some reserve testing capacity in the major diagnostic labs like Quest and LabCorp. We need to take new steps to make sure that the US will always have a surge capability in a crisis.

When it comes to making complex biologicals like antibody drugs and vaccines, we need to secure the needed manufacturing capacity in advance and build it into the nation’s infrastructure. We need to create a hot base of preparedness that’s kept in a state of continual operation, so it’s always ready. We need to maintain that capacity in existing manufacturing sites and have it on full boil instead of simmer, prepared to be quickly repurposed to the production of new countermeasures.




Chapter 17

The mRNA Breakthrough

On January 10, 2020, as soon as Chinese researchers posted the first genetic sequence of the novel coronavirus, labs across the US and Europe began working on a vaccine.1 Within days, researchers were already developing constructs that could serve as the key starting point.

COVID came right at the moment when science was permitting the production of fully synthetic vaccines created wholly from data on the sequence of a virus—and not requiring actual samples of the pathogen itself. It was a computational exercise; the vaccine antigen (the component of the vaccine that elicits immunity against the target pathogen) could be initially designed almost entirely by software. We would get lucky when it came to the state of our technology. It would show the utility of having nimble capabilities that could be used to fashion countermeasures against a range of unpredictable threats. At the same time, the hunt for a vaccine would expose the capabilities we still needed to expand, especially the massive production capacity needed to quickly supply enough vaccine to protect the global population, and quickly distribute it to patients.

One key to acquiring immunity through vaccination is to develop an antibody-based protection, and it’s this part of our immune system that was often discussed in relation to COVID.2 Antibodies are produced when a key cellular component of our adaptive immune response called B cells come into contact with an antigen, which is typically a protein that sits prominently on the surface of a virus. To prevent infection and disease, our immune system creates antibodies that are tailored specifically to a virus’s antigen, and able to bind immediately to an invading virus once it makes its way into our body. Antibodies can continue to circulate in our blood for many months, but not all antibodies are equally effective in neutralizing a virus.3 The mechanisms of this neutralization process have been debated over the years, but they involve disabling the virus so that it can be destroyed by other circulating immune cells, including our T cells.4

The ability of a vaccine to stimulate the production of antibodies that are highly specific to a particular virus is one way vaccines protect against infection.5 Researchers measure the level of these neutralizing antibodies in determining whether a vaccine is triggering an adequate level of protection.6 But a good vaccine maximizes its ability to kindle all of our immune system’s machinery, not only stimulating the production of antibodies but also spurring the activity of T cells and B cells that have memory, and are able to churn out new antibodies and other mediators of our immune response after they come into contact with a virus months or years later. The amount of priming that a vaccine delivers is sometimes referred to as its “immunogenicity.” A vaccine teaches our immune cells to recognize specific regions on the viral antigen, called epitopes, that make the best targets for our cellular mediators to do their work.7 This is how a vaccine confers protective immunity. However, there’s always a risk that a vaccine can be too potent, or too indiscriminate, and activate too many parts of our immune system. If a vaccine overstimulates our immune system, it can cause our body to overreact and trigger side effects.8 A good vaccine will strike a careful balance, maximizing the components of immunity that contribute most to providing protection from a virus, while minimizing the “antigenic load”—the number of viral proteins needed in order to stimulate a robust and durable level of protection.

To provide protective immunity, most vaccines will try to induce sustained and high levels of circulating antibodies.9 However, activating the production of antibodies isn’t the only way that we generate immunity through vaccination. There are two types of T cells that are especially important, and the function of each can be primed by a vaccine. The first type, called CD8 or cytotoxic T cells, recognize human cells that have been infected with a virus. These T cells are then able to bind to our infected cells and perforate their surface. Once they punch tiny holes, they inject a toxin that destroys these diseased cells before the virus particles inside are able to escape. The second type of T cells are called CD4, or helper T cells. These cells are “orchestrators, regulators and direct effectors of antiviral immunity,” in the words of the journal Nature.10 They are activated when our bodies are invaded by a virus that our immune system has already been trained to recognize. Once triggered, these CD4 T cells can play a “helper” function, principally by secreting chemical substances called cytokines that can amplify our immune response, recruiting other immune cells to the site of the infection.11 Both of these types of T cells can linger in our bodies for years. By priming them, vaccines can offer more durable protection.12

All of the COVID vaccines that were put into development in the early months of 2020 used the same coronavirus surface protein as their antigen—the virus’s spike protein. This protein sits prominently on the virus’s surface and is the tool that the pathogen uses to gain its initial entry into our cells. The protein gets its name from its long structure and the way it latches onto our cells. Under a microscope, the part of this protein that actually hooks onto our cells looks like the spike on a long hook.

The spike protein was an attractive target for vaccine makers because of prior research with COVID’s close cousin SARS-1. Once our bodies were exposed to this particular antigen, it triggered a vigorous immune response and activated a protective soup of B cells and T cells. The work with SARS-1 had also taught scientists how to make subtle genetic modifications to the spike protein that would make it far less inflammatory when it was injected into our bodies and therefore safer and more likely to linger. This could make it a more stable and effective ingredient for our vaccines.

In the traditional approach to making a vaccine, the antigens are cleaved off the virus that you’re targeting, a tactic that requires scientists to isolate proteins on the surface of the virus. This typically entails growing the virus in large vats and deactivating it. The dead virus particles, or their surface proteins, then become the stock that goes into the vaccines. This is also the approach used by the two leading COVID vaccines that were made in China and marketed by the Chinese drug makers Sinovac and Sinopharm. The challenge with this approach is that it can be hard for the vaccine to deliver enough viral antigen to elicit a very robust immune response. The vaccine by Sinovac, called Coronavac, followed this strategy and was eventually shown to be about 50 percent effective, or less.13 (By the spring of 2021, there were reports that some countries using the Chinese vaccine were giving patients a third dose to increase its efficacy, and China was pursuing a plan to start developing an mRNA vaccine to be used as a second booster for their original vaccines that were made from inactivated virus particles.)14

There were other challenges to the traditional approach China had adopted. It requires the virus to be manufactured in cell cultures so its proteins can be harvested. However, getting a novel virus to grow in a cell culture can be hard, and doing so in the quantities required to mass-produce a vaccine for a large population can require enormous facilities and may take a year or more to get to a proper scale. This method can also require major adjustments each time you want to adapt the process to a new virus strain. If the virus mutates and alters its surface proteins, you may want to modify the vaccine to reflect these new antigens and make sure that the immunity you’re delivering is targeted to the new strain. However, you now have to get the new variants to grow in the cell cultures. It’s not plug-and-play. Sometimes when you tweak the virus to reflect a new mutation, you find it doesn’t grow as well in the existing cell cultures, and you need to start over.

Which leaves a lot of room for delays and errors. This method of using whole copies of the virus is how much of our seasonal flu vaccine is produced. The time it takes to complete this process is why scientists have to guess, months before the flu season, as to which influenza strains they believe will be the principal pathogens that circulate later that year. Twice a year, virologists, epidemiologists, and other experts meet at the WHO headquarters in Geneva to select the influenza strains that will go into the seasonal flu vaccine. They meet once to select strains that will be used in vaccines for the Southern Hemisphere, and then again to select the strains for the Northern Hemisphere. It takes a long time to get the chosen strains to grow in cultures and make enough viral stock to produce the finished vaccines. So, the entire process starts long before each year’s flu season.

Making flu vaccines this way also requires the influenza strains to be incubated and grown in the chicken eggs. Newer approaches try to avoid some of these pitfalls. Rather than using the entire virus as antigen, scientists try to use just these key protein subunits found on the pathogen’s surface. Using just the protein fragments, the vaccines can be engineered in a way so that they don’t induce as many side effects like fevers. In the case of COVID, a downside of using viral subunits is that, in some cases, they were not as effective at triggering a strong immune response. However, there are ways to enhance its potency—for example, by mixing the antigen with a substance designed to boost its immune response, called an adjuvant.15 This second approach was taken by some drug makers, including Sanofi and Novavax, for their COVID vaccines. By the fall of 2020, nearly seventy different experimental vaccines used segments of the coronavirus spike protein as a way to try to generate immunity. Most used recombinant technology, where the proteins are derived from synthetic genomic material manufactured in a lab, and then grown in cell cultures to produce the stock for the vaccine.

Another approach employed by some COVID vaccine manufacturers involved the use of a specially engineered virus to be harnessed as a vector for delivering the coronavirus genomic material. In this approach, a largely harmless virus is tweaked to render it unable to replicate and unlikely to elicit a strong immune response on its own. A snippet of genomic material that codes for production of the spike protein is then grafted into the virus, and the entire pathogen becomes a vector for delivering this gene to our cells. When the instructions are unraveled, our cells read the sequence and start making large quantities of the spike protein. Once this protein spills out of our cells, it activates an immune response by specialized B and T cells that recognize the protein as a foreign substance that needs to be eliminated. In this way, the viral vector is turned into a delivery vehicle for this part of the coronavirus’s genetic material, and our own bodies become unwitting manufacturing plants for producing the spike. Instead of growing the protein in large bioreactors inside a manufacturing plant, our bodies are co-opted into becoming production facilities.

It’s believed that using a viral vector to deliver the viral antigen is also more likely to provoke T cells to respond to the virus, in addition to antibody-producing B cells. There is some evidence that by teaching T cells how to attack the infected human cell that now expresses the spike protein, viral-vector vaccines can offer a longer-lasting immunity, protecting people not only from infection but also from symptoms of the disease. By the fall of 2020, there were about twenty vaccines in development that took this approach. The first program using this approach to make it over the finish line in the US was developed by Johnson & Johnson. But it would be another novel technology that would be the first vaccine to reach American patients.

In the early 1990s, as scientists were unraveling the genomes of different pathogens, they began to wonder if they could use this information to make vaccines directly from the sequence of a virus’s genomic material. What would happen if they produced pieces of a virus’s genetic material that coded for the production of its surface proteins and then injected these instruction sets directly into a person’s arm? Would the recipient’s cells take up this genetic material, read the sequence, and start manufacturing the proteins on their own?

The researchers’ first effort relied on a small stretch of genetically engineered DNA called a plasmid. The strategy worked in animals, but the scientists couldn’t get it to work well in humans. One of the challenges was that the plasmid would get chewed up by our immune cells before it could deliver its genetic payload.16 So the scientists turned their focus to another kind of genetic material called messenger RNA, or mRNA. Unlike DNA, mRNA typically acts as a courier rather than a primary source of genetic information. Its role is to ferry instructions from DNA in the cell’s nucleus to its machinery that’s floating in the cell’s cytoplasm, the biological soup enveloping the nucleus where the synthesis of protein occurs. There were some potential advantages of using mRNA as the construct for the vaccine. Compared to DNA-based vaccines, mRNA could be more readily taken up by our cells through a process called endocytosis and turned into the target proteins that you were trying to manufacture.17 The mRNA strands were also a smaller strip of genetic material, unlike the long and bulky stretches of DNA, so it would be less likely to trigger a strong immune reaction and get destroyed before delivering its instruction set.

The idea of using mRNA in a vaccine was straightforward. If you could stabilize the mRNA, get it into a syringe, and put it in a formulation that could allow it to be taken up by our cells, then you could hijack the body’s own protein-making machinery as a way to make copies of the viral protein. The mRNA could also be easier to manufacture in large quantities. Rather than relying on vats of cell cultures and big production facilities to make copies of the virus, making the vaccine construct with the mRNA approach could essentially be a chemical process with no animal or cellular components.18 Once you had the mRNA isolated, our bodies would become manufacturing plants for the matching proteins, in a similar process to a viral-vector vaccine.

To make a vaccine against COVID, you want to teach the body to develop immune cells that target the virus’s spike. With the mRNA approach, the idea is that you’d manufacture snippets of genomic material that code for these proteins rather than isolating the proteins themselves. The mRNA would be wrapped in liposomes (lipid nanoparticles) to stabilize it and allow it to evade immediate destruction by our immune cells. Then, once the mRNA is injected and gets taken up by our cells, its instruction set is read, and our cells start to churn out copious amounts of spike protein.19 These proteins are solitary, meaning they can’t assemble to form a virus themselves. But our immune system can detect these viral proteins and produce a defensive blend of immune cells in response to this perceived threat. The first time that mRNA construct was shown to be able to produce protective effects against an infectious pathogen was some work done in 2012, using the approach to try and fashion an experimental vaccine against influenza A.20 The technology had other advantages. Because the vaccines were derived through the use of genomic information, the process for making them was fully synthetic. You didn’t need access to the live virus to get started. And you didn’t need chicken eggs.

By the fall, more than twenty-five COVID vaccines would be in development using mRNA as the starting point. Two emerged as front-runners and would become the first COVID vaccines to reach patients: one by Moderna, which had partnered with the National Institute of Allergy and Infectious Diseases, and the other by Pfizer, where I serve on the company’s board of directors, which had teamed up with the German biotech company BioNTech. The process for making these two vaccines began as soon as the SARS-CoV-2 sequence was published. In fact, Moderna never had the actual coronavirus on its premises. It never needed a sample, just the computational sequence of the virus’s RNA. Once Moderna got the sequence, the entire process to construct a candidate vaccine took just two days.21 And in six weeks, Moderna went from having the sequence in their computers to beginning the manufacture of a vaccine to start human testing, in collaboration with the Vaccine Research Center at the National Institute of Allergy and Infectious Diseases and the team led by Dr. Barney Graham and Dr. Kizzmekia Corbett.

I watched the Pfizer story develop from inside the boardroom. In January, when the first reports on the virus were published, the founder and CEO of BioNTech, Dr. Ugur Sahin, set out to see if he could use his company’s mRNA platform to develop the construct for a potential vaccine. Pfizer had been collaborating with BioNTech on the development of an improved version of the seasonal flu vaccine. Among the advantages that mRNA might offer for that effort is a better ability to match the flu vaccine to the strains of influenza that circulate each season. Because the mRNA vaccines can be developed and manufactured in a short time frame, there’s no need to guess far in advance which strain of influenza would circulate each fall. Using mRNA as the starting point, a company can develop the vaccine and begin making it closer to the actual flu season, when there would be more certainty about which strain was spreading. The mRNA approach could also provide a more reliable way to manufacture the vaccine in large quantities without relying on millions of chicken eggs. Using mRNA as the starting point, you might also be able to design a vaccine that’s able to target both of the influenza virus’s key surface proteins, HA and NA. An antigen to stimulate the production of antibodies that target NA was always hard to incorporate into vaccines made using the traditional approach involving chicken eggs, because the NA protein was less stable and could not be easily manufactured and placed in a syringe. But using as the vaccine stock the genomic material that codes for production of NA, rather than the actual protein, you could potentially solve for this challenge and produce a vaccine that can deliver an immune response against a broader complement of the influenza virus’s surface proteins. Pfizer and BioNTech were planning to start clinical trials with an experimental flu vaccine in 2020.22 Then COVID happened.

The novel coronavirus presented new challenges. However, some of the work the two companies had done on flu was transferable, giving them a head start on developing a vaccine for COVID. Sahin turned most of his research team toward the new effort.23 Using information on the coronavirus’s sequence, he initially designed ten vaccine constructs himself. These were short stretches of mRNA that coded for different variations on the SARS-CoV-2 spike protein. By the end of February, Sahin’s research team would create ten more vaccine starting points, each slightly different, for a total of twenty different snippets of mRNA. Each one could serve as the initial building block for a new vaccine.24 On March 1, with the effort showing promise, Sahin called Dr. Kathrin Jansen, the head of vaccine research and development for Pfizer, and told her that BioNTech was working on a vaccine for COVID. Did Pfizer want to jointly develop it?25 Jansen said Pfizer was in. The approach “had all the hallmarks of speed,” she told me. “And we already had invested so much, two years in analytics. So, in a way, we were already ahead in the game.” The approach “just ticked all the right boxes,” she said.

Earlier in her career, as the chief scientific officer at the biotech company Vaxgen, Jansen had helped develop a vaccine for prevention of disease caused by anthrax in those at high risk of exposure. It was shortly after 9/11 and the subsequent anthrax attacks. There was a palpable fear that terrorists would try to use bioweapons to carry out a mass-casualty event in the United States. At Vaxgen, Jansen was pursuing vaccines to these threats, having previously worked to develop vaccines at Merck. She was highly respected in the vaccine industry and credited with initiating and leading the program that developed Merck’s vaccine for cervical cancer. Jansen’s work on vaccines had helped reinforce the value of a flexible platform that could allow you to quickly engineer countermeasures as unpredictable new risks emerged. Just as few people were worried about coronaviruses before the emergence of COVID, nobody before 2001 had seen the immediate threat from anthrax, or the increasing focus on the risk of bioterrorism. Because it was hard to predict the next peril, an approach was needed for developing vaccines and therapeutics that could be easily adapted to new threats.

The mRNA technology had that dexterity.

When a new crisis arises, or a new pathogen emerges, scientists and policymakers are forced to quickly react to it, and they can lose the ability to more systematically “look at the disease landscape and ask themselves, how can we build an infrastructure,” Jansen observed. “And how would you build such an infrastructure so you’re not stuck working on any given pathogen when it’s too late, but when you can actually create the framework to prepare for an emergency no matter what happens. . . . It really requires a change in how we look at potential pandemics and what we are willing to invest at a time when everything is fine, when there is no worry.”

By April 12, the Pfizer and BioNTech teams had eliminated sixteen vaccine candidates. To carefully assess the remaining four, they tested them early in volunteers, in a study designed to compress all three stages of clinical development, from phase one to phase three studies, into one seamless trial.26 It was an innovative and, in retrospect, a propitious decision. It was part of what Jansen called her “quick kill strategy.” The researchers didn’t know which of the four vaccine constructs would work best. But they also knew they couldn’t take all four candidates forward, and so they had to figure out—as soon as possible—which one produced the strongest benefits with the fewest vaccine-related side effects. Given the extreme pressure to move quickly and the huge resources that it would take to run a pivotal study, they knew they would have only one shot at it. By evaluating the candidate vaccines in patients early, the scientists were able to get data that would let them better assess which one would work the best.27

Meanwhile, the manufacturing team at Pfizer was already building the custom-made systems to manufacture the vaccine in large quantities. Everything would be in place so that the company would be ready to start churning out the vaccine as soon as the decision came on which vaccine construct worked best in patients. This was part of a deliberate effort by Pfizer CEO Dr. Albert Bourla to have everything run in parallel. Classical vaccine development is highly sequential. You fully complete one step before moving on to the next one. Getting a safe and effective COVID vaccine authorized by the FDA and distributed to patients was a public health emergency. So Pfizer was doing everything at the same time as a way to shorten the process. The most obvious step was to ramp up the novel manufacturing infrastructure that was needed even before knowing which vaccine would be taken forward, and long before Pfizer knew whether the vaccine was going to work in patients.28

In selecting the four vaccine candidates, Pfizer had initially evaluated two different approaches. The first two constructs used a strand of mRNA that would code for the production of the entire spike protein, while the other two would use mRNA that coded for just a specific region on the spike, called the receptor-binding domain or RBD. It was believed that the RBD would make the most attractive target for human antibodies. It was the exact point on the spike where that protein latched onto the ACE2 receptors lining our tissues. There were a lot of these ACE2 receptors in our lower airways, explaining why COVID targeted its victims’ lungs. Antibodies that target the RBD interfere with the spike protein’s ability to bind to these receptors, effectively blocking its capacity to enter our cells, and neutralizing its ability to infect.29 Of all the different regions on the long spike protein, it was the receptor-binding domain where our most potent, neutralizing antibodies would attach. Measuring the sheer volume of antibodies that COVID patients produced against their SARS-CoV-2 infections after they recover, about 90 percent targeted the RBD. So, a lot of a vaccine’s effectiveness would be driven by its ability to induce antibodies to that very specific binding region on the virus’s surface.

The idea of using mRNA had never before found its way into a commercially available vaccine. The tactic had been used in the development of vaccines for other diseases, which were in various stages of clinical development. Moderna was developing mRNA vaccines for Zika, cytomegalovirus, and flu. Another company, Curevac, was in phase one trials for rabies. In total, about a dozen vaccines had been put into human testing that involved the use of mRNA. Nine of them had been advanced by Moderna.30 Pfizer had a preclinical program for flu in collaboration with BioNTech. The mRNA approach was novel—but it was not completely untested.

“When you look at pandemics, or other viral diseases [the mRNA approach] just opens the door to so much more than what we ever had access to, and we can develop vaccines so much faster than what was ever possible,” Jansen said. “And now we’re having to build the infrastructure for an RNA vaccine dealing with this pandemic, and of course that builds a foundation to deal with everything else” in the future. COVID would provide large-scale validation of the approach.

In evaluating the four different vaccine candidates, Pfizer focused on two of them early. Both generated robust immune responses. So the attention turned to their “tolerability profile,” a description for the propensity of a vaccine to produce predictable but manageable reactions like sore arms, fatigue, and injection site pain. These features are described as a vaccine’s “reactogenicity,” and are related to the immune response that the vaccine stimulates. The RNA vaccines can also induce reactions like fever and chills in some individuals, and the key is to strike a careful balance: you want a vaccine that elicits a strong immune response to the antigens that you’re focused on, but not so strong that it stimulates a lot of immune-related side effects.31 This was a challenge, because the very properties that made a vaccine more likely to trigger the protective elements of our immune systems could also lead to more reactogenicity.

This is where the early clinical research that Pfizer did came into focus. By initially evaluating four vaccines’ constructs, and quickly rejecting two while the remaining two were extensively tested in early studies, Pfizer was able to select the one that best struck that careful balance. On July 24, Pfizer and BioNTech agreed on a vaccine construct that integrated genetic material that coded for production of the full-length spike. Picking a vaccine that used the full length of the spike protein would turn out to be a fortunate decision. Based on the patient data that Pfizer had, the full-length spike offered the best compromise between robust stimulation of our immune cells and a lower incidence of vaccine-related side effects like low-grade fevers and injection site reactions. It would turn out later, by choosing to use the full length of the spike protein, the vaccine generated the broadest compilation of virus-neutralizing antibodies and activated T cells. It means that patients were likely to be generating antibodies against many different parts of the spike protein and its RBD, and not just one very specific region. So, as the virus mutated and changed the structure of its RBD (which happened in the winter, as new SARS-CoV-2 variants emerged), the vaccine would still induce antibodies against other regions of the spike protein that wouldn’t undergo as much change. No single mutation would render the vaccine substantially less effective. The strip of mRNA that coded for that full version of the spike also contained two carefully crafted tweaks that were not in the sequence of the wild strain. Pfizer had adapted the mRNA sequence to make the resulting spike protein it produced more easily recognized by our B cells so it would stimulate a more robust immune response.

Pfizer began evaluating the vaccine in a pivotal trial on July 27, with the first volunteers receiving shots at the University of Rochester. Moderna’s vaccine also entered its phase three study the same day. About three months later, on Sunday, November 8, I got an email around 2 p.m. “Board Call at 6 tonight” the subject line read, and the email went on to say, “Albert has confidential news to share regarding the vaccine,” referring to Pfizer’s CEO Dr. Albert Bourla. I was apprehensive. Based on the earlier data, we felt reasonably confident that the vaccine would work. However, you never know until the trial is done and you’ve seen the data. And even if the vaccine was proven to be safe and effective, we didn’t have a clear sense of how beneficial it would be, just some hints from the earlier trials. Would the vaccine clear the FDA’s hurdle for approval and prove to be more than 50 percent effective at preventing COVID’s symptoms? Sensing the nervousness on the call, Bourla broke the tension right away. “I have news on the vaccine,” he began, “and it’s good.”

The trial was blinded to the investigators and Pfizer. It’s standard practice in trials for patients to be randomly assigned to receive an experimental treatment or an alternative meant as an inert or predictable comparator (a placebo), to see if the novel agent is working, and for the investigators and the patients to be blind to who received what. Only the data safety monitoring board (DSMB) knew who was getting the vaccine and who was getting the placebo. A DSMB is an independent group of clinicians and scientists who monitor the safety of patients while a trial is ongoing. They also continuously evaluate how well an experimental drug or vaccine might be working. They can intervene to stop the trial early if they find that the product is especially effective and should be declared to work and be given to everyone, or if it’s judged to be ineffective and continued treatment with it is futile, or worse, it’s judged to be causing harm.32 The DSMB also reports the results when the trial reaches certain prespecified milestones.

In this case, the study was supposed to report preliminary data when a certain number of patients in the trial contracted COVID. At that point, the DSMB would analyze the findings and figure out how many of the cases were among patients who had received the vaccine, and how many occurred among the patients who had received the inert placebo. And the results would be reported to a small number of Pfizer colleagues who were unblinded to the data, while the rest of the large study remained blinded to everyone else. That morning the chair of the DSMB had a meeting with a small number of Pfizer scientists to tell them that the vaccine was highly effective and safe, and that the data could be compiled for submission to regulatory agencies. In all, ninety-four patients had contracted COVID in the study, and nearly all of them were on the placebo. In total, the vaccine was more than 90 percent effective at preventing the symptoms of COVID.

It was an emotional call. We had confidence that the vaccine was going to be effective, but I don’t think any of us expected it to be this successful at preventing COVID. Albert shared a video with us, recording the moment when the results were first reported to the management team by Dr. Kathrin Jansen and Dr. Bill Gruber, Pfizer’s senior vice president of vaccine clinical research and development. Everyone in the room stood up and screamed in joy. It was clear at that moment that the world had changed. It was the beginning of the end of a devastating global event. A vaccine capable of producing this level of benefit had the potential to end the pandemic. COVID was now a preventable disease. The key question was going to be how fast the company could ramp up the supply and distribute the vaccine quickly and equitably to the patients who needed it.

The next day, I was scheduled to appear on CNBC at 6 a.m. I knew the results, but I needed to wait for the company to release them later that morning. I was asked about the progress of the clinical trials, and I said simply that I would let Pfizer speak on updates about the vaccine.33 It was a standard line of mine; I would routinely defer to the company to speak about its progress. So, there was nothing out of the ordinary in my reply. CNBC brought me back on the air after the results were formally released. Though I now had more freedom to speak, I remained cautious in my remarks, not wanting to overstate the impact of the interim results or draw a premature conclusion ahead of the FDA’s careful analysis of the data. “This is a meaningful result, a very meaningful result, and exceeds the expectations based on the interim analysis,” I said. “And if the data does hold up on the final read out from the full clinical trial, I think it’s light at the end of the tunnel.”34

It was indeed. Pfizer filed with the FDA on Friday, November 20, seeking authorization for emergency use of the vaccine.35 It was the first company to seek permission to offer a COVID vaccine to US patients. It was just 248 days since the company had first set out with BioNTech to develop the vaccine. No vaccine had ever been developed that fast. The process involved 150 different clinical trial sites, 43,661 patient volunteers, the work of thousands of Pfizer colleagues, and the hopes of a weary nation: it was one of the largest, fastest, and most important scientific endeavors of its kind in modern history.36

Pfizer initially committed $1 billion to the project, a sum that would soon double as the company ramped up manufacturing sites across the US and Europe and started to produce the vaccine. Much of that money would pay for facilities specially designed to manufacture the mRNA vaccines. The specially formulated mRNA used in the vaccine was produced by batteries of highly specialized mixing machines that Pfizer had custom-made for the purpose at a cost of $200 million each. I remember the board meeting when we voted to buy more of them. We initially purchased five of the batteries of machines in all, at a cost of $1 billion—before we even knew if the vaccine was going to work. We would end up purchasing many more. While other companies took grants from the federal government to offset the cost of development and to pay for the investments they would need to expand their manufacturing facilities, Pfizer made a decision to forgo federal money to support the venture. Pfizer agreed in advance to sell an initial allotment of 100 million doses of vaccine to the federal government at an agreed-upon price, but only if the vaccine was successful and won FDA authorization. The US government would pay Pfizer only if the vaccine worked, and only for the doses they were buying.37 Bourla wanted it that way. He was concerned that the strings attached with federal grant money could slow the process. He wanted his scientists unencumbered. He knew that speed to market would save lives.

The mRNA vaccines marked a historical turning point. COVID straddled a line between two states of scientific fitness, a point when the wet approach—producing flu vaccine in large vats that relied on eggs and cell cultures and live viruses—gave way to the intelligent design of synthetic biology: digitizing snippets of mRNA that could commandeer our cells and turn our bodies into breweries for viral proteins. For the first time, we had the ability to develop fully synthetic vaccines based entirely on information about a pathogen’s genetic sequence. Under the new approach, maximizing potency turned on the ability to tweak these strands using computers in ways that would make the resulting proteins more immunogenic. A decade earlier, we might have struggled for a year to get SARS-CoV-2 to grow in cell cultures. Messenger RNA proved to be an agile approach, allowing us to develop highly effective vaccines directly from the virus’s genetic composition.

Indeed, the two inactivated virus vaccines developed by the Chinese, and put into clinical trials long before the mRNA vaccines began human testing, wouldn’t come to market until well after the mRNA vaccines were authorized in the US and Europe. And they wouldn’t work nearly as well. Using inactivated virus proved to be less immunogenic than the newer mRNA technologies. Moreover, getting the inactivated virus to grow in cell cultures, and manufacturing it at large enough scale to supply the overwhelming demand, remained a bottleneck. The Chinese were able to pivot quickly to the inactivated-virus vaccines because the approach was well established, but it proved to be a less efficient and effective platform. Moreover, as SARS-CoV-2 mutated, swapping in a new variant and getting the modified virus to grow in cell cultures wasn’t nearly as simple as swapping a new gene sequence directly into the vaccine. The mRNA approach was basically plug-and-play. Substituting in a new, mutated strain was fast and straightforward.

As it turned out, when new strains emerged over the winter of 2020–21 in Brazil and South Africa and raised concerns that the existing mRNA vaccines might offer less robust protection against these new variants, Pfizer and Moderna were able to develop new constructs that targeted these mutant strains and get them into development in under a few months.38 The speed and adaptability of the mRNA approach demonstrated its superior utility. The companies were able to generate boosters for new variants as soon as scientists isolated the new viral sequences, and have the modified vaccines ready if they were needed.

There are other approaches that allow us to develop countermeasures directly from sequence information, and we need to invest in these kinds of adaptable capabilities to prepare for future threats. These are the kinds of core competencies that will help us guard against unpredictable threats from nature and leave us better prepared for the next pandemic. The speed, agility, and effectiveness of the mRNA approach demonstrated the kinds of aptitudes for developing countermeasures that we need to be investing in. Among these promising approaches are efforts to develop small-molecule drugs that can be taken orally and serve as broad-acting inhibitors of viral polymerase and proteases, which are common machinery used by RNA viruses to replicate. In contrast to antibody drugs and vaccines, which are specific to each individual strain and target precise proteins on a virus, the protease inhibitors can act on all coronaviruses, along with other related viruses.

Polymerase inhibitors are also broad-based viral disruptors that have the potential to work against entire classes of viruses. One approach uses small interfering RNA, sometimes known as short interfering RNA, silencing RNA, or siRNA. This is a class of double-stranded RNA molecules that can be used to disrupt the ability of viruses to translate (or assemble) their RNA stands into proteins. The basic concept bears some similarities to the approach taken with the mRNA vaccines. Using siRNA, we can interfere with the expression of specific genes as a way to interrupt the principal activities of a virus. Also, like the mRNA vaccines, these drugs can be put into development based only on information about the virus’s genetic sequence. If we can establish how siRNA can be used to disrupt certain innate aspects of viral replication within each of the key classes of viruses, from influenzas to coronaviruses, then these drugs can be modified as new strains and variants emerge. We should pursue these and similar capabilities against RNA respiratory viruses. We’re going to need more of these kinds of flexible platforms.

The old approach to pandemic preparedness was to create a list of priority pathogens and cultivate specific countermeasures. COVID proved how hard it is to anticipate the next threat, which could be a novel class of viruses or a known virus that has mutated into a more dangerous form. To counter the unknowns, the most valuable capabilities are the ones that can be quickly adapted to novel threats, or countermeasures that can help defeat entire categories of pathogens—for example, a vaccine that will work against multiple strains of coronavirus.39 These capabilities will allow us to field drugs and vaccines that can quickly counter an unforeseen danger shortly after it emerges, based on features—like its genetic sequence—that can be deduced and isolated.

The ability to deploy these nimble platforms turns on relatively new technology. Just ten or fifteen years ago, we didn’t know how to implement a rapid response with antibody drugs targeted to viral proteins. Just five years ago, we couldn’t develop vaccines through synthetic approaches that used genomic material as the starting point. Having flexible technology platforms paid off. The threats we would face, and how these capabilities would ultimately be used to reduce them, were hard to foresee and plan for.

Consider this: when mRNA was first embraced as a potential therapy, the initial vision was that it could be used to replace protein drugs. Instead of infusing proteins like insulin as a drug, the view was that you would deliver a sequence of mRNA that would code for the production of the same proteins. The body would become the manufacturing plant for the biological. But researchers quickly realized that they couldn’t stimulate the production of enough protein from mRNA to use the platform as a protein replacement therapy. Their focus then shifted to using the technology to stimulate the production of T cells that could target cancer. It was even more recently that scientists realized that the platform could be used for development of vaccines that targeted viral proteins.

This brief history shows that innovation can’t always be predicted. We don’t know which platform will yield answers for future threats. As part of our national preparedness, it will be important to stockpile countermeasures to some of the known risks, but it’s equally important to support the development of novel technology platforms that have broad applicability over a range of potential threats. We can’t always see the future. We can’t focus solely on the dangers that we can see today. And we can’t guess which approaches to developing drugs and vaccines will yield the most effective solutions. The use of mRNA to customize synthetic vaccines showed the value of having agile competencies at the ready. These are the technologies we will need to reduce our vulnerability.




Chapter 18

A New Doctrine for National Security

In April 2000, the Clinton administration designated HIV/AIDS a risk to America’s national security. Until that point, there was no similar precedent for treating a naturally occurring infectious disease as a strategic risk. Following the declaration, when federal health officials were pulled into an initial meeting with the White House national security staff, the medical leaders were so unversed in their new landscape that the meeting was delayed when the head of the Office of National AIDS Policy couldn’t find the way to the White House Situation Room.1

The declaration was viewed as a historic affirmation of the growing nexus between infectious diseases and our national defense. In addition to the staggering humanitarian crisis in Africa, a recent intelligence estimate had concluded that HIV infections were also accelerating in Eastern Europe.2 The expansion wasn’t just a public health calamity. It was also a geopolitical threat, and it had the potential to fuel global instability. The analysis concluded that continued spread would “challenge democratic development and transitions and possibly contribute to humanitarian emergencies and military conflicts to which the United States may need to respond.”3

The formal designation was a Rubicon—an indication of a growing movement coupling security and global public health. Another recent national intelligence estimate had established that global pathogens posed a “nontraditional threat” to American security and economic interests. Eight years earlier, in 1992, the National Academy of Science’s Institute of Medicine had sparked the movement to link global public health to our national security in a widely cited report on emerging diseases that argued that Americans were no longer insulated from infections that were once rare or were a burden largely confined to remote parts of the world.4 The report’s prominent authors said that the US would need new capabilities to combat these threats.5

“Despite the appearance of security, however, there is only a thin veneer protecting humankind from potentially devastating infectious disease epidemics,” the report noted. “There can be a delicate balance between maintaining control of a disease and the initiation of an epidemic. It’s one thing to have this balance disrupted by essentially uncontrollable elements; it’s quite another to have it go awry as a result of individual or organizational complacency.” The key to identifying outbreaks of novel disease, and tracking the spread of known infections, the report went on, is better surveillance and rapid response to identified threats, placing these competencies “at the core of preventive medicine.” It continued, “A well-designed and well-implemented infectious disease surveillance program can provide a means to detect unusual clusters of disease, document the geographic and demographic spread of an outbreak. . . . Unfortunately, there is insufficient awareness of and appreciation for the value of comprehensive surveillance.”

Among the group’s recommendations was the establishment of a consolidated system for reporting information about potentially concerning pathogens and outbreaks. This wasn’t a new idea. The same recommendation had been made repeatedly to the CDC. In 1997, a follow-up report by the Institute of Medicine drew a similar conclusion, seeking to establish a new standard that linked the risk of biological events to US national security.6

Later, in 2006, Congress appropriated funds to improve the CDC’s system for detecting and reporting on novel threats, directing the agency to “establish a near real-time electronic nationwide public health situational awareness capability” to “share data and information to enhance early detection of rapid response to, and management of, potentially catastrophic infectious disease outbreaks”; but the CDC never implemented the called-for changes.7

A respiratory pathogen poses especially grave risks. Because of its route of transmission, it has the potential to spread easily and extensively, and to instigate widespread fears along the way. It literally spreads through our breath, making it risky for people to breathe the air in a room with others. COVID showed how the ensuing anxiety can be especially crippling.

Along the path to COVID, there were plenty of warnings about how real the threat was from novel respiratory pathogens, beyond our experience with SARS-1 and MERS. There had been enough near misses to prove that coronaviruses were a present danger.

In January 2003, a novel coronavirus was isolated from a seven-month-old child suffering from bronchiolitis in Hong Kong.8 Additional cases were soon found in other children.

In 2004, a novel coronavirus was found in a seventy-one-year-old man admitted to a hospital in Hong Kong with pneumonia three days after he had returned from a trip to Shenzhen, China.9

In 2013, twenty-one doctors and nurses in China’s eastern Anhui Province were hospitalized after being diagnosed with severe viral pneumonia. All of them worked in the department of respiratory care at the general hospital of the Wanbei Coal-Electricity Group. The pathogen was never revealed, but a novel coronavirus was a rumored culprit. Chinese officials dismissed the disease as an ordinary pneumonia and said it was not a cause for public health concern.10

There was also that outbreak of a severe pneumonia in 2012, believed to be caused by a novel coronavirus, among a group of miners in southern China. The mines were near a series of caves where bats had been found that carried viruses similar to SARS-1. There would be speculation among some scientists in 2020 that the 2012 strain bore similarities to SARS-CoV-2, but Chinese officials would continue to maintain that it was a fungus that had sickened the miners.11 Chinese scientists would find eight other completely novel coronaviruses in bats they sampled from those same mineshafts, but the full sequences of these additional strains would never be shared.12 The six stricken miners were taken to Wuhan for treatment, and their blood work had been frozen and stored at the WIV.13 It’s possible that a predecessor to SARS-CoV-2 virus had made the jump from bats to humans before, testing our species repeatedly before it finally got a firm grip on us. It appears that none of these previous outbreaks resulted in major spread. But any one of them could have. Any one of these and other similar incidents could have been the spark that lit the fire of a new contagion.

In fact, coronaviruses as a class were added years earlier to the WHO’s watch list as a pathogen with pandemic potential, after our brush with SARS-1 and MERS.14 There was ample evidence that these viruses were evolving in ways that made them increasingly dangerous, but we didn’t take this class of pathogens as seriously as we should have and didn’t adequately prepare ourselves for this threat. In fact, the WHO never declared MERS a Public Health Event of International Concern (PHEIC) under the revised International Health Regulations; a decision that dismayed many at the CDC, who believed that the international body had set the bar too high for these declarations. Now, the death and devastation caused by COVID, and our failure to effectively identify, isolate, and reduce this risk, will result in “a shift in political preferences aimed at undoing the existing order,” writes Nicholas Christakis in his history of the COVID pandemic, Apollo’s Arrow.15 The emphasis will be on building new institutions and capabilities to make sure such a system failure can’t happen again.

Among the institutions we’ll need to turn to are the agencies charged with guarding our national security. At one time, we viewed the public health mission more firmly through a lens of national security preparedness. In 1952, when the CDC created the Epidemic Intelligence Service, the inclusion of the word intelligence was deliberate. The agency’s early leadership, Dr. Joseph Mountain and Dr. Alexander Langmuir, used the word because they wanted the CDC to be viewed as a national security asset. That was a 1950s mind-set, but this strategic orientation began to change and erode in the 1960s. Today the EIS is a globally recognized fellowship program renowned for its efforts to train experts to investigate and respond to outbreaks of disease around the world, but it has no formal relationship to our national security functions.

In recent decades the US government has often been reluctant to view the public health mission as a matter of national security, and even more reluctant to use the tools of national defense and intelligence gathering to identify and counter these threats. The Department of Defense initially resisted private calls, early in the COVID pandemic, to reprogram biodefense resources to focus on combatting COVID: some in the Pentagon argued that its fidelity was to counter deliberate biological threats and not a naturally occurring virus. The result was that nobody fully owned the mission of protecting the homeland from these dangers. Whatever parts of this obligation ostensibly fell to the CDC, either by design or by default, these commitments were not properly pursued. Going forward, we’ll need to prescribe a much clearer role for how we also use the conventional tools of our national security infrastructure to help guard the nation against future pandemics.

In 2014, when the Obama administration’s national security team worked on the global health security agenda, there was a deliberate decision to put the words health and security together, in that document, as part of an attempt to bring the intelligence and public health communities closer together.16 However, this step engendered controversy, evidencing the challenges we would face in integrating national security agencies into public health efforts.

There were “epic arguments,” according to one of the people involved, over whether the words health and security could be used together in a national security context. For many years, we’d treated pandemic planning as largely a public health function. The practical limits of this approach were revealed in our deficient response to COVID. Moreover, other countries would turn to their own intelligence services as part of biological threat planning and mitigation and we’d have no way to fully counter them. Sometimes other nations engaged their intelligence assets as a way to augment their public health response, and sometimes it was our foes trying to frustrate our own domestic efforts or siphon information off our strengths to buoy their own capabilities. What has become clear is that we need to leverage our intelligence assets—as much for advancing our public health goals as for guarding against adversaries who would try to exploit the chaos to weaken our response.

Among the activities we got wind of, during the summer of 2020, was that China was using its foreign intelligence services to collect trade secret information on US efforts to develop COVID vaccines. The New York Times reported, based on interviews with people tracking the espionage, that this spying was “one of the fastest peacetime mission shifts in recent times for the world’s intelligence agencies, pitting them against one another in a new grand game of spy versus spy.” There was evidence that Chinese intelligence hackers had managed to breach some sensitive networks. And in July, the Justice Department indicted several hackers who were working on behalf of China’s Ministry of State Security, the country’s spy service.17

Meanwhile, Russia’s foreign intelligence service, the SVR, also targeted vaccine research networks in the US, Canada, and Britain. The Russian espionage was first detected by a British spy agency that was monitoring international fiber optic cables. American intelligence officials said that the Russians were seeking to steal research to accelerate development of their own vaccine, not to sabotage our efforts.18 Then, once Russia had developed its own successful COVID vaccine, Sputnik V, its intelligence services mounted an elaborate campaign to undermine confidence in the COVID vaccine marketed by Pfizer.19 It was believed that Russia waged this derogatory operation as part of an effort to gain commercial advantage over Western vaccines as Russia tried to compete with US drug makers for the market primacy of its own vaccine, especially in middle-income nations where Russia was using its vaccine for diplomacy. At one point, a head of state from an Eastern European nation called Pfizer CEO Albert Bourla and implored Bourla to try and encourage the Biden administration to allow US COVID vaccines to be shipped to Eastern Europe because those nations were being flooded with Russian products. Bourla’s subsequent efforts helped instigate a broader action by the Biden administration to procure 500 million doses of Pfizer vaccine, at a not-for-profit price, and distribute it to low- and middle-income countries through COVAX. The actions of Russia, and the situation in Eastern Europe, had provided an added impetus to efforts by the US government to expand global distribution of the American products.20

Recognizing the threat, American security agencies had moved to protect the universities and private companies doing most of our vaccine research. Spy tactics that had once been reserved for the arms race were now playing out on the field of public health response—proof that the game had changed.21 Pandemic preparedness had taken on a new strategic standing. In some respects, this was just spies being spies. However, the level of attention that foreign intelligence services focused on the American COVID vaccines foreshadows a broader shift in security priorities. In Beijing, Moscow, and other capital cities, public health was now clearly being viewed as a matter of national security. The US had to start playing this new game, too.

Across multiple administrations, the willingness to view pandemic preparedness through the lens of national security has waxed and waned, being downgraded only to be elevated after new threats emerged, and then marginalized again when the immediate risks seemed to recede. This cycle took place most visibly in relation to the National Security Council (NSC). At the beginning of the Bush administration in 2001, there had been a person charged with overseeing biothreats on the NSC, but the position was eliminated only to be reinstated after 9/11, with an emphasis on bioterrorism. In 2009, the incoming Obama administration disbanded the biothreats staff on the NSC, as the Bush administration initially had done, but then reinstituted the function after the H1N1 swine flu pandemic and the Ebola epidemic.22 And yet once again, in 2018, this NSC function was disbanded by the Trump administration, not long before COVID struck. The NSC chief, John Bolton, was said to be very focused on the biothreats agenda, but the explicit function that had existed was consolidated under the work stream for weapons of mass destruction, reflecting—at least in part—an orientation that placed a lot of the focus on bioterrorism.

The volatile nature of that NSC role was a leitmotif for the shifting focus on these dangers and reflected an ambivalence toward elevating biological risks beyond agents of bioterrorism and engaging the nation’s national security leadership to manage preparations against naturally occurring threats. The general refrain was that the pandemic piece of that portfolio was the CDC’s domain. However, the CDC didn’t know how to view these contingencies through the lens of national security. Most of the national security cooperation between the CDC, the public health community, and the intelligence community remained centered on bioterrorism, much like the focus of the NSC. And even these efforts never acquired a prominent place in the CDC’s sprawling mission. The CDC’s programs to mitigate the risk that smallpox could be weaponized by a rogue nation or terrorist group was one such example. The select agent program had existed at the CDC since the 1990s, but it was expanded after 9/11. Some in the CDC believed that the newly broadened program should have been transferred to the newly created Department of Homeland Security, but the academic community and organizations like the American Society for Microbiology strongly opposed such a move and prevailed, arguing that the program needed to be ‘science based’—a principle that could be fulfilled only inside the CDC.

And yet the CDC wasn’t the right agency to take ownership of anticipating and developing strategies to counter national security threats, because it possesses a retrospective mind-set. The CDC doesn’t generally focus on actionable assessments of future risks; it produces academically oriented after-action reports in an effort to define new scientific principles. The intelligence community, by contrast, has a prospective mind-set; it’s always scanning the horizon. Intelligence agencies have to make a call on future threats. They’re willing to be wrong, but they’re compelled by the nature of their work to make predictions. Even if the CDC were in the business of making assessments on future threats, it largely lacks the data science capabilities and the advanced analytics required to do this sort of forecasting of risk.

America’s dismal experience with COVID leaves us little choice but to expand the tools we use to inform us of new risks. In bolstering our pandemic preparedness, our purpose shouldn’t be merely to blunt the impact of the next pathogen that emerges, but to make sure that a calamity on the scale of COVID can never happen again, and the US can never be threatened in this way again. If our goal is to head off a potential pandemic entirely and prevent the next contagion from ever getting a grip on America the way COVID did, we’ll have to involve our instruments of national security. We’ll need to lean more heavily on nontraditional capabilities for gathering information on these threats, to better target our public health response, and improve our overall security. The COVID pandemic not only showed the lengths to which other countries would go to in order to gain an edge; it also revealed the gaps in the application of our own intelligence capabilities.

We had always relied on global cooperation to counter pandemic threats, but the SARS-1 outbreak in 2003 taught us that the global order could be frayed and feckless when it was most needed. Countries were reluctant to report these kinds of events and to share needed samples when new pathogens emerged. These behaviors were not exclusive to the Chinese government. We thought we had learned lessons after SARS-1 and had strengthened international conventions that required timely reporting. But the behaviors persisted. In 2005, Chinese authorities denied an H1N1 outbreak that Hong Kong scientists had identified.23 In 2007, Indonesia refused to share specimens of H5N1 with the US and UK.24 In 2015, authorities in Guinea took nearly three months to report to the WHO that Ebola was the cause of an infectious outbreak that was already spreading widely in that nation.25 In 2019, the WHO issued an unusual notice censuring the government of Tanzania for not responding to requests for information about a possible Ebola outbreak there.26 The list goes on. In times of biological crisis, nations have concealed their contagions. During COVID, the president of Tanzania would insist that his country didn’t have any spread of SARS-CoV-2, a position that would be repudiated when he was hospitalized for the disease in March 2021 and died, reportedly of a heart ailment, just days later.27

Global cooperation around these kinds of threats dates back to a meeting in 1995 where public health authorities sought to update the International Health Regulations that were first adopted in 1969.28 Taken together, these pacts governed how countries notified each other of emerging infectious threats. The revisions made in 1995 implemented a series of regional and global networks for monitoring infectious disease.29 Then, in 2000, global public health authorities established the Global Outbreak Alert and Response Network, with the goal of creating regional hubs around the globe that would be a backstop for identifying emerging risks—another tripwire that wouldn’t rely solely on national governments and the decisions of political leaders for informing the world of new outbreaks.30 The idea was to create a “network of networks” for spotting new threats.

Sometimes the system worked. It was this new network that in February 2003 alerted world health authorities that a dangerous pneumonia was spreading in Guangdong Province in China.31 The outbreak occurred among medical providers, which may be the only reason that international monitors spotted it. Clusters of unusual infections among healthcare workers tend to get noticed. The Chinese government officially notified the WHO of the outbreak only after its existence was revealed by the Response Network. But by then, there were already 305 known cases, including 105 infected healthcare workers, and five people who had died. However, the Chinese government still described the outbreak as “under control.”32 The illness was not being caused by a novel flu, as was first thought; it was a new coronavirus that had started to spread among humans. This was the start of what would become the SARS-1 pandemic. It didn’t stay confined to China.

The infection had been spreading slowly in China since early November 2002. The first case was traced to people who worked in the food industry in the city of Foshan. The outbreak became amplified when it spread to healthcare workers, who contracted the virus from sick patients. The window to identify the virus and take steps to intervene to stop its spread had been open for more than a year, and we missed it. In response to SARS-1, in 2005, a substantial revision was made to the international regulations that administrated the reporting of outbreaks and novel pathogens. Once again, global health authorities came to believe that, through greater cooperation and more binding commitments, they would be able to prevent the kinds of obfuscations that had initially concealed SARS-1. However, countries remained caught between two competing priorities. On the one hand, nations had an overarching public health imperative to prevent infectious diseases from spreading and crossing their borders. However, they also had a political incentive to minimize the economic impacts when they were host to a new contagion and prevent restrictions on trade and travel that could imperil their economies. This tension would confound our response to COVID.

How the world reacted to the COVID pandemic may have promoted actions that will make future cooperation, and the early sharing of information about new outbreaks, even more difficult. At one time, isolating a nation with an epidemic was seen as far too damaging and ultimately self-defeating. Applying even a limited quarantine would weaken a country’s ability to respond to an epidemic and might exacerbate spread. Moreover, by the time other nations contemplated travel restrictions, it was often much too late—the epidemic would already be well under way, with sparks of onward transmission already lit. This judgment was behind the reluctance to impose travel restrictions on West Africa during the Ebola epidemic in 2014. In these regards, the initial travel restrictions that the US and Europe imposed on China in response to the novel virus were unprecedented and deeply controversial at the time. Indeed, when the coronavirus first emerged in China in January, the WHO privately fought the Trump administration as the US contemplated its initial travel checkpoints. The opening actions weren’t travel bans, either, but measures to subject passengers inbound from Wuhan to increased scrutiny at US airports. Part of the WHO’s efforts were instigated by the Chinese government’s intense lobbying to get the organization to intervene and try to stop the US restrictions from being implemented. However, a part of the resistance was also owed to a historical concern among public health experts that travel restrictions might undermine efforts to contain a virus rather than help achieve control. “It’s part of the religion of global health: travel and trade restrictions are bad,” Lawrence Gostin, a notable expert on global health law at Georgetown University Law Center and one of the original architects of the International Health Regulations would tell the New York Times. “I’m one of the congregants.”33

In the case of the travel restrictions later put on Europe, there was a lot of tension in the White House as to whether to pursue them. Members of the president’s economic team, including Treasury Secretary Steve Mnuchin, opposed the travel ban, worried about the economic fallout it might trigger.34 It was not until Deborah Birx got a download of raw data from Italy and fed it into new models showing that the European epidemic was poised to explode and that cases from Europe were seeding a lot of the new spread in the US that officials were convinced to shut down travel from Europe. The announcement of a ban on travel from Europe came that same week.

COVID normalized the widespread use of these practices. When the next outbreak emerges, we can expect nations to act swiftly to impose strict travel controls. When the UK identified a more contagious variant of SARS-CoV-2, the first thing the French government did was close the Chunnel.35 Even the US put new limits on travelers entering from Great Britain. While the evidence for the benefits of border closures and travel controls was weak, so was proof for the counterargument.36 The case against travel restrictions is based on a small number of studies showing that closing borders will delay but not prevent spread and can do more harm than good by destabilizing regions where an outbreak is occurring, causing people to flee hot zones. However, there’s no firm data to support the notion that travel bans are bad. After they were used in COVID, there was a belief that they helped some and little convincing data to say they didn’t.

Given the intense isolation that nations are now likely to experience when they disclose that they’re host to a menacing outbreak of a novel disease, and the economic repercussions they’ll incur, we can expect countries to adjust their behaviors. They’ll be even more reluctant to reveal the existence of a new pathogen or to share strains and sequence information. There’s currently no requirement, under any international law or convention, that can compel nations to share samples of pathogens in a public health crisis.37 To this day, China has never shared the initial strains of SARS-CoV-2, which are key if we wish to firmly establish the virus’s origin. These source strains would also have helped support the early development of drugs and diagnostics. While it’s true that researchers were able to use the sequence information China published, having an actual sample of the virus to validate the sequence is critical to effective development work. At one point, we tried to circumvent China’s intransigence by arranging a transfer directly between the Wuhan Institute of Virology and the labs at the University of Texas Medical Branch, which had in place a long-standing collaboration.38 At first the Wuhan lab agreed to share the samples, but officials in Beijing intervened and blocked the planned transfer. The inability to access early samples remains a major gap. When a WHO delegation visited China a year after the initial outbreak to identify the source of SARS-CoV-2 and investigate theories that the virus may have leaked out of a lab, the Chinese government still wouldn’t allow the early specimens to be shared. In June 2021, information would emerge to show that Chinese researchers working at Wuhan University had deleted from NIH research servers the sequence information from dozens of samples collected in early December 2019. The scientists had initially submitted the data as part of a research project, and then inexplicably pulled it down. Perhaps the researchers had been pressured to withdraw the samples, or balked when the Chinese government changed the rules governing what sequence information scientists were permitted to share?39

The persistence of speculation that the pandemic might have been sparked by an accident in a Chinese lab, where it’s rumored that some workers were inadvertently infected with a virus they were handling in the fall of 2019, and sick enough to seek hospital care, is due, in part, to the Chinese government’s own obfuscations.40 As one commentator noted, owing to the evasions, the withholding by China of pertinent data, and the efforts to frustrate and discomfort the WHO delegation that was sent to China with the mission of trying to investigate the source of the pandemic, there’s likely never going to be a concrete fact pattern firmly establishing where the virus originated, only inferences and a fight over competing narratives.41 And yet, independent of the Chinese government’s shenanigans, there remains enough evidence on the other side of the ledger to nurture a theory that the initial epidemic may have been sparked by accidental infections that occurred as a result of the poor handling of a lab specimen inside China.

The proximity of the Wuhan Institute of Virology to the site of the initial outbreak fueled early theories that the WIV could have been the point of origin.42 But it would take more than inference and coincidence to give these speculations traction, and other public facts would support these suppositions. Many of the speculations sprung from the kind of high risk studies that was known to take place at the WIV, and its singular role as a center for coronavirus research. If there were novel coronavirus specimens found by researchers in China, there was a good bet the WIV, given its prominent scientific role, would obtain access to them. It was well established that there was an outbreak of a novel coronavirus infection in pangolins in March 2019, when the Guangdong Wildlife Rescue Center, in Guangzhou, reported that it had taken custody of twenty-one pangolins that had been seized by customs police.43 The animals were reported to be in poor health, with signs of respiratory distress. Samples were initially sent at the time to a government lab in Guangzhou and genomic evidence of coronaviruses were found.44 It was established by research published in the journal Nature that SARS-CoV-2 bore close resemblance to this particular pangolin coronavirus, especially the critical part of the virus, the receptor binding domain, that attaches to the ACE2 receptors in our respiratory tract and gives the virus its pathogenicity in humans (based on these findings, pangolins were believed to be one possible intermediate host as the virus migrated from bats to humans). It’s known that the WIV had worked with pangolin coronaviruses and was China’s main research facility for work on coronaviruses following SARS-1. So if any lab in China was going to be called upon to investigate an outbreak of a novel coronavirus in pangolins or any other species, ostensibly it would have been the WIV, making it possible that the WIV was in possession of, and had worked with, novel coronavirus specimens that hadn’t been previously shared or disclosed.45

The US State Department published a fact sheet on “Activity at the Wuhan Institute of Virology” on January 15, 2021, stating that “The WIV became a focal point for international coronavirus research after the 2003 SARS outbreak and has since studied animals including mice, bats, and pangolins.”46 Adding fuel to these speculations were some unusual genetic features that the SARS-CoV-2 strain harbored. These were features that weren’t commonly found in naturally occurring variants of similar coronaviruses that had been—so far—cataloged by scientists; but, the theorists reasoned, they could be the kinds of adaptations that researchers would make in a laboratory as they tried to evaluate the characteristics of a virus. Among the most prominent of these findings was the fact that the SARS-CoV-2 virus has a specific addition to one of its key surface proteins (called a furin cleavage site)—an attribute that’s absent in the strains of coronavirus most closely related to SARS-CoV-2 (called Sarbecoviruses), but which is found in other types of coronaviruses such as Merbecovirus (which causes MERS), Embecovirus (which causes the common cold), and Hibecovirus and Nobecovirus (which, so far, have only been found in bats).47 Adding to the concerns is the fact that manipulation of the furin cleavage site is a common adaptation that’s sometimes made to viruses in order to enable them to more easily grow in a cell culture in a lab, although the adaptation cuts the other way, too—sometimes the furin cleavage site isn’t added or, when it’s already present in a virus, it’s removed in order to help control a virus’s pathogenicity and improve lab safety as a virus is evaluated experimentally. It could be added, however, in circumstances where a researcher wants to make it easier to infect animals with a cultured virus. If a virus has been manipulated, whether by a seamless method where a characteristic is deliberately inserted into the virus’s genetic sequence, or by serial passage through cell cultures, there’s probably no way of knowing for certain in this case simply by evaluating the virus’s sequence.48

These are all speculations, of course, and critics of these theories sometimes blame those who advance them for imprecision, but the concerns that a lab leak could have been the origin of COVID persist largely because the Chinese government has withheld information that could help put such theorizing to rest. For some observers, the question becomes: When do too many coincident facts become hard to overlook? Adding further weight to the theory that there was a connection between the lab and the epidemic were persistent concerns that the WIV had poor controls. When the lab was on the cusp of being cleared for operations in 2017, the journal Nature raised some of the first concerns, stating that “Some scientists outside China worry about pathogens escaping, and the addition of a biological dimension to geopolitical tensions between China and other nations.”49 France helped build the WIV and there were persistent concerns that it was improperly built. French scientists continued to work inside the facility, to assist their Chinese counterparts, but were forced out of the facility around 2017 when, it was believed, the Chinese started to make a pivot toward high-end research that the Chinese didn’t want their French collaborators to see. “The Chinese increasingly cut them out and made the oversight impossible,” one former US official told me, “so the French eventually withdrew those people.” It was around 2017 that the WIV was also believed to have begun conducting classified research, including laboratory animal experiments, on behalf of the Chinese military.50

In an effort to dismiss the plausibility of a lab leak being the original source of SARS-CoV-2, the WHO team would cite the WIV’s stringent controls in its higher-security (BSL-4) labs. The WIV’s careful handling of specimens made an accident implausible, the WHO team argued. “It was a very well-run lab,” said Dr. Peter Daszak, one of the WHO team members. “They did all the things you would expect them to do in terms of testing the staff, psychological evaluation before you’re allowed to work in the biocontainment labs, all the things and checking the facility.”51 However, it was established that the WIV was doing its coronavirus research in its lower-security (BSL-2) labs, which didn’t have the same rigorous controls.52 The WIV had seventeen BSL-2 labs, but maintained only two higher-security BSL-3 and just one BSL-4 lab. This was information that the WIV tried to erase from its website after COVID emerged.53 
The WHO investigators didn’t request full access to the database of viruses held by the WIV, so they couldn’t be certain what exactly was contained in the lab’s inventory. Some of the WHO team members asserted that they already knew what viruses the WIV had worked on, because they had been collaborating with the lab, and so they said they were sure the WIV’s inventory couldn’t include any unrevealed strains that closely resembled SARS-CoV-2.54 That unverified assertion shouldn’t have sufficed for due diligence on this critical question.55

Yet the WIV’s freezers held what is believed to be the most complete inventory of sampled bat viruses found in any research institution—22,000 samples of genomic material or viruses, including 15,000 samples derived from bats and covering more than 1,400 bat viruses.56 The database also held “more than 100 unpublished sequences of bat coronaviruses that could significantly help the probe into the origins of the pandemic,” according to the Washington Post.57 Adding to the concerns was the WIV’s purported dual use by civilian and military researchers. Matthew Pottinger, the former US deputy national security adviser, said that the US had strong reason to believe that the Chinese military was doing classified animal experiments in WIV’s laboratories, going back to at least 2017. He told Margaret Brennan on Face the Nation that the WIV was infecting animals with coronaviruses as part of the lab’s research.58 These could include laboratory mice genetically engineered to carry the human version of the ACE2 protein found on the surface of cells that line the respiratory tract. The mice would thus mimic the human response to a coronavirus. It was well established that the WIV had been doing gain-of-function research, and some of this work involved the infection of these genetically modified mice with versions of coronaviruses that had been deliberately altered to bind more tightly to ACE2, to see how improved infectivity of the spike protein could yield clues on how to design better drugs and vaccines to counter it.59 It was also asserted that the NIH had previously helped indirectly support some of this type of research with financial grants.60 The process of infecting animals with coronaviruses raised the odds that the virus might have accidentally transferred to workers handling those animals.61 Former CDC director Robert Redfield would be among the highest-profile public health officials to say publicly that he believed SARS-CoV-2 resulted from gain-of-function research. Following this line of thought, it was speculated that Chinese researchers may have deliberately altered the virus as a way to study it, but then the virus accidentally escaped from the WIV and first started to spread in September or October, not in December.62

Gain-of-function research had long alarmed other scientists. In 2014 a group of researchers calling themselves the Cambridge Working Group urged restraint on using genetic manipulations to create novel viruses. “Accident risks with newly created ‘potential pandemic pathogens’ raise grave new concerns,” they wrote. “Laboratory creation of highly transmissible, novel strains of dangerous viruses, especially but not limited to influenza, poses substantially increased risks. An accidental infection in such a setting could trigger outbreaks that would be difficult or impossible to control.”63 A highly respected pair of researchers put the odds that such an effort (in this case involving a hypothetical strain of a novel influenza) could create a dangerous pathogen that would accidentally escape from a lab and trigger a pandemic at 1 in 10,000 to 1 in 100,000 per lab year.64 This was a meaningful risk. The US government imposed a moratorium on gain-of-function studies in 2014. No such restrictions were imposed in China. The US moratorium was later lifted by the NIH in 2017 and gain of function experiments continued including one widely cited study that was done by US researchers in collaboration with the WIV.65

Wuhan is home to at least six other high-containment lab facilities, and published papers show that some of these labs were also very active in coronavirus research.66 The Wuhan Center for Disease Control and Prevention, a satellite facility operated by the Chinese CDC, was similarly known to be doing research inside its lower-security BSL-2 lab with viruses that were derived from bats. It’s located just a few blocks from the Wuhan food market that was originally implicated in the initial outbreak. The focus has been on the WIV. But, before COVID, research on coronaviruses wasn’t typically done in the highest-security labs, so any one of these six other lab facilities in Wuhan could have been working with novel strains.

The theory of a lab accident involving a deadly coronavirus had precedent. The last known cases of SARS-1 were caused by lab accidents.

In 2004, there was an outbreak of SARS-1 in Beijing that infected nine people, killing one, that had originated from an accidental exposure in a lab. Two of the people infected had worked with the virus in the National Institute of Virology in Beijing, and their infections were linked to experiments using live and inactivated SARS-1 virus at the labs belonging to the Chinese CDC.67 One of those infected researchers had her illness go unnoticed by officials at the Chinese CDC, even after she developed symptoms consistent with SARS-1, including fever. She presented on her own to the hospital where she infected a nurse before traveling to her home in Anhui by train.68 The Chinese government initially tried to conceal the outbreak, along with its origin, before journalists uncovered the events. In all, SARS-1 had been the subject of six outbreaks since its last-known natural occurrence, each one the consequence of its escape from a laboratory: one time each in Singapore and Taiwan, and then four separate escapes from the same lab in Beijing.69 Another instance where an experiment in China had gone awry, and triggered the global spread of a novel virus, had occurred in 1977 and involved a strain of H1N1 influenza. It’s believed that the virus was carelessly released when several thousand Chinese military recruits were challenged with a live strain of the virus to test an experimental vaccine. This H1N1 strain (and its descendants) have circulated globally ever since.70

The lab leak theory has important strategic implications, and the possibility that SARS-CoV-2 accidentally escaped shouldn’t be easily dismissed. The probability, even if it’s judged to be remote, has important implications for how we prepare against future pandemic threats. There are hundreds of BSL-3 and BSL-4 labs around the world with active pathogen research, posing a potential health and security risk if they aren’t appropriately staffed, managed, and resourced.

First, the risk reinforces how important it is for countries to share more information, not less. The Chinese government hurt itself and its standing by hiding pertinent evidence that could help the world firmly establish the origin of SARS-CoV-2. The genetic evidence derived from the SARS-CoV-2 genome supports the argument that the virus could have emanated from an entirely natural origin, jumping between animals and people before it finally broke out. Most of the notable features on the virus could be found in coronaviruses already identified in nature, including the furin cleavage site. So, in theory, all of its genetic diversity could have evolved through natural selection. The features didn’t necessarily need to arise from a lab, or from any special circumstance.71

Take the issue of the furin cleavage site, which was held out by some as a feature that suggested a lab origin for the coronavirus. Other experts have also argued persuasively that the furin cleavage site is unlikely to have been engineered, precisely because it’s an unusual occurrence of this particular genetic feature. If someone were going to engineer the cleavage site in a laboratory, as a way to change the characteristics of a coronavirus and facilitate research on a novel rendering, then they would have likely used a consensus sequence for the furin cleavage site that’s already described in the scientific literature or seen in other beta coronaviruses (such as the furin site that’s found in the MERS virus—which is also a virulence factor in that particular strain). Moreover, scientists have pointed out that there’s a feature in the genetic sequence of SARS-CoV-2 that sits adjacent to the virus’s furin cleavage site (called a stem loop structure) that can cause the enzymes that read and write on the sequence to “slip,” creating the circumstances where errors can occur that lead to genetic insertions. Such insertions are a known “mistake” that happens in the presence of similar genetic sequences, and it adds to the natural diversity of viruses; and the presence of the stem loop structure could support a theory that the furin site arose spontaneously. There are also plenty of proxies in nature where this particular feature is naturally acquired by a virus as it undergoes widespread transmission. The acquisition of a furin cleavage site is sometimes seen in influenza during large outbreaks in chicken flocks. With flu, as with COVID, the addition of a furin cleavage site can expand the range of hosts the virus is able to infect, enhancing its spread and its pathogenicity.72

The debate over the furin cleavage site is a microcosm of the larger controversy over the virus’s origin, and our inability to settle critical questions. If the virus had a natural origin, there’s unlikely ever to be a definitive piece of evidence that firmly establishes its source unless we find its intermediate host among a population of animals—like civet cats in the case of SARS-1, or camels in the case of MERS. So far, despite an extensive effort, no such animal population has been identified for SARS-CoV-2. As the Wall Street Journal’s Holman Jenkins observed, the lab leak theory might appear, at first blush, less plausible than a natural origin, unless you were to assemble the world’s largest repository of dangerous coronaviruses in a lab that’s located in a densely populated city, experiment with them in a lower-security facility with weak biological controls, and start infecting transgenic mammals as a way to evaluate the pathogenicity of the viral collection in the human immune system, all of which the Chinese did.73 Based on what’s publicly known, Chinese researchers had fashioned the conditions that created these risks. Even if Chinese officials didn’t accidentally let the virus escape from one of its labs, there was plenty of inferences and circumstantial evidence that would make it hard for them to fully disprove that possibility. As a consequence, when the WHO team finally visited Wuhan, Jenkins wryly noted, there was probably very little chance that the Chinese government would ever let the chips fall where they may.74

The WHO team, to some, fueled these speculations by seeming more intent on debunking the theory of a lab leak, rather than objectively examining the question. The Biden administration and European governments largely rejected the team’s findings and called for a new and independent examination.75 On May 26, 2021, President Biden ordered intelligence agencies to undertake a closer review of what he said were two equally plausible scenarios of the origins of SARS-CoV-2, instructing them to redouble efforts to gather new facts, and engage the scientific community in a broader examination of the available evidence, and report to the administration and Congress in 90 days. “Here is their current position,” Biden said, in calling for the new 90-day analysis. “While two elements in the [intelligence community] lean toward the [zoonotic] scenario and one leans more toward the [lab leak scenario]—each with low or moderate confidence—the majority of elements do not believe there is sufficient information to assess one to be more likely than the other,” Biden said.76 The WHO team did visit the WIV, but not other labs in the city, and it wasn’t able to properly investigate the WIV. Nor was a lab investigation included as part of its mandate.77 The group sent by the WHO had to conduct their review as part of a joint process with their Chinese counterparts and were given a highly curated set of information to examine.78 The WIV didn’t even provide new and independent sequencing of the coronaviruses present in its freezers, which would have been a straightforward way to help put some of the speculations to rest. Several months later, a group of eminent virologists, including Dr. Ralph S. Baric (who had previously done collaborative research with the WIV) published a statement in the journal Science arguing that both a zoonotic source and a lab accident are “viable” explanations for the origin of SARS-CoV-2 and each deserves equal consideration and investigation. “We must take hypotheses about both natural and laboratory spillovers seriously until we have sufficient data,” the virologists wrote. “A proper investigation should be transparent, objective, data-driven, inclusive of broad expertise, subject to independent oversight, and responsibly managed to minimize the impact of conflicts of interest.”79 It’s also possible that the lab wasn’t the initial source of the viral outbreak, but a place where its spread was intensified by an accidental leak that contributed to ongoing spread—that there were multiple points of origin from where SARS-CoV-2 got introduced into the local population, some occurring in the lab, and some occurring in nature, perhaps at the point where a sample that might have eventually made its way to the WIV had been first collected—perhaps from the sick pangolins or some other animal host.

Fully assessing the veracity of the lab leak theory, and not dismissing these potential risks prematurely, has important strategic implications for other reasons. Establishing the odds that a lab might have been a link in the initial outbreak isn’t merely a curiosity, or a political intrigue. It’s a critical question of public health preparedness. How we handicap the probability that a lab could have played a role in the initial contagion informs how we approach efforts to guard against pandemics in the future, including how we design and regulate high-risk labs that handle some of the world’s most dangerous pathogens. We’ve traditionally focused those efforts on trying to reduce the risk of spillover events from zoonotic sources in nature as our primary means to shut off the potential origins of these kinds of catastrophic events. Going forward, to prevent the next pandemic, we have to focus equal attention on improving global lab safety.

Labs capable of handling the most dangerous pathogens, classified as BSL-4 labs, are being built all around the world, many in countries with a history of poor controls and oversight of research practices. There needs to be an international agency to oversee safety measures at these labs, and what kind of research they’re conducting, because of the well-documented risk that pathogens can escape from research facilities. Such an agency could be modeled after the International Atomic Energy Agency, an independent, global organization that provides international safeguards against misuse of nuclear technology and nuclear materials, and reports to the United Nations General Assembly and Security Council. “If we scientists are not forced to confront the issues of laboratory safety and risky research in a serious and sustained manner, history suggests that we will not do so,” wrote Dr. David Relman, an eminent Stanford scientist who was one of the authors of the editorial in Nature that called for a more thorough investigation of the lab leak hypothesis. “In 2012, controversy erupted when it transpired that two sets of researchers—at the University of Wisconsin at Madison and Erasmus Medical Center in Rotterdam, the Netherlands—were altering highly pathogenic avian influenza viruses to enhance their transmissibility among mammals (to understand their potential to cause a pandemic). The subsequent debate led to a three-year moratorium on the funding of experiments designed to enhance the transmissibility or disease-causing capabilities of influenza viruses or coronaviruses. And yet we still have only a framework for guiding funding decisions by the U.S. Department of Health and Human Services and not the funding by other public and private entities. What’s more, there is still inadequate attention paid to the dangers created by the publication of the sequences of these enhanced pathogens, with which anyone around the world skilled in the art can synthesize these dangerous agents,” Relman wrote.80

We’ll also need target our surveillance to these potential hazards, not only labs that are engaging in unduly risky practices, but how synthetic biology could be used for rogue purposes. The mere possibility of a lab leak as a source of this pandemic could serve to reinforce for those with diabolical intent that an organism refined and released from a laboratory could be used as a trigger to a widespread contagion. Nobody believes COVID emanated from a deliberate act. But the theory that its origin may have been an accidental release from a lab could already serve as a sinister proof of principle for those with ill intent, even if a lab source is never fully proven. It could plant a diabolical idea that a pathogen released from a single site may be all it takes to trigger a global contagion. Magnifying these dangers, sometimes the highest-risk research gets exported to the countries with the weakest controls in place because those are the regions of the world where more dangerous experiments are still permitted.

Yet, the fact remains, the global response to COVID may have made the needed cooperation more unlikely. The travel bans imposed on China, and later Europe, conditioned the world on what to expect when a country is host to a new contagion: now, travel restrictions are the new normal. These political conditions make it less likely nations will share early information about future outbreaks, zoonotic spillover events, novel pathogens, or lab accidents. We’ll see more erosion in public health collaboration as an outcome. Countries have even more reason now to hide the embers of the next epidemic.

This is all the more reason why the US needs to lean on the tools of the intelligence community as a way to guard against future threats. Historically, it was often hard to get our intelligence community engaged on these kinds of missions, which were not considered on par with other threats to national security. On the public health side of the ledger, there was equal reluctance to see the intel community take on a larger role in public health response. The work of the intelligence community was traditionally seen by the scientific community to run counter to the principles of science, which encourage open sharing of information for the broadest possible public good. The CDC and the public health community were often reluctant to receive classified information and submit to the constraints that came with the handling of such material. And the public health community was sometimes reluctant to share sensitive findings with national security agencies, even in circumstances where the information could help the US adjust its response to a novel threat. During the Ebola epidemic in West Africa in 2014, the CDC signed a bilateral agreement with the government of Liberia to share information, but the CDC subsequently refused to give the data it gathered to the US Department of Defense, arguing that its agreement with Liberia prohibited the CDC from sharing the information with “third parties.” This was “unconscionable,” one former senior US government official involved in the Ebola response said to me. “They wouldn’t even share it across agencies of the U.S. government,” he said. The US military was already on the ground in Liberia, as part of a major mobilization to assist in the response to the Ebola outbreak, and the CDC wouldn’t share information that the Pentagon believed could help adjust and guide its response.

Leveraging the eighteen different agencies making up the US intelligence community could provide important new capabilities for reducing the risk posed by naturally occurring pathogens that have pandemic potential. Many public health leaders will worry about a corrosive effect from engaging the tools of national security to achieve missions that were traditionally executed through scientific exchange and multilateral commitments and collaboration. They will fear that this new posture will poison the well of international cooperation. Inside the government, the pushback to a greater role for our spy agencies has often come from the operating components of HHS. Among other things, HHS officials have argued that closer collaboration with intelligence agencies might complicate the overseas activities of public health officials and cause them to be viewed with suspicion when they travel. They worry that everyone with a white coat will be presumed to be a spy. But many foreign adversaries already assume that any American official traveling abroad could be operating on behalf of US intelligence agencies. And the record shows that global commitments, multilateral agreements, and the work of our public health officials weren’t enough to keep us safe. They weren’t even enough to secure access to the source strains of SARS-CoV-2, or early information that the virus in China was spreading human-tohuman, had infected healthcare workers, and was being transmitted through asymptomatic infections. Some major taboos need to be lifted. Some things need to change. The COVID pandemic was so devastating that it jeopardized all of our other national priorities when it came to health, security, and economic prosperity. It laid bare that multilateral commitments are, in the end, nonbinding.

We need to look across all of our capabilities to make sure that such an event cannot happen again. Other nations are looking to their national security instruments to identify and reduce pandemic risks. We will need to make the same adjustments. Yet, as we go down this same path, we need to make sure we engage our tools of national security in a way that preserves our multilateral institutions and the work of scientific agencies. We need to continue to invest in capacity building in nations with whom we collaborate. We need to make sure that scientific exchange doesn’t become encumbered. Agencies like the NIH don’t want to be burdened with having to handle reams of classified information. Researchers want to know the provenance of any samples they receive and the environment in which it was collected so they can properly assess its usefulness. The rules of engagement will need to be carefully worked out.

The flip side is that embedding public health information in our intelligence reporting could elevate the work of our scientific agencies, allowing this analysis to get in front of policymakers in a form and function where it’s more actionable. For policymakers, making good use of intelligence requires repetition. You need to be able to read intelligence estimates over time to develop a cadence for the information and how threats evolve. When it comes to threats from emerging diseases, policymakers aren’t reading academic papers. It’s not how they digest information that’s outside their domain. But they are reading the CIA’s World Intelligence Review and other national security estimates. If more health reporting were regularly included in these assessments and treated on par with other threats, it would keep it in front of policymakers, so they would be in a more informed position to secure the nation against biological risks.81

The components of HHS have access to a lot of knowledge that fits into the national security dialogue, but most of these operating units don’t view this information through that prism. It’s not the world they live in. The national security agencies could help fit this reporting into a broader mosaic that would help identify risks. At the same time, intelligence agencies could better hone their collection and reporting through collaboration with health experts who could provide context to help guide intelligence collection. The National Security Agency scoops up an enormous amount of signals intelligence but may not know precisely what to look for without the help of health experts, or how to interpret the information they gather. If the NSA found itself in possession of laboratory data, for example, it might not have a clear sense for how to pull this information out of the signals intelligence or how to make an initial analysis to determine its importance; but collecting these data would fall feasibly into their existing mission given that most of this information is now shared digitally.

Leveraging our intelligence assets to inform us better on risks would also complement our diplomatic tools. More information could be shared with our diplomats to let them target their own efforts around the US public health mission. If intelligence estimates identified certain weaknesses in a foreign country’s scientific institutions, our diplomats would be in a better position to know where to focus their efforts on capacity building. Perhaps it’s a foreign lab with poor internal controls or certain regions where surveillance is especially weak. These sorts of missions, where diplomatic initiatives are being fed by intelligence agencies, has been a hallmark of arms control efforts, nuclear nonproliferation, and nuclear inspection activities and a similar approach can help improve our biosecurity and surveillance as well.

When it has been proposed to public health officials that they should work more closely with intelligence services, and they express reluctance, the unwillingness often turns on their contempt of an episode where the CIA was reported to have administered a fake hepatitis B vaccine campaign in an effort to collect DNA from Osama bin Laden’s children as a way to target his location in Pakistan in 2011.82 A local physician, Shakil Afridi, was reported to have organized a vaccine drive, first in a poorer neighborhood, to appear “more authentic.” Public health leaders denounced the scheme and its potential impact on legitimate vaccination campaigns, including the ongoing effort to eradicate polio.83 Far from enabling these kinds of potential incidents, if public health experts collaborated more closely with our intelligence community it might help forestall such an approach. In such a case, the public health perspective may have been woven into operational planning early and closed down the idea of using a vaccination campaign as cover for intelligence gathering because of the impact that the tactics would have on overarching public health goals. The public health imperative could prevail, and intelligence operators might find a different way to pursue a mission that didn’t risk undermining a legitimate vaccination effort.84 Had public health officials been at the table, they might have discouraged such an effort at the outset. The more engaged intelligence services are with public health experts, the more they’ll be cognizant of the lines that shouldn’t be crossed in trying to balance security interests with the fundamental goals of public health. In May 2014, the Obama White House announced that the CIA would no longer use vaccination programs as a cover for espionage.85

COVID showed the importance of timely, reliable reporting. Consider two hypothetical scenarios that might have unfolded in the early days of the outbreak, when the virus was still localized within China. In the first scenario, US intelligence officials are briefing the president sometime around December 20, 2019. They tell the president that intelligence agencies are tracking a mysterious outbreak of pneumonia in Wuhan. The intelligence officials are relying largely on open-source material—information they’ve gleaned from WeChat and other social media. They don’t know the characteristics of the virus and haven’t established whether it’s spreading person-to-person. However, they’ve found some troubling postings on social media. Doctors in China are worried. A few local sources have told them that hospitals are seeing a higher number of flu cases than is normal for this time of year, and emergency rooms are full. Taken together, US agencies believe it could be an outbreak with a novel virus.

Is that enough to instigate any decisive action in the US? Probably not.

Now consider the second scenario. Intelligence officials tell the president that they were made aware of an outbreak in Wuhan based on the same open-source material. Digging deeper, they’ve been told by local assets, who work inside Chinese medical facilities, that ten healthcare workers have already become infected with the virus. This is a crucial piece of information that strongly suggests the pathogen is capable of spreading between people. Additionally, they’ve obtained samples of the virus and sequenced it. The genetic diversity between the different specimens suggests that the virus has been spreading for more than a month. Moreover, comparing the novel virus to a database of known pathogens, they’ve assessed that the virus bears disturbing similarities to SARS-1 and is likely deadly and highly contagious.

If US officials had had access to that second briefing rather than the first, it could have instigated actions that would have given us a monthlong head start on COVID. We squandered a lot of opportunities to get an edge on the epidemic, so it’s not clear that, at least in this instance, more time would have made a significant difference in our preparations. But in the hands of federal officials who are astute to these threats, a month’s head start can be enormous.

The other piece of this puzzle, in addition to the clandestine capabilities, is the sequencing data. The COVID pandemic was the first time that scientists used sequencing at a massive scale to evaluate the evolution of a virus’s pathogenicity and trace its spread. In the future, this practice will be an essential tool for doing routine global surveillance.86 Leveraging these data as a way to get a head start on gauging a pathogen’s pandemic potential will require a more reliable means to gain access to samples, and then to link the unique characteristics of a virus’s sequence with clinical information that can predict how these features correlate with its transmissibility and lethality.

With the current technology it’s hard to deduce from just a sequence alone the behavior of a virus. Still, some things can be inferred. For example, we might be able to surmise from the RNA sequence, combined with a knowledge of the structural biology, that a novel pathogen has the potential to bind well to human tissue. That can be a key insight that tips us off to its ability to cause disease. In the case of SARS-CoV-2, there was early evidence that it bound well to the ACE2 receptor in the human respiratory tract. Its sequence also resembled SARS-1. Those two findings gave some key insights that the novel strain might pose a serious danger. These insights could also help with the early development of treatment options or the creation of ways to identify spread through the monitoring of symptoms. And as we expand the quality and quantity of sequence data that we have—correlating different genetic features with how viruses behave, how contagious they are, and how likely they are to cause disease—then the usefulness of sequence information as a predictive tool will greatly expand. Given the enormous potential of this approach, we need to build on these capabilities.

Achieving this goal will require a massive amount of data to better connect key genetic features found in sequencing data with their clinical significance. More information will be needed on how viruses behave in animals and humans.87 This is the biggest obstacle right now to using sequencing data to deduce a pathogen’s severity and infectivity. We don’t know precisely how small changes in a virus’s genetic sequence will translate into differences in how it behaves once it spreads among people. But as sequencing data get more robust, as we collect and store more information to correlate genetic changes with their clinical significance, and as the ability to use computational methods to make these predictions continues to improve, so will the practical application of these tools. We need to look toward this future and invest in these capabilities.

The first time that sequencing was used to help guide the investigation and response to an epidemic was with Ebola in 2014. Owing largely to improvements in the technology for sequencing, scientists at the Broad Institute were able to use sequencing information derived from Ebola samples collected in the field in West Africa to trace patterns of spread. This information, in turn, helped public health workers better understand how the virus was being passed from person to person, and gave them new ways to intervene to break off the chains of transmission.88 But COVID was a dramatic step forward. It was the first time scientists used sequencing at a massive scale, in a near real-time fashion, to trace the spread of individual cases, characterize an epidemic, and monitor its expansion.89 The biology and the informatics will improve to the point that we’ll be able to make better predictions based on sequence information alone. Even partially predictive assessments are valuable if they can be made early, when new strains and variants first emerge.

There are other advantages offered by these capabilities.

When a new cluster of infections first emerges, we’ll be able to deduce whether the infections are the result of transmission between people or repeated introductions from a single animal source to different people. The latter scenario was the first theory advanced by China to explain the spread of COVID. It was wrong. For weeks the prevailing belief was that the initial infections were each the result of people interacting with an infected animal in a local food market and not the result of person-to-person spread. As we’ve seen, in the right hands, even a few weeks’ head start on recognizing that the virus was spreading between people can give us a crucial edge at containing it.

The ability to use sequencing to monitor for emerging pathogens, and evaluate their potential harm, is not a new idea. It was envisioned by the National Strategy for Pandemic Influenza released in May 2006, but no federal agency has ever fully implemented this vision as a strategic priority.90 Back then, the technology didn’t exist to make such a framework practical. The advent of fast, accurate, and less-costly sequencing, along with better experimental evidence, finally makes it more obtainable. In 2007, the cost of sequencing a single human genome was about $10 million, according to the National Human Genome Research Institute; today it’s under $1,000, and most predict the cost will soon fall below $100.91 For sequencing a virus’s genome, the costs are typically about one-tenth the cost for sequencing a human genome. In recent years, public health agencies have been incorporating pathogen genome sequencing into their infectious disease surveillance with support from the Advanced Molecular Detection program, which Congress established at the CDC in 2014.92 The FDA also relies on its GenomeTrakr network, the first distributed network of labs that use whole genome sequencing for pathogen identification in instances of outbreaks of foodborne illness. However, most of the prior uses for sequencing were retrospective. The tools were used to conduct deeper analysis of outbreaks that had already been identified or resolved. Such work can be valuable because it allows researchers to uncover outbreaks that they may not have previously recognized, which can yield important insights into the risks posed by pathogens and how they’re transmitted. However, until COVID, sequencing was never deployed in a large scale to identify the origins of a burgeoning outbreak and help contain its present spread. Information on viral genomes was never widely exchanged outside the setting of influenza. During COVID, the framework that enabled viral sequence data to be shared around the world was a system originally built for flu surveillance, the Global Initiative on Sharing Avian Influenza Data (GISAID). We now know that such a collaborative network can be used to exchange information on other viruses.

At proper scale, sequencing can be used in a near real-time fashion to identify emerging threats and to predict their activity.93 At Harvard, a project is under way to create a sentinel surveillance system that could detect novel strains of viruses before they evolve into the next pandemic. Started in response to COVID, the idea is to deploy sequencing equipment in hot zones to allow novel pathogens to be evaluated when they make their first jump into man. By uncovering these dangers early, and sharing the information quickly, the hope is that such a system can serve as a tripwire that will give us the capability to head off the next pandemic.94 The CDC also committed to sharply expanding its use of sequencing for sentinel surveillance in the US. The agency is looking for ways to integrate its surveillance into municipal and national planning, such as through sequencing wastewater. The CDC launched a project called the National Wastewater Surveillance System (NWSS) that is monitoring for variants of SARS-CoV-2, but also starting to look for new viruses that may be circulating in the population.95 Because we shed many viruses into our feces, city wastewater can serve as a “liquid biopsy” to help inform us of emerging outbreaks.

It now appears that COVID may have been spreading widely in China, and had broken out of the country to regions with close ties to Wuhan, much earlier than we first suspected.96 In Italy, the first known COVID case was reported in the town of Codogno in Lombardy on February 21, 2020, but since then, a few studies have suggested it may have been spreading earlier, including one study that found a positive sewage sample in northern Italy in mid-December 2019 and another that detected the novel coronavirus in a banked patient sample that was taken in the same region in early December. It was from the throat culture of a child first suspected of having measles.97

In France, another banked throat swab, this one from a patient with pneumonia who was admitted to a hospital on December 27, 2019, was later found to have SARS-CoV-2 RNA in it.98

In Brazil, testing of sewage found SARS-CoV-2-positive results in samples collected on November 27, 2019, much earlier than the first reported case in the Americas.99

If these and similar findings are true, the window to detect the virus’s initial jump into people may have been open much longer, along with the opportunity to intervene to avert a global pandemic. Better surveillance, using sequencing tools, might have uncovered its spread earlier. In the future, using these approaches, we can build a system that alerts us sooner to when a new virus has gained the capacity for human transmission, so we can start expanding our surveillance, expanding our testing, and developing therapies and vaccines, much earlier.

The ability to turn raw sequence data into actionable, digital information is a complex and computationally intensive endeavor. It will turn on the availability of a well-curated and up-to-date database of sequences that can serve as a reference for comparing novel strains to known viruses, along with information on how genomic features correlate with the clinical behavior of different pathogens. COVID proved the importance of having these proficiencies. In addition to being able to identify new viruses, we’ll need these capabilities to monitor known viruses and identify when they mutate and undergo a dangerous evolutionary change. We’ve already seen the appearance of variants that are more contagious and less susceptible to our antibody drugs and vaccines. The UK had in place a systematized approach for sequencing samples and was able to detect these variants in late 2020. The United States had no similar framework, and so we became heavily seeded by the time we started to look for and find these new strains.100 It was an echo of what had happened in February and March 2020, when we lacked the PCR testing to detect the first wave of infection until it was too late.

These efforts should be expanded to focus on all RNA respiratory pathogens. As a category of pathogens, these viruses share a plethora of the basic features that give them pandemic potential.101 RNA viruses mutate relatively quickly, and many, like influenza, are able to undergo a process known as antigenic drift, by which the virus is able to alter the surface antigens that are the targets of our antibodies—thus evading our existing immunity. Some viruses, like measles, cannot change their genomic sequence in ways that substantially alter enough of their surface proteins, so measles remains susceptible to our vaccines or the immunity that we get from prior infection. However, for viruses like influenza, as their surface proteins undergo change, the virus is able to dodge the protective antibodies that we’ve developed from past infection or vaccination.102 This is how flu slips past our immunity every season and why we need to constantly update our vaccines. Being transmitted through respiratory secretions means that these viruses can spread widely. By having a global enterprise for sampling, sequencing, and describing the clinical features of RNA respiratory pathogens and the disease they cause, we can detect troubling variants when there’s still time to target them with new antibody drugs or vaccines.

These same capabilities can help us identify the next novel virus—the new syndrome X. We need to encourage systematic sampling of viral specimens, and reporting to public databases. This needs to become a routine part of disease surveillance. Viruses don’t have privacy rights, they aren’t entitled to withhold their genetic information from public view, and they aren’t the property of the country in which they first arise. Pathogens that have the potential to spread globally belong to the world and should be shared by scientists everywhere. The rapid distribution and sequencing of viral samples is going to become an increasingly important part of effective surveillance.103

Disease surveillance should be a global effort enabled through the voluntary cooperation of researchers in different countries and supported by our tools of national security. It can be layered onto the global network that already exists for flu surveillance. Effective monitoring for new threats is an exercise in viral sleuthing. We’ll need the ability to identify clusters of unusual infection and get access to source strains. Where we can, we should try to build these capabilities on top of cooperative models and multilateral efforts already under way.

A good example of such an existing effort is the PREDICT program that was previously maintained by the US Agency for International Development (USAID). The goal was to seek out and catalog animal viruses that had the potential to threaten people. The program was focused on zoonotic risks—viruses collected from animals that had not yet made the jump to humans. The PREDICT program spent more than $200 million to train about five thousand scientists dispersed across the world, with many working in regions where new infections were most likely to emerge, including Africa and parts of Asia. The effort aimed to join the researchers together in a global hunt for new zoonotic diseases.104 It helped build new capacities for monitoring threats in resource constrained nations.

Like a lot of our pandemic planning, the creation of this program was triggered by fears surrounding the emergence of the H5N1 bird flu in 2005.105 Over its first ten years, PREDICT funded about sixty labs that became part of an ambitious global alliance to find viruses in animals that had the potential to leap into humans. Through this effort, a network of scientists collected and examined more than 140,000 biological samples from animals, identifying about 1,000 viruses that were never before cataloged. Among them was a new strain of Ebola.106 In 2016, PREDICT helped find a virus in China that was closely related to the 2002 SARS-1 virus, but distinct enough that experimental vaccines developed against SARS-1 didn’t seem to work against this novel virus.107 Despite the usefulness of this global effort as a potential tripwire, US funding for PREDICT was allowed to expire in 2019, just weeks before COVID emerged, but was subsequently restored in the spring of 2020.108

The global cooperation that supported PREDICT is a model for how we might conduct disease surveillance at proper scale, and layer sequencing onto these efforts. To line up that global mission we first need to get our own house in order and align US domestic capabilities behind a more coordinated, coherent framework that elevates our public health response as a matter of our national security. Right now, pieces of the necessary capabilities—the task of monitoring the antigenic drift of known viruses and the task of identifying new ones and the mission to respond to these threats—are scattered across different agencies. The work of viral sleuthing for “spillover events” from zoonotic sources falls under USAID, which oversees PREDICT.109 The CDC is charged with investigating outbreaks. NIH does research into emerging pathogens and the development of therapeutic countermeasures, but it shares these responsibilities with the FDA, BARDA, and the Defense Advanced Research Projects Agency (DARPA), and coordination among all of these agencies is far from seamless. Each agency pursues its own mission, agenda, and countermeasures. This entire enterprise needs to be expanded and better synchronized.

Viral detection is a matter of national security. So are the means to develop diagnostic tests to uncover new pathogens, infer their pathogenicity, and trace their origins. COVID proved that all of these functions are beyond the reach of the CDC alone, the agency that was historically charged with many of these obligations. We need the equivalent of a Joint Special Operations Command for biothreats—a coordinating entity that can bring together the capabilities of different agencies that contribute to this mission, that has an operational focus, that has a national security mind-set, and has the ability to work across the classified and unclassified world. In many respects, our lack of preparedness for a threat like COVID is not a lack of technology to deal with these threats, it’s the absence of policy coordination and an integrated approach between the different components that had relevant capabilities and expertise to inform and advance our response.

COVID raised the stakes for making sure that we get these capabilities right. The pandemic proved that a way to create asymmetric harm to America is through the spread of a respiratory pathogen. While COVID likely emerged from a natural origin, and if it was the product of a lab, its release was not a deliberate act, some adversaries may be watching its disproportionate effect on the US and thinking that they can weather an engineered respiratory pathogen better than America can. It was once thought that a terrorist or nation-state would be unlikely to weaponize a pathogen that could easily blow back on them. COVID may have changed some of that calculus. Western democracies proved uniquely incapable of implementing respiratory precautions and defending from this threat. The US was one of the worst hit among nations. Terrorists along with more traditional nation-state adversaries may now see that respiratory pathogens are a poor man’s nuclear weapon. Viruses are far more accessible than enriched uranium, and easier to engineer—but still capable of unleashing mass destruction. We need to remain focused on the risk from select agents and deliberate acts of bioterrorism, but given the poor response the US mounted to COVID and the outsize impact it had on our economy, we need to revise our planning and add respiratory viruses to the list of pathogens that rogue nations and terrorist groups could seek to use against us.110

When it comes to new threats arising from nature, the pathogens that demand our greatest focus are respiratory RNA viruses. Not just influenza, not just coronaviruses, but the entire category of respiratory pathogens that derive their genetic instruction set from RNA. The fact that these viruses replicate through RNA means that the pathogens can undergo rapid mutation when they face selective pressure and can adapt to threaten us in unforeseen ways or evade our drugs and vaccines. Something that spreads through inhalation is also hard to isolate and contain.111

Our planning must prepare against the threat from any one of the respiratory RNA viruses. We need to involve our national security agencies to monitor for these risks, alongside our public health agencies and our multilateral efforts to improve global surveillance. Intelligence activities are no substitute for multilateral conventions and capacity building in nations, but the two missions—the public health engagement guided by diplomacy, and the security efforts led by intelligence agencies—need to find more seamless and effective ways to share resources.

We also need to make our tools for responding to these threats more resilient. We need diagnostic panels that can test for a broad range of respiratory pathogens at the same time, and they should be deployed to sentinel surveillance sites that are paid to screen for unusual respiratory illnesses. We’ll need to use sequencing to monitor for new viruses and evaluate known pathogens for evolutionary features that may make them more dangerous. We also need to invest in technologies for fashioning drugs and vaccines that can defeat entire classes of respiratory viruses. These approaches must allow us to adapt our countermeasures as new strains emerge. And we need to develop drugs that can work to defeat entire classes of viruses, like coronaviruses or influenzas, by disrupting some of the core features they use to replicate and spread.

Any respiratory RNA virus can emerge to create the next pandemic. One will. COVID won’t be the last time that such a virus tries to overwhelm us.




Conclusion

Nobody knew how the coronavirus got into the White House. After all, every guest who arrived for the Rose Garden ceremony on September 26, 2020, to formally nominate Judge Amy Coney Barrett to the Supreme Court had to test negative before entering the compound.1

What “testing negative” meant had changed over time. The White House testing protocol had been a constant work in progress. At the beginning of the pandemic, the White House was testing only those staff members who were thought to have been exposed to the virus or were coming off quarantine. When the staff drove through the White House gates, they would get swabbed from their cars and undergo other screening for fever and symptoms. As the pandemic worsened and the risk increased, testing was broadened. Everyone who would be in the West Wing and might come into contact with the president was getting tested on a regular schedule. Then, after the president’s valet developed COVID in May, the White House moved to daily testing that was done in the medical clinic in the Eisenhower Executive Office Building, the ornate building that’s adjacent to the White House and located inside the White House compound.2

The Secret Service oversaw the logistics of the testing operation. There would be a line outside the medical clinic as people waited to get screened. Once a staff member tested negative, he or she could be cleared to come into work. When visitors came in to see the president, they too would be tested out of that clinic. However, you could still get inside the White House compound without being tested, so long as you didn’t work in the West Wing. And people who worked in West Wing jobs where they didn’t directly come into contact with the president were usually not tested unless they developed symptoms or had an exposure. The virus could find its way past the White House gates and into the compound from someone who worked there, or by someone who was visiting. Eventually, it did.

By the time of the Barrett event, the White House was relying on testing alone to keep COVID out. Inside the White House, there were no masks or distancing or other meaningful measures to stop the virus. For months, some White House staff had condoned an attitude of emphatic nonchalance about the pandemic, often mocking personal precautions as marks of weakness, taunting colleagues who wore masks, and criticizing public health measures as overly nervous.3 Part of that boldness sprung not from outright defiance but misplaced confidence in their testing protocol. However, the tests they were using were imprecise, especially when they were being used to screen an asymptomatic population. On most days, that testing relied on a combination of the rapid molecular test from Abbott called the ID Now, and a rapid antigen test that the company had also developed called BinaxNow. The Secret Service were also being trained to use a PCR test, the Cepheid GeneXpert. It was a potpourri of testing. Different people would get tested with different systems with no discernible pattern as to who had received which test and why. For a while, the White House had relied heavily on the Abbott ID Now. Based partly on advice they were getting from the Department of Health and Human Services (which favored the use of antigen tests for asymptomatic and more routine screening), the White House was starting to shift more of the testing to the BinaxNow.4

It was a leaky protocol. The tests were not fit to the purpose for which they were being used. Without masks and other mitigation inside the compound, the White House needed an airtight testing system. They didn’t have one. Not with the tests they were using. Data from the CDC would later show that the antigen test that the White House deployed could miss as many as two-thirds of asymptomatic infections.5 Yet, the testing done at the White House gate was the compound’s only layer of defense from the coronavirus. And on this day, that screening system may have let the virus through. Once inside, the pathogen could have hitched a ride on someone’s breath, traveling to the West Wing, where it mingled in the air, perhaps at an indoor reception for the prospective justice and, from there, it may have found its way to the president.

A chain of transmission would likely be lit that spread to more than thirty people, including two US senators and former governor Chris Christie, who was in close proximity to Trump a few days later, during preparation for a presidential debate with then-former Vice President Joe Biden.6 Given the timing of his illness, Trump would have been infected at the Barrett event or sometime that same week.

We’ll never know for sure the full scope of the spread that was set in motion by the White House cluster.7 The White House didn’t make any visible effort to use contact tracing to isolate the source of the outbreak or to identify those who became infected through successive chains of transmission. High-level officials who attended the event told me they were never called by White House contact tracers.8 A group of CDC epidemiologists were already detailed to the White House—they had been there for months to implement the White House testing protocols and assist with contact tracing when cases emerged inside the compound. However, these CDC staff were never fully engaged in trying to get to the bottom of the chain of transmission that was ignited that day.

It seemed clear that someone may have walked SARS-CoV-2 into the most secure space in the world and brought a deadly infection within breathing distance of the nation’s leadership. It was a dangerous and deeply regrettable event that shouldn’t have been allowed to occur. The virus shouldn’t have been able to get that close to the president and put his life at risk. However, it was a little more than a month before the presidential election. By all public appearances, some in the White House didn’t want to know where the virus came from or where it went. Reporters mused that Bloomberg’s White House correspondent, Jennifer Jacobs, became the chief contact tracer through her successive articles and tweets identifying and linking the cases that emerged as part of the cluster.9 Even if the White House engaged no outward signs that it was conducting robust contact tracing, everyone else wanted to know: Who was patient zero?

After all, the outbreak put the president’s life in serious danger.

It turns out, two reporters for the New York Times, Michael Shear and Al Drago, were among those infected in the outbreak. So the newspaper set out to do some contact tracing of its own. With two of its own staff members carrying the strain that sickened people that day, the Times had what it needed to begin its sleuthing.

The newspaper turned to Trevor Bedford, the Seattle researcher who was refining the use of genomic sequencing as a way to track the spread of COVID. Bedford was pioneering a new scientific endeavor, genomic epidemiology, that marries the traditional tools of epidemiology with genomic information derived by sequencing the viral samples taken from thousands of different patients. Using the genetic fingerprints he uncovered, Bedford was able to construct a more reliable mosaic for how the virus was spreading around the globe. Given the timing of their infections, the two journalists believed they were exposed to the virus at the same time. By looking at the sequence of the two strains that they carried, the hope was that Bedford could help pinpoint the origin of this particular occurrence of the virus.

Shear and Drago were probably infected while covering events surrounding the Barrett ceremony at the White House. As the Times reported, the two journalists had repeated contact with White House officials over the period when the virus was believed to be coursing through the West Wing. However, neither man spent time near the other in the weeks before their positive tests. So it was thought that each had to have been infected by some unspecified third party. Shear had traveled with the president on Air Force One on September 26, the same day as the Barrett event, and he had interacted with Trump and members of the White House staff. Drago covered the same event from the Rose Garden.10 Based on the timing of when their symptoms started, the two reporters could have been sickened by the same person who had also infected the president.

Bedford sequenced the virus isolated from both journalists to establish its origin. By comparing the two samples and identifying the subtle mutations that viruses acquire as they undergo replication and spread, Bedford was able to trace their viral lineage. It turned out that these were not ordinary strains. The two cases were indeed linked to a common source, in what appeared to be a single introduction by someone carrying a seldom seen strain of SARS-CoV-2.

By the end of 2020, there were about 250,000 SARS-CoV-2 genomes available in public databases. These were samples of the virus that had been sequenced by labs around the world and uploaded to a public repository of genomic data to help other researchers track the virus’s spread and monitor how it was evolving. By comparing the sequence of the virus taken from the two New York Times reporters against the samples in this database, Bedford was able to conclude that the White House infections fell into a family of strains that first emerged in the US in April or May 2020 and were initially detected in Virginia and Michigan.11 The viral ancestors of these two particular samples had spread to the US from Europe and were circulating widely in the early summer. But then the trail went cold. Scientists didn’t see another instance of this particular variant until it reemerged in the White House, meaning it was probably spreading quietly, at a relatively low level, before it found its way to 1600 Pennsylvania Avenue.12

Genomic epidemiology, or “gen epi” as it’s called in the field, has become a powerful tool, and Trevor Bedford helped advance the modern application of this approach as part of the global response to COVID. Bedford’s work with the New York Times was a vivid, albeit small application of these methods for tracing patterns of transmission. When done at a larger scale, these could be powerful tools for evaluating the evolution of an epidemic and uncovering how a virus spreads across a population. As the repository of genomic information expands and our capacity to store and mine this information improves, along with the ability to sequence genetic material faster and more cheaply, it will accelerate our ability to read across viral genomes to identify novel pathogens and detect when a known virus has taken a dangerous evolutionary turn.

“Historians of science sometimes talk about new paradigms, or new modes of thought, that change our collective thinking about what is true or possible. But paradigms often evolve not just when new ideas displace existing ones, but when new tools allow us to do things—or to see things—that would have been impossible to consider earlier,” observed science writer Jon Gertner. The advent of commercial genome sequencing, he says, is one such tool. Its application to the COVID pandemic proved its modern utility to transform whole fields of science.13

As computational power and storage capabilities improve, so will the precision of the sequencing techniques. Critics point out the shortcomings in using large-scale sequencing as a way to identify emerging pathogens, chief among them the limitations on what can be deduced from sequence data alone. However, as it becomes easier, less costly, and more routine to sequence respiratory samples; as we build a bigger global repository of this information and expand open-source platforms that allow these data to be easily shared; and as genetic features are correlated with more and better clinical and experimental evidence to give us added insight into how aspects of a virus’s sequence change the way it behaves, the usefulness of these approaches will continue to quickly expand. A committee of the National Academy of Medicine, writing on steps to modernize our pandemic response, reflected on the application of gen epi to COVID, observing that “advances in the speed, granularity, affordability, and portability of genomic sequencing technologies have created transformative potential for widespread rapid genomic surveillance during infectious disease outbreaks, particularly when data from genomic sequencing are integrated with and analyzed alongside patient-based clinical and population-based epidemiological data.”14

The public repository of sequences had made it possible to use the genetic features of the strain found at the White House, to track its migration around the globe and into the West Wing. With the virus that infected the president lifted off the two journalists and placed in those same public databases, scientists can now trace infections that have descended from the White House cluster.15 If other people got sick as a result of the outbreak, and if scientists happen to sequence those subsequent infections, then they may be able to identify the future travels of the strain.

This ability to track the spread of a virus using sequencing information, to deduce insights about its risk based on its genetic features, and to use these data to derive fully synthetic drugs and vaccines on an expedited timetable—all these marked a new inception in the use of science to uncover biological risk and fashion ways to counter it. We’ve crossed a threshold between two states of science, entering a post-pandemic paradigm where genomic information will drive more of our public health response.

The emergence of SARS-CoV-2 and the pandemic that it caused marked a historical turning point in many aspects of our society and culture, and the application of genomics was one visible crossroad. The scientific advances we achieved in combating COVID gave us one of our few bright spots in this tragic event. The pandemic defined other historical inflection points, in other areas of our life, in addition to its impact on our use of science to advance public health. Among them was a turning point for how we must view our public health preparedness as a matter of national security and a crossroad for how we must address protracted social ills that leave us more vulnerable to health threats. COVID exposed wounds of inequity that plague our nation, and one hopes it will start a cycle of profound change for how we address them.

On the technology: With COVID, America embraced a genomically driven public health response, leaning heavily on gene-based approaches to track and trace the spread of SARS-CoV-2, target our mitigation, and develop synthetically derived drugs and vaccines directly from the sequence of the virus’s genetic code. Bedford’s integration of sequencing with traditional epidemiology helped redefine how outbreaks are traced, allowing us to more accurately reveal patterns of spread so we can better inform our tactics for breaking chains of transmission. It allowed us to identify and track new variants in the winter that posed heightened risks, and then develop vaccines and antibody drugs that target them.16

The speed by which companies like Pfizer, Moderna, Regeneron, Johnson & Johnson, and Eli Lilly were able to develop countermeasures to the SARS-CoV-2 threat owed in large part to this same genomic transformation. This scientific aptitude was one of the inspirations in the US response. We developed a safe and effective vaccine against a completely novel target in less than a year—a record time. Before COVID, the fastest that we had ever developed a vaccine was the original preparations against mumps, a process that took about four years.17 The new speed turned largely on our ability to deploy novel approaches for developing vaccines, where the initial constructs were derived entirely from the virus’s genome. This enabled us to use pieces of synthetic genetic material that could be made quickly available as the vaccine starting point. The application of these tools transformed the way we develop vaccines against a novel viral target. After COVID, these approaches will be routine.

On our public health system: COVID revealed dangerous gaps in the US public health preparedness, medical infrastructure, and healthcare system. We lacked the public health capacity and resiliency we thought we had. In the most advanced healthcare system in the world, we ran out of medical masks. We had to retrofit anesthesia machines and turn them into respirators. We didn’t have enough swabs to collect samples from patients’ noses.

Our system was set up well to handle singular, technology-intensive, and complex problems like developing a novel vaccine or antibody drugs. We do this better than anyone. But it faltered when we were faced with more mundane problems like manufacturing those vaccines in bulk, deploying testing centers, or making nose swabs to collect respiratory samples. When we finally developed safe and effective therapeutics and vaccines that could treat or prevent infection, we couldn’t manufacture enough of them in time to supply the nation for the winter surge. We had to set up elaborate rationing schemes. Then, we were unable to establish an efficient distribution plan. Antibody drugs went unused because we couldn’t deliver them. It took more than a month after the authorization of the first vaccine to begin vaccinating the 1.34 million residents of US nursing homes, where the most COVID deaths were occurring.18 It took even longer to set up mass delivery sites to the general public. The vaccine was our only backstop against a relentless surge of infection in winter 2021, and we failed to amplify its timely use.

The CDC couldn’t deploy a test to screen for the virus, allowing the nation to become heavily seeded with infection before it was detected. This was a historic failure that we would never overcome. By the fall, testing still couldn’t keep up with demand. With millions of infections occurring in the US, the CDC didn’t systematically collect and report information on the clinical outcomes. It didn’t deploy sequencing as a tool to detect and evaluate new variants in time to uncover their spread, and it didn’t use the tracking and tracing of sick patients to firmly establish the social compartments where spread was most likely to occur, or to identify the circumstances that were contributing to transmission. Public health authorities overestimated the role of fomites because collectively US agencies underestimated the impact of asymptomatic spread. The virus proved how underfunded our public health system really was.

On our social ills: COVID had a particularly devastating impact on communities of color in the United States. Infectious diseases often hit especially hard those communities that already lack access to good medical care and are overlooked or face bias. Black, Hispanic, and indigenous Americans bore a disproportionately heavy burden from the virus, as it crept through wounds of inequity and racism that have long plagued our society and our medical system. This increased vulnerability sprung from social factors that were made more glaring by this public health crisis. When we look at the unequal impact COVID had on communities of color, the epidemic revealed broader injustices we have to resolve.

This is one piece of a much larger problem of inequity and intolerance. Often Black and Hispanic communities had higher rates of COVID disease because of low income and related factors: overcrowded housing, a reliance on public transportation, the need to work in lower-wage but essential jobs interacting with the public. Many people couldn’t do their work over Zoom or socially distance on their job site. They couldn’t easily isolate themselves at home when they became infected, because they lived in crowded multigenerational homes where, if one member of a family got sick, others were made excessively vulnerable. Too many Americans didn’t have the social equity at work to demand proper protective equipment and safer working conditions.

In many cases, Black and Hispanic Americans also faced delays in diagnosis of COVID, difficulties in getting access to testing, and more barriers in acquiring care. And when people from communities of color got sick, they also suffered higher rates of serious disease and death. Years of inequity in healthcare—poor access to medical services, distrust of the healthcare system, and sometimes discrimination in how care is delivered—as well as higher rates of chronic diseases like diabetes and hypertension, which also owed in part to the inequities in income, environment, and access to medical care, were all aggravated by COVID’s advance. The virus struck hardest those who were most vulnerable. Some were vulnerable by age. Others were made vulnerable by a system that left them behind. Stopping the next pandemic will depend on making sure we address the reasons why some communities were more likely to experience suffering and death from COVID-19. The social unrest of the summer of 2020 was a defining moment that brought these inequities into sharp focus. The hope is that it will be a turning point in how we address them.

Our political union also turned out to be socially fragile. We fought over the collective action we needed to take to reduce spread, perpetuated by an often-false dichotomy between the exercise of liberty and the application of public health. Masks became one unfortunate flashpoint. However, some of that anger and opposition was born of understandable frustrations. The mitigation measures we took had unduly hard impacts on certain segments of society: small business owners who ran restaurants, parents who couldn’t work unless their kids could go to school, kids who depended on schools for meals. Just as the virus would disproportionately sicken some segments of society, the steps taken to control infection would also excessively burden certain people. Yet here again, we failed to take special measures to help those most affected. Debate and division over some of these actions were understandable, but over others, like the wearing of masks, such rancor was inexcusable. We couldn’t even agree on the easy stuff.

The pandemic also exposed weaknesses in the international conventions and scientific collaboration that were supposed to help safeguard us from a global pandemic. COVID crushed the global order that governed public health cooperation by revealing that the established conventions were unenforceable in a moment of crisis. Many thought that China had been chastened after SARS-1.19 In response, nations signed agreements and created institutions, with a promise to share information about new contagions so countries would be alerted earlier to novel threats. When COVID appeared, those conventions crumpled. Whether early notice would have made a difference in the global response to COVID is debatable. In the US, we made plenty of our own mistakes, downplaying the risk of the threat for too long and failing to get testing in place despite ample warning. However, the proof that even after SARS-1, countries like China would still sidestep many of these international commitments, underscored a simple orthodoxy. In a moment of crisis, every country will follow its own self-interest.

We had already gotten a glimpse of this reality in 2009, during the H1N1 swine flu pandemic. Friendly nations like Canada and Australia refused to ship to the US vaccine that had been purchased by our government and manufactured at our behest but made at facilities in those two nations. Only after Canada had satisfied the needs of its own citizens did it allow American products to flow to the US for American patients.20 With COVID, the same behaviors would reoccur. Italy exercised its export control regulations under European Union rules to block the shipment of 250,000 doses of the AstraZeneca vaccine that was bound for Australia, on the grounds that Australia had controlled its epidemic and was in less immediate need of the doses.21 It was the first time that these EU regulations had ever been invoked.22 A few weeks later, the EU implemented new emergency legislation that gave it broad powers to curb exports of COVID vaccines that were manufactured in facilities located in member nations. The rules hit Britain especially hard, since the country was far ahead of other European nations in vaccinating its population at the time and was dependent on shipments from other European countries to keep up its vaccination campaign.23 The European Union was putting its interests first. The same tenets influenced US policy. In May 2021, even as the US developed a surplus of COVID vaccine—stockpiling as many as 100 million vaccine doses by the beginning of the month—the Biden administration wouldn’t allow those doses to be shipped to Brazil, which was experiencing an uncontrolled epidemic. We were vaccinating healthy and low-risk sixteen-year-olds in the US while hospitals in India and Brazil were running out of oxygen for patients hospitalized with the disease.

For those who still cling to the gauzy hope that nations will join hands to better identify and coordinate around global risks, the gloomy truth was revealed by the collective international response to COVID—the application of trade and travel barriers as a way to isolate the virus and the nations that hosted it; the nationalization of production facilities that made critical medical products; the deliberate withholding of drugs and equipment needed for the global response.

If anything, COVID normalized the breakdowns in a global order that it was presumed, perhaps naively, would protect us, just as COVID pierced our own perception of domestic resiliency, cooperation, and fortitude. By implementing global travel bans, we made it clear that any country that’s host to a novel pathogen in the future will quickly find itself isolated. Our hasty decision to pull out of the WHO, and then rejoin it just as quickly, with no preconditions for its reform, hardened these lessons. No matter what steps we take to rebuild international alliances, the overarching lesson will be the one proven by the crisis. In the future, when even friendly nations become host to an outbreak of a new and worrisome respiratory pathogen, we shouldn’t expect them to raise their hand so easily.

These harsh, practical lessons won’t be quickly unwound by sanguine rhetoric about international cooperation and gratifying agreements signed in COVID’s aftermath. Already, the Biden administration is focused on strengthening the International Health Regulations that govern global cooperation around outbreaks as a safeguard against future pandemics. It’s a sound effort, and we need to improve our multilateral relationships and the capacity for sharing information and supporting nations that are host to outbreaks, but we shouldn’t rely on these efforts alone.

The virus made clear that we’ll need to fundamentally alter the way we approach all of these risks. If we don’t, our society will remain excessively vulnerable. For starters, we’ll have to lean much more on our intelligence agencies, and in a different fashion. International agreements alone haven’t provided us with the information we need about emerging threats. There’s little reason to believe they’ll perform much better in the future. The devastation caused by the pandemic proved that these risks, and our preparedness for them, is a matter of national security on par with other threats. We’re going to have to build the capacity to seek out the information we need to protect ourselves. Sometimes that will demand that we avail ourselves of the tools and tradecraft of our clandestine services. The challenge will be to maintain collaboration and multilateral efforts even as we turn more heavily toward intelligence services to guard against the risk of new contagions. We manage to walk this line in other nonmilitary areas of national security. We’ll have to make a similar posture work when it comes to global public health.

Going forward, extending an approach to public health preparedness that views these risks through a lens of national security protection also means building more resilience into our public health infrastructure. It means expanding our healthcare system’s capacity to deal with a crisis, particularly our ability to conduct massive diagnostic testing and to implement large-scale manufacturing of biologicals. It also means reexamining the global supply chain that has left us vulnerable to shortages when every country that we depend on was suddenly hoarding the same equipment. It means we need a no-regrets ethos when it comes to pandemic preparedness. There must be no repentances or recriminations if we overinvest in preparedness when a new pathogen emerges only to see the virus fizzle out rather than explode into the next pandemic.24

Finally, it means bringing back to the US more of the manufacturing of critical healthcare components and finished goods. To do this, we may have to pay higher prices for these parts and services to make sure that we maintain a reliable domestic capacity. There’s a reason why much of this manufacturing left the US in the first place. It was cheaper to produce overseas. But we can no longer afford the luxury of valuing low price for these goods above all else.

America was long perceived to be the country best prepared for a public health crisis of this magnitude, with our extensive healthcare system and our ability to quickly field advanced countermeasures. However, we ended up being one of the nations brought lowest by the virus, with continuous waves of infection that stalled our economy and claimed more than 600,000 of our fellow citizens’ lives.

Learning from what went wrong, we have a chance to build a safer future. COVID was the worst pandemic in modern times. It won’t be the last. Weak leadership exacerbated the pandemic’s toll, but even with a stronger and more coordinated federal response, we were poorly prepared for this threat. We didn’t anticipate that a novel coronavirus would cause a pandemic, but now, looking back, we should have been more attuned to these risks. SARS-1 and MERS were a brutal warning. Looking even further back, it’s now believed that past pandemics dating back many years, before we had the capability to pinpoint a causative virus, where we had once presumed that the culprit was a novel strain of influenza, may have instead been the first entry of a novel coronavirus into human circulation.25 More recently, we’ve feared that a deadly pandemic involving a novel strain of bird flu would sweep the globe. We’ve known that we were long overdue for such an event. COVID was a devastating global calamity, but it could have been a lot worse. Odds are the next pandemic will be. And odds are that it will be caused by something that we don’t fully expect.

We had plenty of warning that we were unprepared for an event like COVID, despite the evident risks. Zika, Ebola, SARS-1, MERS, the swine flu, and countless other contagions all showed that the US was exposed in critical ways and lacked some key capabilities for an effective response. In many respects, we prepared for the wrong pathogen.

Now, our vulnerability is unmistakable.

In February 2020, just as COVID was spreading to Europe, there was a large outbreak of H5N1 bird flu in chickens located on farms just to the south of Wuhan. The pandemic event we long feared was always expected to be caused by a bird flu.26 The next pandemic very well could be, perhaps a new variant of H5N1 or a novel form of the even more fearsome H7N9 strain.

With COVID, we turned a chapter in history, and now we are more aware of our strengths and frailties for countering these threats, and more mindful of the carnage that such events will inflict on our health, economy, and culture. “Life can only be understood backward; but it must be lived forwards,” said the Danish philosopher Søren Kierkegaard. In the end we succeeded on the scientific part of the response but failed badly on its human aspects. COVID crushed us as a result, and it left our society permanently altered. What we learn from it, and how we change, will determine if we are better prepared for the next pandemic, or whether we remain just as vulnerable.
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