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    PREFACE


    

    

    

    

    

  


  
    AIoT stands for Artificial Intelligence of Things, which refers to the integration of artificial intelligence (AI) technologies with Internet of Things (IoT) devices. The combination of AI and IoT is intended to create smarter and more efficient devices, systems, and applications. By using AI to analyse and interpret the large amounts of data gathered from IoT devices, AIoT applications can provide insights, predictions, and automations that can optimize performance, reduce costs, and improve user experiences. Some of the noted examples of AIoT applications include smart homes, connected vehicles, intelligent manufacturing systems, and smart cities.


    On the other hand, big data analytics refers to the process of examining and analyzing large and complex data sets to uncover patterns, correlations, and insights that can be used to make better decisions and improve business outcomes. The term “big data” refers to the massive amounts of data generated by various sources such as social media, sensors, mobile devices, and other digital platforms. The primary goal of big data analytics is to extract useful information from large volumes of data that would be impossible or too time-consuming for humans to analyze manually. By using advanced analytical techniques such as data mining, machine learning, and natural language processing, big data analytics can uncover hidden patterns, identify trends, and extract valuable insights from massive data sets. Big data analytics has many applications across a wide range of industries, including healthcare, finance, marketing, retail, and more. It can be used to improve customer engagement, optimize business operations, reduce costs, and develop new products and services.


    AIoT and big data analytics have a lot of potential for transforming healthcare by enabling the development of smarter and more efficient healthcare systems. AIoT devices can collect patient data in real-time from wearable devices, sensors, and other connected devices. Big data analytics can then be used to analyze this data to provide personalized treatment recommendations and to detect early warning signs of health problems. By analyzing large amounts of patient data, big data analytics can be used to predict potential health problems before they occur. This can enable healthcare providers to take proactive measures to prevent or treat these problems before they become more severe.


    AIoT and big data analytics can be used to develop more accurate and effective diagnostic tools and treatment plans. For example, machine learning algorithms can be used to analyze medical images and other diagnostic data to identify patterns and make more accurate diagnoses. Big data analytics can be used to optimize healthcare resource allocation, such as hospital bed management, staff scheduling, and medical supply inventory management. This can help healthcare providers to reduce costs and improve patient outcomes. AIoT and big data analytics can be used to speed up the drug discovery and development process by identifying potential drug candidates and predicting how they will interact with the body. AIoT and big data analytics can be used to improve patient engagement and adherence to treatment plans. AIoT and big data analytics can be used to manage the health of populations, rather than just individual patients. By analyzing large amounts of data from multiple sources, healthcare providers can identify health trends, risk factors, and patterns of disease across entire populations. This can help healthcare providers to develop targeted interventions and preventive measures to improve population health outcomes.


    AIoT and big data analytics can provide real-time insights and decision-making support to healthcare providers. For example, AI algorithms can analyze patient data in real-time to provide clinical decision support to doctors and nurses, such as recommending appropriate treatments based on the patient's condition. AIoT and big data analytics can be used to create smart hospitals that are more efficient and patient-centered. the integration of AIoT and big data analytics in smart healthcare has the potential to revolutionize the healthcare industry, enabling more personalized, efficient, and effective healthcare services. However, it is important to ensure that these technologies are used in a way that protects patient privacy and confidentiality, and that healthcare providers are equipped with the necessary skills and resources to effectively leverage these technologies.


    This book discusses open principles, methods, and healthcare AIoT research issues. It also summarises AIoT research efforts and potential directions.


    
      Organization of the Book


      The book is organized into 17 chapters discussing the wide range of AIoT & Big-Data Analytics for Smart Healthcare Applications.


      The first chapter focuses on semantic AIOT concepts and their applications in healthcare. In this, the authors highlight some developments in semantic technology, its effects in the IoT area, and how they are seen in healthcare. Over the last several times, there has been much emphasis on using SWT to enhance the uptake of sensor networks, IoT, and WoT. Indeed, to tackle semantic interoperability and other issues in healthcare domains, there is a need to comprehend its means of construction.


      The second chapter discusses the IoT-based Sleeping Disorder Recognition System for Cognitive impairment Diseases. This chapter focuses on This chapter describes the state of art technologies involved in sleep monitoring and also discusses the challenges and opportunities involved, from the initial step of acquiring the data to the applicability of the acquired data based on the consumer level and clinical settings.


      The third chapter, titled Recent Trends in Smart Health Care: Past, Present and Future information, focuses on The essential technologies that underpin smart healthcare are briefly described, together with the successes and challenges they have faced, the current status of these technologies in important medical areas, and the possibilities for the future of smart healthcare.


      The fourth chapter, A Monitoring System for the Recognition of Sleeping Disorders in Patients with Cognitive Impairment, briefly introduces the chapter and will review the advantages and disadvantages of the extant and novel sensing technologies, focusing on new data-driven technologies that include Artificial Intelligence.


      The fifth chapter, titled Early prediction in AI-enabled IoT environment, discusses Intelligent sensing devices. These machines use internet facilities to communicate with each other. The devices have different capacities and capabilities. They communicate over a common platform.


      The sixth chapter, titled AI and Blockchain-based Solution for Implementing Security for Oral Healthcare 4.0 Bigdata This chapters objective is to review data security applications in the healthcare domain using blockchain technology and present the highlights from selected survey papers and carried out compare the work & implement data security using a web-based prototype based on blockchain technology.


      The seventh chapter, An Artificial Intelligence-based method for detecting false news in Health Sector during a pandemic, focuses on developing a Machine Learning model for deception detection using Natural Language processing techniques and machine learning algorithms. It detects fake news from non-reputable sources, which misleads people and distracts them from fraud messages and unnecessary texts, by building a model using count vectorize, TF-IDF and logistic regression algorithm.


      The eighth chapter, titled “Intelligent Framework for Smart Health Application using Image Analysis and Knowledge Relegation Approach”, highlights Diabetic retinopathy and uses fundus images of the eys and used knowledge relegation approach. This chapter also illustrated five classes of retinopathy and classifier accuracy.


      In the ninth chapter, titled Brain Stroke Prediction Using Deep Learning, The proposed system is contrasted with the existing system, showing an enhancement in the capability to anticipate the stroke. The proposed system achieved an accuracy of 89%.


      The tenth chapter, titled Secure Electronic Health Records Sharing System using IoT and Blockchain, focuses on combining blockchain and cryptography to develop a secure platform for providing patients full control over their health records and maintaining data integrity.


      The eleventh chapter, titled Geofencing For Elderly To Improve Surrounding Estimation in Automated Electric Vehicles, discusses applications built for older adults. Through this application, the person gets the direction to return home, or the alert message is sent to the family member or the caretaker. The alert message is sent while the person is out of the fencing area, oneself or the caretakers, and the person's location can be tracked.


      The twelfth chapter, I am the Eye-Assistive Eye, describes this device's vision to design and construct the blind-friendly embedded device. The blind and visually handicapped have difficulty utilizing mobile phones because social media and online banking programmes on smartphones are difficult for them to use.


      The thirteenth chapter, titled Stage of retinopathy of prematurity using Convolution Neural Network and Object Segmentation Technique, focuses on The utility of the Convolutional Neural Network was examined to localize ridges in neonatal photos that have been labelled. The KIDROP study and a dataset comprising 220 photos of 45 infants were used. With the segmentation of the ridge region as the ground truth, 175 retinal pictures were used to train the system. The system's detection accuracy was 0.94 with 45 images under test, proving that data augmentation detection in conjunction with image normalizing pre-processing allows accurate identification of ROP inside its early stages.


      The fourteenth chapter, titled “An Overview of Recent Medical Applications in Soft-Robotics, ” discusses how soft robotics can be applied in MIS and Notes. This chapter focuses on robotics applications in the medical field, soft robotics challenges and future directions in the healthcare industry.


      The fifteenth chapter, titled “Applications of AI-enabled Robotics in Healthcare”, describes the importance of AI-enabled medical robots in the healthcare sector and is intended to deliver good outcomes to assist people in doing complex tasks that need a significant amount of time, accuracy, concentration, and other routines that cannot be accomplished solely through human capability.


      The sixteenth chapter, titled “An Overview of Current and Future Applications of Robotics in Surgical Operations”, aims to overview robotics’ current and future applications in surgical operations and the advantages and disadvantages of surgical robots.


      The seventeenth chapter titled “Healthcare Applications Centered on AIoT” Provide interconnection between the AIOT and Healthcare system. It also focuses on issues in IoT Healthcare, remote health monitoring and wearable devices which can be used to take medical readings.
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      Abstract


      The incorporation of semantics and the necessary interoperability within these aspects is essential for the domain's proper operation as well as execution. Healthcare systems have become an ideal arena of IoT because they tackle the problems of humanity, especially of an older population whilst providing secure and high-quality home care and support. The use of IoT technologies in healthcare will improve the quality of human life, chronic illness monitoring, hazard detection, and life-saving measures. To get more useful information from biomedical big data, it must have interoperability. In the latest times, an increasing count of organizations and businesses have expressed interest in combining semantic web technologies alongside healthcare big data to transform data into knowledge and understanding. Even though we can see a systematic acceptance of semantic technologies-based applications in the IoT domain and across the Internet, the cumulative actual implementations are insufficient to provide real-world rooted standards and guidelines to follow. This sets the stage for this work, which attempts to describe current developments in the application of semantic technologies in the IoT domain. This motivates the authors to examine and highlight some of the developing developments in semantic technology, its effects in the IoT area, and how they are together seen in the health-care. Over the last several times, there has been a lot of emphasis on using SWT to enhance the uptake of sensor networks, IoT, and WoT. Indeed, to tackle semantic interoperability and other issues in health care domains, there is a need to comprehend its means of construction.
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      1. INTRODUCTION


      
        

        1.1. The Importance of Healthcare and its Digitization


        Healthcare is one of the most important sectors in any nation, both in monetary value and facilities available to humanity, as well as offering job opportunities to millions of individuals. Healthcare has been recognised as an important factor to economic opportunity, not only for general human well-being and happiness but also because healthier individuals live longer and are more productive, saving greater money. On a continuous basis, a health care system creates massive data from clinical practices, health treatment, apparatus, studies, and other sources, resulting in massive data to manage. In addition, established health services are running out of medical resources to meet people's expanding expectations. As a result, the healthcare system has been steadily moving in the use of electronic medical records with information and communication technologies.

      


      
        

        1.2. Internet of Things


        In the latest days, the virtual representation and connectivity of the internet with real items, gadgets, or things has grown at an accelerating rate. It has prompted society to create new IoT solutions to accommodate retrieving data and intelligent applications by capturing, accessing, storing, sharing, and communicating data. Moreover, the IoT's related dynamic nature, resource constraints, price, and structure necessitate design duties for it to be impactful, creating a barrier to the community. It is a thorny issue to grasp web data from machines as per the respective jargon in many disciplines. It brought different problems to researchers because, in this digital era, quite an attempt necessitates the use of semantically defined, relevant information resources. The proliferation of smart objects and IoT service providers, all of which are susceptible to time-consuming and sequences of events, as well as a lack of proper technology and development, has resulted in increased specificity [1].


        The Internet of Things (IoT) age stands at this time, with a massive amount of IoT devices now in everyone's lifestyles. IoT technology, such as sensing devices, cell phones, and actuators, is used in a diverse range of products in Smart City applications, E-health, Defense, and other areas. The interconnectivity of things, which provides an integrated web of different access technologies, is among the important components of IoT. Huge volumes of data are gathered daily in all domains, and these records constitute incredibly important knowledge banks. The IoT sought to measure a scenario related to data understanding so that applications can think strategically.


        A wide range of individuals especially with medical concerns is willing to integrate everyday life objects into the network in information technology in ensuring a comfortable existence. This integration is made possible with sensors, actuators, and RFID tags. Users now can view real-time data collected by linked objects during any specified moment. The IoT arose from the progress of using the internet with real-world things. The International Telecommunication Union (ITU) describes the IoT as a worldwide platform of information sharing that provides enhanced services to link things using current as well as developing interoperable telecommunications and information technology [1]. Furthermore, Perera et al. [2] stated, “The Internet of Objects enables users as well as things to be interconnected Anytime, Anywhere, with Anything and Anyone, preferably via Any path or network as well as Any service.”

      


      
        

        1.3. Internet of Things and Health Care


        Rapid innovations in sensing technologies, behavior detection in smart homes, also of Ambient Assisted Living (AAL) assure folks who need technological assistance in residence, particularly those who require medical care. However, it is unlikely that ambient sensors capable of detecting whether people are healthy or begin to develop an illness will be widely viable shortly. Indeed, various health care besides other domain devices and node sensors are increasingly interconnected, with the potential to perceive, transmit, and exchange information regarding their surrounding environments.


        System components, including sensing devices and actuators, are coupled to gateways, intermediary computing nodes, and the cloud in healthcare, smart agriculture and other domains. An IoT ecosystem is created utilizing notions rooted in edge, fog, cloud, mist, and dew computing, as well as programmed networking, network virtualization, and streaming analytics, based on the associated methods. Presumably, machine learning and data analytics aspects should be included on top of it.


        The IoT is typically focused on the Wireless Sensor Networks (WSN) field, which has taken shape amongst the most effective applications. WSN is widely used in various technology areas to promote easier supervision, owing to the sensing devices placed. For the IoT to be of meaningful use to patients, medical practitioners, customers, organizations, and urban designers, the data given by advanced devices must have meanings, because many applications can read it and react accordingly. The IoT is embracing and integrating numerous disciplines and the range of smart objects grows tremendously. It's becoming impossible to think of a space where IoT-based concepts have not been studied.


        Each of the components is coupled to build IoT platforms which make it easier to produce, consume, and analyze data in both closed and open environments. Bearing in mind how when IoT systems are realized, a variety of issues emerge like how to give a standardized depiction for ease of analysis, keep track of data sources, guarantee trustworthiness, query for data, have quality assurance, and many more. Semantic innovations are frequently regarded as a convenient answer to the associated issues. The approaches of Semantic Web, Web of Things, and Linked Open Data are used in combining the solutions to enable production-ready deployments with easy comprehension of data collected and analysed.

      


      
        

        1.4. Web of Things


        The Internet of Things (IoT) allows electrical gadgets as well as sensors to communicate with each other over the internet. The semantic Web is a collection of data that have been linked together in such a way that it can be processed by machines rather than humans. These have piqued collective attention in the recent decades due to the extremely enormous potential they hold.


        This leads to exciting advances in what may be referred to as the “second wave of IoT.” To provide more complicated services to consumers, regional and/or domain-specific IoT deployment must be linked. The IoT has seen a steady evolution via utilizing web-based services; this is termed the Web of Things (WoT). A significant emphasis is placed on the semantics of these technologies to properly explain their essential notions. In particular, the convergence of SWT and the IoT or WoT areas have given rise to a new moniker: the semantic web of things (SWoT). SWoT has evolving idea to combine the semantic web besides the IoT as depicted in Fig. (1).


        Nevertheless its relevance, the IoT has expanded and evolved because of the considerable number of diverse deployed gadgets, sensing data, and recommended services. While the items that are interconnected are created by various companies like GE Digital, IBM, Bosch, Verizon, and many more. As a result, the created data has several coding patterns, resulting in a difficult data interchange task. Furthermore, the amount of information generated, encom- passing semantic heterogeneity like synonymy, antonymy, polysemy, and so on, continues to increase. The derived metric might be stated in a variety of ways in this regard, Temperature was recorded in Celsius, Fahrenheit, or Kelvin degrees. However, the plethora of such objects, as well as their constantly evolving specifications and deployment environments, make management and configuration chores even more difficult. These issues arise as a result of the lack of a coherent and standardized model for IoT devices, data, and services [1].


        [image: ]
Fig. (1))

        SWoT.

        In a healthcare IoT context, smart sensors and devices will use specific technologies and architectures. In Remote Health monitoring applications, the data from any sensor could be utilized by a variety of monitoring solutions. Similarly, a monitoring programme should be unconcerned about sensing devices and ought to handle data autonomously given by sensing devices as well as data obtained through other ways maybe as medical checkups and physician's manual data entry in a software system. A semantic and homogenous definition of sensor information is necessary to allow semantic interoperability across subsystems.


        As a result, semantics has a significant part in the IoT because it has effectiveness in addressing issues like interoperability, diverse data sources and data analysis. Because interconnected products can transfer information with each other and with other users online, semantic interoperability relates to the capability of multiple people and devices to retrieve as well as analyze explicit data. In the IoT field, SWT profiteering allows a direct, simple, and intelligible characterization for expressing semantic objects including associated information. Furthermore, semantics adheres to the definition of consensus, which makes dataset exchange, repurposing, integration, and questioning easier. This information, gathered from various linked objects and domains, promotes collaboration among connected objects by enabling communication and highlighting their intelligence. Furthermore, it enables data processing and analysis that explains why data is associated with various vocabularies besides necessary frameworks [2].


        SWT in the IoT area is deemed an appropriate and reasonable approach for this purpose. Barnaghi et al. [3] suggested that incorporating semantic technology into the IoT enhances interoperability across data sources, data models, data suppliers, along users. It furthermore makes data access in addition to amalgamation easier, as well as resource identification, semantic reasoning, and information retrieval.


        While there is a paucity of semantic representations in IoT middleware solutions [4], ontologies for characterizing sensor networks have been frequently used in the research. Ontologies are commonly utilized for IoT concepts and document annotation toward providing reliable semantic modeling. An ontology is a formal as well as a clear depiction of a shared conceptualization [5, 6]. It stands as the way to represent knowledge in a group of connected concept domains. It mostly entails major standard languages that may be unitedly reutilized among many devices and humans, making it easier to find, integrate, manipulate, and configure IoT resources and associated data and providing reasoning techniques to aid in the inference of intelligent decisions. Ontologies can be characterized based on their expressiveness as lightweight or heavyweight and also on their generality like generic, domain-specific, or application-specific. The scope of our research is limited to the WoT industry.

      

    


    
      2. Related Works


      Barnaghi et al. [3] published the first study in this field in 2012, emphasizing the significance of defining and providing IoT semantics to reconcile massive data’s diversity and ambiguities acquired via linked products and assure interoperability amongst IoT systems. They gave an outline of various standing ontologies that try to represent sensing devices and related data, like the O&M and SSN ontologies, from this viewpoint.


      Furthermore, the authors of [7] provide ontologies for knowledge representations as well as the widely used approach OWL (Web Ontology Language) for knowledge representation on the online platform. Szilaggi et al presented a summary of SWT employed at various IoT structure tiers as well as the well-known ontologies used to construct IoT services and applications, like IoT-O, SSN, and the IoT ontology [8].


      By considering sensing devices, time, location, and context-awareness, the authors in [9] examined, debated in addition to explored numerous ontologies and this will be reutilized in the IoT area in 2017. The techniques described above were divided into general and domain-specific application ontologies. Furthermore, the researchers [10] highlighted available IoT ontologies to enable semantic compatibility amongst diverse IoT schemes. They concentrated mostly on generic ontologies for use in IoT systems and domain specific ontologies deployed in medical as well as logistic arenas. De et al. [11] evaluated the influence of the existing form on the ontology usage of the Web of Things (WoT), their categorization into two layers. The cross-domain structure defines the ideas of WoT objects like policies, services, information, and so on, whilst the domain layer specifies certainly established ontologies divided into environment areas like smart city, farming, and many more; and user-oriented areas like healthcare, online education, and so on. Androec et al. [12] gathered and categorized a variety of works in 2018 to assure semantic interoperability in the IoT. In their survey, they used a systematic review process.


      The basic ontology of SSN, which is Semantic Sensor Network ontology, was used in [13]. Patient Location is a location variable introduced to SSN to account for medical needs and the necessity to monitor a hospitalized sufferer or elderly at home. As a result, the device will be designed to share localized data. Several semantic representations in health devices rely on the ontology idea, such as Open Biomedical Ontologies (OBO) consortium ontologies, SNOMED and so on [14].


      Furthermore, healthcare is an IoT application topic in which the valuation of sensing devices is important data utilized by health apps to conduct analysis and generate health parameters and conditions. As a result, it is critical to have a range of media so that the application may identify the most appropriate one, and in the event of a defective sensor, another can readily take over. However, in the event of several illnesses, minimizing the aggregation of duplicate sensors when multiple monitoring apps are utilized at the same time is essential to discuss monetary fears and the request of patients who desire not to have too many gadgets in their homes.


      As demonstrated by Zgheib et al., combining middleware methodologies with semantic technologies gives a viable business model for IoT systems [13]. CEP Eckert et al. define methodologies and technologies aimed at handling events and detecting complicated events on time [15]. DO and SYMP ontologies relate indications to diseases, providing the domain information necessary in the disease identification approach. Using the DO ontology necessitates the utilization of the SPARQL query language to extract and alter DO ontology data, as well as the C-SPARQL query language for semantic information [16, 17].


      For the sake of creating health records, time and geographic parameters are important considerations. Time is a key factor in providing effective ongoing treatment and follow-up for patients, particularly in preventative treatments such as bedsore risk detection [18]. Topographical factors such as latitude and longitude are not effective for locating a patient; instead, the room and bed of the hospitalized person, are far more relevant.


      
        

        2.1. SWoT Layered Architecture


        IoT semantics could be expressed in a multi-layered manner as in Fig. (2) [19]. The IoT resource is represented by the first layer, which seeks to capture semantic real time things and systems. The next is information depiction, which will detail resources and their semantic records, as well as describe how SWT uses this depiction for managing and interpretive purposes. At the third layer, the service application demonstrates how SWT aids in the development of IoT applications and the recommendation of appropriate services. In the IoT area, the security layer demonstrates the capability of these platforms in representing threats and security procedures.


        [image: ]
Fig. (2))

        SWoT Layered architecture [19].
      

    


    
      

      3. Semantic Technologies


      The SWT stack defines the vocabulary for modeling and reasoning, with the interrogation of OWL, RDF, SPARQL, etc. Ontologies are built using semantic web languages, which provide formal semantics and a specific syntactic construction for domain knowledge.


      
        

        3.1. Resource Description Framework (RDF)


        The Resource Description Framework (RDF) is a set of guidelines for relating resources. RDF is a graphical representation that specifies a standardised data exchange model across the web, as per the W3C. Also, it is known as an RDF triple since it has three parts: subject, object, and predicate. The semantic entity is defined by the subject, the object is the value of the subject, and the predicate is the relationship amongst the subject and object. RDF Schema (RDFS) gives RDF data a structured data modeling vocabulary. It specifies RDF triples' genera- lisation relations as well as criteria.

      


      
        

        3.2. SPARQL (SPARQL Protocol and RDF Query Language)


        Whether the data resides as RDF or is accessed as RDF via middleware, SPARQL would be used to execute searches throughout a variety of data sources. SPARQL lets you query required and permissive graph patterns, along with their conjunctions or disjunctions. SPARQL additionally allows for extended value checking and query constraints based on the underlying RDF graph. SPARQL queries can return results in the form of a result set as well as an RDF graph.

      


      
        

        3.3. Ontology Web Language (OWL)


        The Ontology Web Language (OWL) is a W3C standard semantic web ontology language. It enables an accurate depiction of notions and associated relationships with logical reasoning and data systems. In comparison to the RDFS language, it is simpler and more expressive. The W3C OWL working group developed OWL2 as an expansion to OWL in 2009. OWL2 is divided into three profiles: OWL 2 EL, OWL 2 QL, and OWL 2 RL. For ontologies with a considerable count of classes and properties, the first is used. The second is particularly suitable for a wide ontology with many occurrences. The third is appropriate for solicitations that demand scalable reasoning in polynomial time as a function of ontology size.

      


      
        

        3.4. Semantic Web Rule Language (SWRL)


        The Semantic Web Rule Language (SWRL) is a semantic web rule language. It lets people infer hidden information by defining rules based on OWL entities with their associations. Functions can be scientific calculations, string processes, and others can be used to enhance it. It also allows users to create specific functionalities that are tailored to their needs. The SWRL language is divided into dual sections. The antecedent section denotes a criteria series that must be confirmed, whereas the result section specifies the outcomes and undertaken actions.

      


      
        

        3.5. Shape Constraint Language (SHACL)


        The Shape Constraint Language (SHACL) is a W3C specification for RDF graph validation using several constraints. These criteria are presented in the form of shapes. The SPARQL Query Language (also known as SPARQL) queries information from the RDF graph, according to the W3C. It aids in the search, addition, removal, and updating of RDF data. Extensible value validating and constraining are also supported. The response of a SPARQL query is a collection of RDF graphs.

      


      
        

        3.6. Ontology


        It is one’s choice is critical to reuse existing ontologies to express IoT data rather than creating new ones from the beginning during the ontology development process for a variety of reasons. For a variety of reasons, it is crucial to reuse existing ontologies instead of building new ones in the ontology development process. Meanwhile, adopting a preexisting ontology ensures the quality of the new ontology, according to Lonsdale et al. [20], since these reused concepts have previously been evaluated and approved. Furthermore, creating an ontology from scratch is expensive and time-consuming, both of which can be avoided by reusing existing ones. It is also simpler to map amid two ontologies that share constituents via ontology reutilization.


        A monolithic ontology is a large ontology in which all concepts are linked together and have a distinct semantic. Modular ontology is an ontology that divides concepts into modules. Throughout software development, for instance, a module is a software component that is intended to execute a certain task and is expected to integrate with other modules inside a wider programme architecture. In reality, handling and reusing a monolithic ontology can be a quite challenging task. Furthermore, monolithic ontology-based systems can indicate a scaling issue. The volumes of information can be examined by semantic web technologies like SPARQL, RDF, must examine. Modular ontology, which can promote knowledge reuse among disparate disciplines, is a viable option in this respect. Distributed engineering of ontology components in multiple places and specialisms is reused, administered, and simpler to keep up with. In terms of enhancing scalability, reasoning performance, and repeatable area ideas on basis of required modules, modularity is a crucial approach in IoT for ontology creation with interconnected modules [21].

      

    


    
      4. Context and Entities


      With its rapid growth, networked object deployment has become even more challenging and hard to manage now than before. It relates to IoT device contexts that must be considered to confirm that these resources are configured and managed effectively. Whatever information could be utilized to describe an entity's state is the context. A user (like patient or medical practitioner or guardian or caretaker), a location (patient’s bed or ward number if hospitalized or his current homelocation), or any object (like medical sensors and actuators) that is pertinent to the interactions among users and applications, as well as the user and application itself, is referred to as entities [22].


      The main entity in the IoT realm is the connected object. As a result, we identify five contexts relevant to object’s nature: object’s interconnectivity context (CoI), object’s time context (CoT), object’s location context (CoL), object’s trajectory context (CoTr), and object’s requirement context (CoR) [22].


      Temporal concerns have become more potent than before as networked objects have progressed. The temporal modeling and reasoning characteristics of related items are explained using time context. As a result, the standard of service supplied by these items improves. Connected objects are closely related to location awareness. Obtaining and representing information regarding their positioning in the real environment is critical. The mobility features of connected objects are represented via a context-aware trajectory. It is characterized by two contexts period and location. It thus denotes locations object traversed over a predetermined period. Yet, there is a scarcity of SWT-based representations of coupled object trajectory patterns. CoI is the ability to understand the technologies that are utilized to connect real-world things to the Internet. Significant quantities of shared data are collected, consuming a lot of bandwidth utilization. As a result, the network must be well-managed to maximize efficiency. CoR is concerned with the object's attributes, including the battery level, memory capacity, coverage range, and lifetime. During the configuration of their state, this detail is vitally important.

    


    
      

      5. Methodologies and Assessment of Ontology


      Owing to the difficulty of the IoT area regarding the drastic increase of product attributes, ongoing deployment environments, diverse data, and so on, developing an IoT ontology is not a simple operation. Coordination across IoT domain specialists and software engineering professionals is required. To design a trustworthy and effective model that generates an understanding of the intended domain, they should follow a clear methodology through the ontology building course. Methontology methodology, 101 methods, Neon methodology, and agile methodology are four well-known approaches for ontology construction that can be chosen in varied ways [23].


      For ontology assessment, four well-known methodologies can be used: gold standard evaluation, human assessment, data-driven assessment, and application-based assessment [24]. The goal of gold standard assessment is for assessment of the anticipated ontology with a high-level model or standard domain norms. The human assessment is related to various predetermined comparative criteria established to assess the ontology design, including its clarity level, completeness, and consistency. The use of an ontology in a particular solicitation to assess its outcomes is known as application-based evaluation. The data-driven evaluation compares this ontology towards a preset data source, like a specific domain’s large documents.

    


    
      

      6. Semantic-based Approaches For IoT


      Numerous initiatives, such as IoT-A, SOFIA, SemSorGrid4Env, Linksmart, IoT.est, openIoT3, FED4FIRE10, Vital ontology and CityPulse are tackling the semantics of IoT. A linked open vocabulary project (LOV4IoT) combines and organizes several key ontologies for the IoT paradigm, including SAREF standardized by ETSI like SmartM2M, spitfire, and the OneM2M base ontology [25].


      The Semantic Sensor Network Incubator Group of the World Wide Web Consortium (W3C) established the SSN ontology in 2012. This ontology is based on an examination of several suggested ontologies, including the SemSOS ontology, the Ontonym-Sensor ontology, and the CESN ontology. The SSN ontology defines the semantic interoperability of sensing devices’ networks by describing sensors concerning the services, measurement methods, observation, and deployments. Sensing devices and their characteristics, as well as attributes, observations, systems, measurement abilities, working and endurance constraints, and deployments, are all key topics [26]. SemsorGrid4Env, CityPulse, and openIoT are among the projects that use it. The wireless sensor network ontology and sensor cloud ontology further enhance this [27].


      A semantic actuator network (SAN) was established as part of the MELODY projects to capture the semantics of actuators, as well as their abilities and functions. Furthermore, the SOSA ontology, suggested by the W3C in addition to the Open Geospatial Consortium (OGC), describes the interplay of sensing devices, findings and actuators, besides specimen ideas. The SSN ontology has subsequently has reduced through deleting elements such as stimulus, systems, measuring, and system capabilities, as well as expanding the SOSA ontology to express actuator expertise [28].


      However, the IoT is made up of sensors in addition to actuators. In this context, an M3 ontology, which is based on the SSN ontology and comprises ideas like transducer, RFIDS tag, and control device. To describe data streams collected from IoT devices, this model established the measurement idea. This ontology was later refined and termed M3 lite20 in the FIESTA-IOT H2020 EU project. It was incorporated into a framework to make developing IoT apps easier [29].


      The authors of [30] proposed a framework for actual semantic annotation of IoT data stream that facilitates dynamic amalgamation into the Web in place to handle real-time sensor information. This framework (also known as the CityPulse framework) was established as part of the CityPulse2 initiative. It's built on top of the Stream Annotation Ontology (SAO). Stream data, stream analysis, and stream activity is the three primary concepts in this ontology [31]. This can be expanded by introducing innovative ideas to describe IoT devices, period, locality, data, and associated values. The IoT data streams ontology was the name given to the altered version.


      Tachmazidis et al. [32] proposed a semantic enhancement of the BT Hypercat Data Hub to enable compatibility across two or even additional IoT data hubs. The latter collects information from diverse sources and presents it to designers and customers in a consistent manner on a shared platform. Sensing device stream, event stream, sensing device feed, and so on are the key notions of the BT Hypercat ontology. The HB Hypercat ontology can be accessed via the SPARQL language, which is built on a mapping amongst SPARQL along with SQL queries.


      Furthermore, the authors of [33] suggested an ontology-driven strategy for enabling automatic firmware production for IoT systems and middleware generation for uses via human and machine interfaces. There are six sections in this ontology. The first section is referred to as programming languages. The input and output data structures depiction is utilized in the input and output structure ontology to enable the source codes of the generated solutions as more clear to consumers’ comprehension. The data types ontology represents all of the system's data kinds.


      A semantic model for IoT constituents like entity, resource, and service. An OWL-S ontology enhancement can be aimed at IoT. As a result, they incorporated the idea of IoT service into the OWL-S ontology as a subclass [7].


      The authors in [34] developed IoT-O to provide semantic interoperability across IoT components as part of the ADREAM project. Sensing, actuating, life progression, service provision, also energy modules are among the IoT-O modules. Numerous topics of the SSN ontology are extended in the sensing module. The actuating module, which is represented by the classes actuator, actuation, and others, explains how well the system acts together with the actual world. The life cycle module simulates machine and device states and usages. Servicing, operating, and messaging classes make up the service module, which displays web service interfaces. The energy module includes classes for expressing IoT device power usage.


      Hue et al. [35] proposed a semantic service ontology to enable diverse IoT service reports across frameworks. The suggested ontology is primarily made up of a service-object concept with tri sub classes namely, property, capability, and server profile. The related objects' standing statuses are represented by the property. The capability idea describes object-produced data that is dynamically generated. When interacting with specific platforms, the server profile affects the setup of physical objects.


      In prior investigations, the researchers had no implementation of any mechanism for IoT service discovery. Some viable solutions can be considered as Mathematical-based, QoS-based, context-based, and distributed-based approaches.


      A mathematical technique for retrieving IoT services based on numerical equations. Hachem et al. [36], created an IoT middleware built on the service-oriented philosophy. It separates things as a service station, and offers one of the first initiatives that presented semantics of IoT. Three primary ontologies included in this middleware are device, physics and mathematics, and estimation. The goal of the device ontology is to characterize “things.” To make IoT service discovery easier, the physical ontology allows you to model not just real-world entities as physical ideas as well as calculated formulae and utilities. When a service is inaccessible, the estimation ontology provides models to be employed.


      A QoS-based strategy focuses on delivering higher quality services. This highlights ways for locating and choosing IoT services concerning Quality of Service (QoS) metrics. The authors of [37] presented a single theoretical model for representing heterogeneous IoT services, called the “Physical Service Model (PMS).” Device, resource, and service are the three fundamental concepts that make up the PMS. The device class is used to describe the hardware that will be associated with a physical object. The resource idea refers to a computational component that is stored in a device and provided via a service via a standardized interface. IoT device services like recognizing, actuating, and sensing are represented by a service concept. The PMS model includes Spatio- temporal characteristics that describe how such three ideas are deployed. These characteristics are then used as Quality of Service (QoS) characteristics for IoT service assessment. Other qualities mentioned include trustworthiness, repute, and implementation price. Lastly, this model's service choice is as per the operator's needs in addition to desires. The researchers also proposed a semantic-based framework for modeling and analyzing IoT transactions. The entity link layer, the semantic annotation layer, the service registry center, the transaction construction layer, and the transaction execution control layer are the layers that make up this framework. The OWL-S ontology serves as the foundation for logical reasoning. The service-status concept is added to this ontology to express dynamic services for IoT things. This idea encompasses not just a present physical location and the state of IoT devices, and IoT transactions series as well. Furthermore, employing ontology and description logic techniques, the authors in [38] suggested a semantic model aimed at smart things and resolving the user’s demand in the IoT area. This approach makes it easier to think about services and devices. The level of QoS is used to determine which services are offered. Only services that provide a greater degree of quality than the specified QoS are provided to the client.


      The context-based approach strives to provide users with services based on preset circumstances. Nambi et al. proposed an important study in [39], which proposes a unifying semantic knowledge base for IoT that comprises many ontologies like resource, location, context and domain, policy, and service ontologies. In the IoT, a resource ontology describes entities. The location ontology is a semantic geographical statistics ontology for the IoT. This ontology is an extension of the GeoNames ontology. Context and domain ontologies describe contextual and domain-specific knowledge, respectively. In dynamic situations, the policy ontology is used to offer evidence about the agent’s service appeal accomplishment. IoT services are described, represented, and modeled using the service ontology. An ontology-based context model to express ambiguous and temporal contexts can be considered. As a result, for uncertain IoT service discovery, Dynamic Bayesian Networks (DBN) are used to deliberate regarding various situations. Furthermore, Li et al. built a decentralized Location conserving context-aware discovery approach that is on the basis of SWT in their work [40]. It utilizes ontology to store contextual data plus matches queries with services to find optimal.


      A distributed-based strategy enables scalable discovery of heterogeneous and distributed IoT services. The authors of [41] created a lightweight ontology to describe IoT services that includes major blocks like IoT service, service test, Quality of service (QoS), Quality of information (QoI), deployment platform and networking, observation and measurement, IoT resource, the entity of interest, and physical locations. A distributed, semantic storage design enables mountable rights to use IoT service stations and possessions. The authors of [42] proposed a comprehensive semantic service framework. The fundamental goal of this is the use of semantic techniques to reduce three significant difficulties in remote IoT domains: semantic discovery, dynamic semantic representation, and semantic data storehouse for IoT resources. This infrastructure is built upon the ontology for IoT-based service integration. The latter has three key ideas: service, which signifies IoT services, user, which defines end-user information, and reference class, which specifies how to refer to IoT assets on other IoT service platforms. Forward DS-IoT, a federated discovery service in the IoT environment, involves a semantic model [43]. This is built on top of prevailing ontologies like SSN, SAN, and OWL-S. The authors in [44] created an open-multi net upper ontology (MON) to aid federated infrastructural interoperability. It allows for the handling of diverse resources by combining multiple semantic ontologies. The omn-federation, omn- resource, omn-service, omn-lifecycle, omn-component, omn-policy, and omn-monitoring are the six sub-ontologies that make up the MON ontology. Similarly, the authors in [45] suggested an SOA-based method for discovering IoT services. To make service selection and composition easier, they created an ontology for cyber-physical structures and IoT applications. The process- profile-grounding OWL-S constructs are used to enhance this semantic model from the OWL-S ontology. The four key ideas in the PT-SOA ontology are: The physical profile is utilized to explain the properties, elements, and components of physical things; the operation profile is suggested to take care of operational processes while delivering customer service (servicing, restrictions, etc.); and the context profile is used to portray the dynamism of IoT things and the planned services that define the service delivery perspective like period, position, and so on.


      The authors of [46] proposed an IoT domain model made up of many categories as augmented entities, users, devices, resources, and services. The authors of [47] established an ontology that signifies knowledge regarding IoT devices so that they can collaborate on a massive, federated, and synchronized basis. A device like sensors, actuators, computational devices, and so on, IoT entity are the key ideas of this ontology, with several concepts from the SSN ontology, like sensor, characteristic of concern, observations, and attribute, being enhanced. Ma et al. [48] proposed a framework for a semantic information model for IoT services. The suggested ontology explains practical entities, such as the monitored object, sensors, and network infrastructure, spatial and temporal dimensions, gathered data, and services, which include uses in medical or military applications, functional areas, and interfaces.


      The authors in [49] established an IoT-lite ontology intending to characterize IoT ideas in 3 categories: objects, systems or resources, and applications, in the framework of both the EU FP7 FIWARE project and the EU H2020 FIESTA-IoT project. This ontology is a simplified version of the SSN ontology [13]. As in a similar vein, Agarwal et al. [50] suggested a unified ontology for the IoT domain that utilizes basic concepts from various ontologies, including SSN, M3-lite (a lite sort of M3 that was the additional consequence of this work), WGS84, IoT-lite, Time, and DUL.


      IoT objects interact together rather than with a centralized server, which renders ensuring communication security a formidable problem that must be solved. Regretfully, there are only a few works that concentrate here on SWT-based IoT security.


      The authors in [51] suggested a STAC ontology to protect IoT usage. This work pooled existing ontologies in dissimilar areas like networking, smartphone, and many more. The STAC ontology boons ideas regarding the safekeeping of systems, applications, and user information. The authors in [52] proposed a reference ontology for IoT security termed “IoTSec,” which was about various available security ontologies. This paper discusses IoT technology vulnerabilities, security characteristics (availability, confidentiality, integrity, and so on), and security features.


      The authors in [53] established LIoPY ontology to ensure confidentiality in the life cycle of IoT data. This has been made up of three parts. The IoT explanation module explains several aspects of the IoT environment. Prior as well as in the collection stage, the IoT resource management component sets privacy needs through privacy features, regulations, and privilege establishing classes. The privacy constraints for exchanging the acquired data are defined by the IoT resource results sharing management component.


      Choi et al. [54] presented a security architecture for IoT-cloud environments built upon ontologies. Client, power grid, services, fresh regeneration, and transportation are the five main classes in the security ontology. Various rules have been presented in various settings to evaluate the IoT-cloud ecosystem’s security at various levels.

    


    
      

      7. WoT Ontologies


      The authors in [55] established a semantic web of things framework aimed at cyber platforms. This includes unvarying SWoT-O vocabularies by enhancing the SSN ontology, an entity-linking (EL) grounded procedure for annotating and extracting semantics from a domain-specific portrayal of WoT resources, in addition to semantic reasoning based on rules for WoT system amalgamation, anomalous analysis, and automation.


      In the Vicinity H2020 EU Project [56], WoT ontology was used to incorporate the elements of existent IoT vocabularies, like SSN and others, in the semantic web. This ontology provides terminology for describing web objects and presenting their interaction according to the thing descriptions paradigm.


      Mrissa et al. [57] proposed using an avatar architecture to augment a Web object. In addition to exploring and translating low-level details supplied by the physical item into high-level functionality, they created a collection of ontologies like context ontology and capability ontology.


      Utilizing an ontology-based method to characterize varied interconnected objects, Xu et al. [58] worked by sharing a unified model for the WoT. This model can be used to represent statically and dynamically generated data on WoT. There are nine classes in the static model. The dynamic model intends to describe data in real-time, which has four classes.

    


    
      

      8. Dealing With Heterogeneous Connected Environ- ments


      Real-life items turn out to be smart because of the IoT, as they may interact over a heterogeneous network, transfer information with their operators including with one another, and so on. The quantity of such objects has increased at an exponential rate in recent years, posing a variety of major concerns. First, users must be able to control and monitor their items from a single application, independent of their location. These gadgets are made by many vendors and frequently have issues communicating with one another. As a result, consistency and uniformity are lacking, necessitating the formation of a new industry alliance to provide combined standard models, procedures, and program writing, as well as to enable interoperable IoT devices, such as the W3C/ETSI27 effort. Standardization guarantees that multiple connected things are interoperable, portable, and manageable.


      In terms of creating interoperable IoT instruments in a highly dynamic context, researchers need to prioritize standardization in three aspects. The initial step is a creation of a standard model out of the massive data that will be transmitted across IoT systems that are diverse. The next component is the creation of standard protocols to ensure that devices be able to interact among themselves. The final part is designing applications using a specific programming language enabling reliable management and configuration of interconnected devices with various functionalities. A uniform ontology is now a critical requirement in such a complicated area because of this goal. It will be difficult to define standardized ontologies in the IoT area. As a result, updated models would be issued to accommodate new gadgets and demands. Such novel gadgets may never be functional since their unique characteristics are not taken into account in data structures, protocols, or services. As a result, a software update for a revamped model is being developed, which must ensure that only slightly downward compliant releases are released, where the development of ontology and protocol techniques must be used. As a result, studies are warranted to establish appropriate evolutionary techniques for collaboratively developing SWoT ontologies and protocols.

    


    
      

      9. IoT Resource Management


      There looked to be a great number of interconnected objects having low resource devices. These gadgets have limited computing power, storage capabilities, electricity energy usage, and a restricted lifespan, among other things. Furthermore, many of these objects are dynamic, and their characteristics alter based on when and where they are deployed. They can also be transferred from one device to the other. Consequently, “ the ability to manage IoT resources,” since data collection and till the recommendation of beneficial service, is a significant challenge. Modeling, allocating resources, discovery, and tracking duties are all part of IoT resource management. In this light, SWT shows the potential option for addressing problems.


      SWoT experts must aim to establish ideas to reflect additional IoT device parameters during the modeling phase. As an illustration, determining the core notions of the route of connected items are required to reflect the dynamic and portable properties of IoT devices. As a result, the network must be intelligently designed as well as controlled to maximize its efficiency.


      Yet, it is essential to confirm the appropriate operation of IoT resources, in addition, to recognizing any type of problem to avoid abrupt failures caused by a depleted battery, overflowing memory, or a lack of connection, among other things.


      As a result, rules must be designed to investigate these instances and recommend appropriate remedies. For example, we may talk about an object (a smartphone) that is attached to the home gateway and is placed in a household. The 3G connection must be enabled when the user is no longer within the house. Furthermore, if the battery of the connected object is depleted, the permitted job will be redirected to the other. To be responsible for allocating this job to the new object, it is necessary to validate its existence before allocating it.

    


    
      

      10. Scalability With SWoT


      Big data is a vast amount of data produced by the rapid expansion of interconnected things to the Internet. IoT-generated big data has a variety of properties, including large-scale data, heterogeneity, and significant temporal and spatial connection. As a result, the most significant difficulties experienced throughout the design of IoT systems are as follows: the semantic analysis of IoT events, instantaneous data stream processing, reasoning in an intricate dynamic environment in an ascendable and safe manner, and so forth. As a result, these additional needs necessitate the implementation of a robust IoT infrastructure. As a result, implementing SWT using SWRL, SPARQL, DL, and so on, in the IoT area presents a novel problem in terms of how to handle and understand such diverse data in a scalable manner within a fleeting period. This is proved by the finding that SWT requires a lot of storage capacity, a lot of computational power and reasoning, and a lot of bandwidth to handle as well as send all this content. Furthermore, IoT items feature restricted memory and processing capability, indicating that they are unable to process the data obtained via these technologies. As a result, creating a semantic-based scalable IoT application is a problem and this requires collaboration between SWT and rapidly evolving solutions like cloud computing, quantum computing, and data analytics in SWoT architecture. In this regard, the findings of the studies published by Seydoux et al. in [59] could be mentioned as a useful beginning ground for future research, whereby the authors recommended using fog computing and cloud computing for enabling the extensible IoT data handling with SWT. Instead of transmitting data to distant cloud nodes, the key purpose of this technique is to improve semantic computing at Fog nodes that are closer to IoT devices. The team used an emergent distributed reasoning (EDR) technique, which entails dispersing rules (written in SHACL) across a Cloud-Fog continuum. This method aids in the reduction of response time, the protection of privacy, and the reduction of energy use.


      There in the area of big data, there is Neo4j28, which comprises organizing and maintaining copious amounts of structured data in graphical form. Massive ontologies can be imported into Neo4j, which leads to efficient storage and understanding. As a result, deploying a newer inference engine enables the management of large ontologies in addition to big data tools such as Hadoop, Hive, and Spark. The Strider, a blended adaptive distributed RDF stream processing engine that ensures scalable real-time exploitation of data streams. Strider is made up of two components: an Apache Kafka-based data flow management module and a Spark-based computational core module. A SANSA API is used for reasoning against RDF data streams in Spark [60].


      The big data-based semantic computing strategies have primarily relied on OWL-Horst and RDFS standardizations. A deeper analysis can concentrate on using Spark and Hadoop to handle SWRL rules.


      Furthermore, a considerable study must be devoted to complicated IoT service discovery, integration, composition, and other aspects, while factoring in the dynamic and spatiotemporal reliance of IoT assets. The orchestration of IoT resources through the deployment of SWT with rapidly innovative techniques is another interesting object of study that really should be tackled in subsequent research.


      The IoT arena is defined by the dynamic changes in the behaviors of connected items, which produce a huge volume of inaccurate, often ambiguous data. Moreover, traditional ontologies are incapable of dealing with this type of knowledge. Fuzzy and probabilistic ontologies represent a strong option for dealing with this problem. A fuzzy description logic and OWL are used to construct fuzzy ontology. Furthermore, probabilistic ontologies are frequently employed to represent confusing, partial, and ambiguous domain knowledge. PR-OWL is used to codify these ontologies (probabilistic OWL) [61].

    


    
      

      11. SWoT Security Concerns


      IoT systems collect as well as send sensitive information about their users. In the lack of any applicable security strategy, IoT devices might be exposed to others, posing a risk of misuse. Considering privacy as early in the process in the software architecture design procedure is the solution. Developers of the semantic Internet of Things (SIoT) are working on this. Separation-of-Duties (SoD), Separation-of-Concerns (SoC), and Separation-of-Information (SoI) must all be pursued and integrated into the infrastructures of their systems. Distinct activities are conducted by various roles, according to SoD. As a result, by isolating tasks from one another, SoD avoids fraud and exploitation. The term “system on a chip” (SoC) relates to a programming idea that isolates the working and data of various chores in separate software components. As a result, SoC can be thought of as the transformation of SoD hooked on software architecture. SoI separates sensitive data from different entities which cannot be accessed without prior approval. This can involve encoding encrypted identifiers for discrete data chunks [62].


      As a result, experts should define constraints and rules to translate and represent key notions (SoD, SoI, SoC) in IoT security ontologies (e.g using SHACL language). In comparison to other sectors, IoT settings produce vast amounts of data, making it considerably harder to prevent methods and re-identification vulnerabilities. Mishra et al. [63] outlined the primary IoT security concerns that must be addressed and resolved in order to construct secure and trustworthy SWoT solutions. Anonymity, integrity, accessibility, authenticity, authorization, access control, and reliability have been problems. In the development of IoT solutions, these difficulties occur at three separate levels [64]. A first level, known as low-level security vulnerabilities, emphases the hardware used with associated data acquired. The next level pertains to security challenges of a more intermediate type. Heavy security is the third level, which deals with secure IoT systems.


      As a result, SWoT experts should concentrate on developing a uniform IoT security ontology. As a result, by paying close attention to these three levels, this could be accomplished. This ontology will describe several assaults and the procedures that need to be performed to mitigate them.


      Semantic web experts can provide an ontology-based blockchain for IoT security using new developing technology like blockchain [65]. Blockchain is seen as a significant option for IoT since it securely stores and transfers data streams in a decentralized, traceable, and effective manner. As a result, in the IoT industry, the integration of blockchain and semantic technologies addresses numerous issues, like enabling secure data transfer, recording information in the blockchain, and so forth.

    


    
      CONCLUSION


      With the advent of IoT technology, many things are becoming able to access the internet more today and this allows people to interact and transfer information more easily than before. As a result, guaranteeing interoperability amongst disparate IoT devices is a challenging and time- consuming operation. SWT is commonly utilized in developing a unified vocabulary that can be utilized by IoT applications in smart e-healthcare, smart agriculture, smart irrigation, logistics and so on. The semantic-based techniques for many IoT domain descriptions were discussed in this study.


      Most healthcare and clinical records are being digitised and made into strategic assets in order to accommodate the growing need for better personalized medical services at any time and a low cost. This massive amount of health and medicine-related information from medical records, health monitoring, and other sources keeps expanding, and it must be adequately addressed in order to facilitate better healthcare services and the development of improved practices and biomedical goods. The Internet of Things (IoT) and Semantic Web Technologies (SWTs) are two key new technologies that can help solve these problems with data management and presentation. This chapter emphasises the promising role and use of emerging IoTs and SWTs in healthcare and other sectors. The review of previous work allowed us to determine relevant and new research problems as well as challenges in implementing SWT in IoT from a variety of perspectives. Despite the expansion of fresh SWoT tactics, numerous challenges have only been rudimentarily addressed to date like standardization, scalability, safekeeping, and several investigations are still required.
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      Abstract


      In the present scenario, healthcare has made significant progress with the assistance of smart devices involving effective sensors and Internet of Things devices. In context to this, the combination of IoT and cloud architectures are rigorously exploited in order to process the large amount of data that would be generated by the wearable sensor networks in near real-time applications by making use of Artificial Intelligence supporting smart healthcare systems. In the current scenario of globalization, in addition to the increased facilities, a wide variety of other challenges are worked upon for providing quality and efficient healthcare benefits and facilities by making use of cost-effective instruments and world class technologies.


      An important factor for the physical and mental health of a human being, the performance throughout the day as well as safety is the sleep quality. Effective quality of sleep can help avoid the risk of mental depression and chronic diseases. Sleep promotes the brain to actively get associated with the activity that is being performed and helps in preventing various accidents that might be caused due to falling asleep. For the analysis of the sleep quality, a continuous monitoring system is necessary which generates effective results. With the aid of rapid improvisation of mobile and sensor technology as well as the emerging trends of Internet of things technology, there is a good opportunity of development of a reliable and effective sleep quality monitoring system. This chapter effectively describes the background and applicability of Internet of things for such systems involved in sleep monitoring. The study begins with the review of the quality of sleep, the importance related to the monitoring of sleep quality, the employability of Internet of things in this and its relevant field, as well as the open issues and challenges in this and its related fields.


      The IoT technology supports the preamble which would promote a cost effective and consistent system in order to monitor the quality of sleep-in individuals. There are several existing systems for the same purpose which involves a large amount of cost and are cumbersome to implement. To overcome the same issue, the chapter narrates an inventive system for monitoring and analyzing sleep patterns by making use of eff-


      ective parameters. In this domain, a combination of clinical medicine, bioengineering, neuroscience, epidemiology, mHealth, Computer Science, as well as Human Computer interactio,n in order to approach the challenge of digitization of sleep from a multidisciplinary perspective. This chapter describes the state of art technologies involved in sleep monitoring and discusses the challenges and opportunities involved from the initial step of acquiring the data to the applicability of the acquired data based on the consumer level and clinical settings.
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      1. INTRODUCTION


      Over several years, the human community has been experiencing changes in their bodies and their lives. One of such changes is the sleep alteration which would occur as and when age progresses. Particularly, one of the most dangerous and common respiratory disorders is the Obstructive Sleep Apnea Syndrome (OSA). These disorders work generally occur during sleep. In OSA, partial blockage or obstruction of the upper respiratory tract occurs for at least 10 seconds, which would prevent the proper oxygenation of the blood [1] for a maximum of 20 times to 30 times/hr of sleep. By making use of the apnea/hypopnea index (AHI) and counting the number of such instances, OSA is designated into three different classes having a severity range from high-low. Hence 5-15 times the occurrence of sleep disturbance in an hour of sleep means mild OSA, moderate OSA ranges from 15-30 times in an hour, and more than that is categorised as high OSA. These interruptions are also accompanied by clinical outcomes that are associated, which include emotional imbalances such as depression and irritation, deterioration of intellectual capabilities, decreased performance in psychomotor activities, personality disorders, as well as problems in behavioural aspects [2].


      Therefore, the range of 5-15 times/hour is categorised as “mild”, “moderate” if the range is between 15-30, and “severe” is the interruptions occurring more than 30 times/hour [3]. This results in lower Quality of Life (QoL), As a result of the Quality of Life (QoL) and would multiply the related health problems and inclusive medical expenses. OSA generally affects 21% of the USA population and involves an account for an expense of around $16 million in health care each year [4].


      During any stage of life, sleep apnea is a primary concern for health-related problems that it might cause. It is even more difficult for older people who are much more prone to respiratory problems during the night which are not easily diagnosed (which is more than 80%-90%) or are diagnosed in a simple manner as snoring. Some of the researches report that around 13-32% of the people who are above 65 years generally a victim of OSA [5], which is ever growing in various advanced countries in which there is an increase in the average life expectancy. The problem of having difficulty or having some trouble in falling asleep along with the lack of uninterrupted sleep resulted in a low QoL and has an increased risk of health for old people. Moreover, there are implications which occur in the long term as chronic disorders of sleep that include a parameter for having increased death risk [6].


      Hence, the primary identification and diagnosing tool of OSA is an approach which is known as conventional polysomnography (PSG). PSG is a test which is performed throughout the night in a clinic which is specialized or in hospitals which are under constant support from the medical department that would unnecessarily increase the workload of the hospital. In addition to this, the method makes use of different sensors which could be considered intrusive and in context to this, it may also interrupt sleep [7]. Moreover, the increased PSG expenses would make it an extremely practical option for monitoring, which could be implemented in future.


      Moreover, there would be several processes which are present for the treatment of OSA that would include the loss of weight, techniques related to sleep hygiene position, base and continuous open airway therapy (COAT), surgical intervention and continuous positive airway pressure (CPAP). CPAP is used for effectively treating OSA [8] and it is considered as a suboptimal measure as the risk is low when it is considered. This on the other hand, might bring in a requirement of providing an unobtrusive system which would function in real time for the identification of OSA and could support the treatment in a closed environment such as homes.


      Multiple researches were proposed that would comprise of a variety of systems in order to identify the OSA episodes, generally by making use of sensors which could be worn and are incorporated in smart devices like various bands, bracelets, watches as well as telephones. These systems could identify OSA in almost real time by monitoring of physiological parameters, especially the respiratory rate, heart rate, and the saturation level of oxygen wirelessly through various technologies such as Wi-Fi [9], Bluetooth [10] as well as ZigBee [12] which has shown promising outcomes.


      However, these systems are not capable of supporting syndrome treatment in the long term. Moreover, a smartphone, which is used for receiving and processing the data, is a necessary in order to make things work with the current system [11, 12]. Hence, all of these proposals are not suitable for monitoring the OSA patients which are at home, as the complicated task involved in data processing could have a severe impact on the daily usage of the smart phones as well as operation of the entire system. Hence, there is an urgent need for the rapid effective diagnosis of Sleep Apnea as the complications are increasing to new heights with each passing day [13, 14].


      In this chapter, a discussion related to the combination of Big Data and Internet of Things (IoT) is done in order to identify the OSA. The architecture comprises of 3 layers where the integration of cloud computing as well as fog computing is done for supporting the rapid diagnosis as well as effective treatment of symptoms by enabling different services that include monitoring remotely alert notification in real time, analysis of data and visualization of data. It will also support as an aid to various health professionals in the field of medical science as well as help in decision making with the help of decision making [15, 16].


      The entire framework comprises of the combinational usage of various technologies, complementary open standards as well as components like 6LoWPAN, BLE, ZigBee, Smart IoT, Gateway, FIWARE [17] and is also light weight as well as making use of protocols which are based on IoT like the MQTT and CoAP that are more secure. The various data which are related to the day-to-- to-day physical activities of the old people, the sleeping environment, sleep status as well as the physiological parameters and the information related to those contexts are acquired and transmitted straightly to a smart IoT based gateway which operates at the level of fog computing by making use of various wireless networks operating in low power like the Bluetooth 4.0, 6LowPAN and ZigBee. Multiple properties of interoperability are provided that include technical, semantic, and syntactic interoperability between various communication protocols and networks.


      The data preprocessing which is done at the level of fog computing, guarantees that an immediate response is generated by the system in case of emergency situations. This pre-processed data is then stored and a generic enabler is used to make it available to the users at the level of Cloud Computing. This will also enable the availability and administration of the data. Moreover, at this point a Big Data based analyser is implemented which would support the data processing by the extraction and analysis of data which is acquired from the level of fog computing and smart city open data catalog. A sample case study from the city of Valencia is discussed in this chapter. In this chapter, the big data architecture is comprised of lambda architecture as it is more reliable, fault tolerant, and scalable. By making use of the batch layer which is basically used with the lambda architecture, Hadoop Distributed File System (HDFS) would be used in order to store the historical data. The data stored in the HDFS cluster could be accessed through the Apache Spark platform. Along with the lambda architecture, real-time processing is done using a speed layer that is generally not included in the architecture of big data, which has been represented as the fog layer that is responsible for the implementation of the real-time processing. Along with this, medical practitioners, urgent medical centres, and caregivers are facilitated with data access through a web-based graphical user interface (GUI). The data comprises of physical activity of the elders, stages of sleep, environment of sleep, and the medical state, which are basically indicators of if a line of treatment needs to be changed or communication is required immediately. The entire system which would be discussed in this chapter has been successfully implemented and fully tested for its perfect working conditions. The other sections of this chapter are outlined as follows: In the next section, various work associated with this field is discussed along with the complete analysis of the architecture-related information [18].


      OSA has been one of the major threats to any age as the major concern for it is the health issues which it is capable of creating. It is much more problematic for older people as respiratory problems might occur at night and they are least likely to be diagnosed at an early stage or even during the occurrence of the event. Elderly people lead a poor quality of life due to problems related to falling asleep or sometimes lacking of deep sleep. In addition to it, there is an increased chance of death where such a situation of chronic sleep disorders could be seen [6]. This chapter discusses the various steps which could be taken in order to identify, support, and treat OSA symptoms as well as provide and type of medical guidance even if an emergency does not occur. This chapter would also discuss some of the future scope which could be incorporated in this field so that this threat could be taken care of in the most efficient and rapid manner [19, 20].

    


    
      

      2. Background and Literature


      There are several works which have been done in the field of OSA which have been carried out for detecting OSA by monitoring various physiological parameters. Bsoul et al. [9] worked on the development of a low-cost system which would enable the real-time identification and recognition of various episodes of OSA. This system was built based on the measurements of an electrocardiogram (ECG) having a single channel and a Support Vector Machine classifier in a smart phone or device. Bluetooth is used as a medium of establishing communication between the smartphone and the ECG sensor. Similar work has been done by Sannino et al. [10] where they have worked with a real-time portable system in order to identify OSA which is based on the extracting of some set of rules like (if…then) in an automated manner. It comprises of well-defined parameters which are extracted from the analysis of heart rate and their variations which were extracted from an ECG. The physiological sensor, Zephyr BioHarnessTMBH3 was used by the authors which were attached to the chest of the patient for recording the ECG signals. This data was transmitted to a portable devices like a smart phone using the Bluetooth technology to facilitate the processing. Another system was proposed by Jiang et al. [11] which enabled automated sleep monitoring to assess the quality of sleep elderly person is having in his/her home. In this work, they used a piezoelectric transducer which is installed under a mattress in order measuring the heart rate, respiration along with the body movements generating parameters of the elderly people during their sleep in their own residences. The collected acquired again is transferred to the database servers over the internet. Nam et al. [14] proposed a non-invasive framework for the quantification of sleep quality. The framework is equipped with different types of multimodal sensors which generally include an accelerometer having 3 different axes as well as a sensor to measure the pressure. These sensors are responsible for monitoring the different physiological parameters which include respiratory rate, heart rate, and activity of the body along with the various posters which the elder people use during their sleep. The various data which are collected from these sensors are then sent over a sensor network wirelessly to a portable device where it is recorded and is based on the ZigBee technology. The data is also stored in a Personal Computer. Rofouei et al. again proposed a “neck-cuff” system which is non-invasive in nature and is used to monitor various physiological signals. These signals are directly related to the quality of sleep in real time. The signals under this study are generated from different sensors which are incorporated into the collar that is used during the sleep time of the patient. The entire framework has been created using a microphone to capture the sounds of breath, an oximeter to evaluate the oxygen level in blood, as well as an accelerometer inorder to monitor the movements of the body. The data related to sleep was sent to a smart phone or a PC for storage and further processing.


      Although a lot of parameters are monitored which are at a physiological level, in order to determine the sleep quality and identification of OSA, it has been found that other related factors like the sleep environment are also necessary to check this problem and assess if it is a comfortable form of sleep or not. In relation to this, Cai et al. [13] proposed a non-intrusive system based on IoT to improve the health of people having sleep disorders. It allows different environmental parameters like humidity, temperature, noise and luminosity, etc and related environmental parameters which basically contributes to the lack of sleep. Various multimodal technology-based approaches such as smart devices, electronic health monitors, etc. are utilised to acquire different data. WiFi is used to transmit the data which has been collected to a middleware ”Sleep Mon” where it is further analysed and processed. In addition to it, the system is smart enough to recommend health behaviours throughout the day which is capable of improving the quality of sleep as well as other activities like going for exercises, etc.


      Although the systems mentioned above show various advantages in the identification of OSA, there exist different limitations, eg: the majority of the systems are not dependent on IoT and architectures related to Big Data where different IoT devices which include interfaces for communication, sensors and actuators, cloud interfaces and algorithms. Moreover, as smartphones are used to do the preprocessing of data wherein the primary constraint is that they consume high energy, hence these systems the active time of these devices is very less. Other studies on the data preprocessing on various servers that are located in the cloud by making use of an approach comprising of cloud computing where there is a delay in the processing or the transmission which is generated by the data transfer between the cloud and the sensors becomes unacceptable in cases which are sensitive to latency as observed in healthcare solutions.


      In a study by S. Arulvallal et al. [28], a device was proposed which could monitor sleep apnea continuously along with the SpO2, heart rate, and blood pressure which was displayed using a LCD. These parameters could be transferred via a network from the respective devices to the smart devices and could be utilised for further analysis. In another work by S. Siyang et al. [29], an IoT solution was developed for monitoring the sleep of a person by using a system which involves a data pillow and the network router. Here, an application server developed in Java is used for displaying the information related to sleep using different graphical representation by using Node-Red. It was experimented that the differences in apnea, hypopnea as well as respiration could be identified using the data pillow. A. Channa et al. [30] worked in 2 separate experiments from 13 different healthy individuals in various sleeping postures by making use of IoT based pressure mats. The data thus obtained would be trained and tested using machine learning for the identification of postures which when not proper, would be sent as an alert to the users on a regular basis. In another system developed by A. John et al. [31], 1D Convolutional Neural Network is used for the identification of Sleep Apnea related events, which led to the identification of high resolution apnea with an overall accuracy and sensitivity of 99.56% as well as 96.05% respectively. This method outperforms most of the already existing methodologies for the detection of apnea. In another work, M. Chowdhury et al. [32] designed and developed a healthcare system which is developed in a remote manner.


      This system involves using sensors for identifying the individual’s vitals and then sending the information over the cloud and internet to a server which could be utilised for surveying in a remote manner. The system is built using Arduino which makes use of sensors like GSR, Pulse oximeter, and temperature in order to keep track of the individuals parameters.


      In addition to this some consequences, the systems are unable to send real-time notifications to the health professionals when emergency situation arises. Similarly, the works which are analysed do not address the multiple heterogeneous devices and their interoperability as they support multiple technologies and their communications which is an integral part of any IoT based solution. This chapter deals with the description of various systems which are based on Big Data and IoT which helps in the identification of OSA as well as helps in the guidance of the treatment of this disease which is based on the open data processing usage that are available in smart cities. They also deal with multiple factors which affect directly in the OSA such as the sleep environment, status of sleep, workputs, and other health-related parameters. The initial system comprises of the following 2 parts:


      
        	Pre-processing, which depends on the principles or rules which would facilitate the transfer of real-time notifications to the healthcare providers and services dealing with the emergency in case if any, such emergency arises, which is based on the OSA and its effect on the old people. The preprocessing is carried out with the help of Fog Computing principles which could be integrated in a smart gateway. This gateway operates at the level of network edges which would offer interoperability services in addition to it like: semantic, syntactic, and technical [20].


        	Batch processing which would do a detailed analysis which would detail the data behaviour in a statistical manner and perform a predictive analysis for the development of services, for example: prediction of a location which is least polluted so that outdoor activities may be performed. This process utilises Big Data framework in Cloud Computing which provides scalability, security, flexibility, and an environment that is highly available in nature [21, 22].

      

    


    
      

      3. General Framework of Big Data and IoT Based OSA Monitoring System


      In the figure shown below Fig. (1), the OSA monitoring system comprises of 3 fully functional layers:


      
        	IoT layer

      


      This layer helps to acquire the data from multiple sources which are heterogeneous in nature and then this data is sent or transmitted to the fog layer.


      
        	Fog Layer

      


      This layer is involved in the preprocessing of the data that has been acquired from the sensors, which are imperative for the detection of possible risky occurrences for the elderly people associated to the OSA and to respond in real-time through transmission of notifications to the healthcare professionals of those elderly individuals in order to extend immediate help.


      [image: ]
Fig. (1))

      IoT and Big Data based framework for monitoring sleep. 

      
        	Cloud Layer

      


      The data which is transmitted by the fog layer is received, stored, and processed for further analysis at the cloud layer by making use of the generic enablers which are provided by the IoT platform and various algorithms that are based on Big Data so that new knowledge could be discovered and would provide support in decision making processes. Finally, the processing results can be visualised in a web application in the form of a Graphical User Interface (GUI) which would help in the conversion of the analysed information into rich content which would help in the treatment of the OSA [23].


      These 3 layers are integrated so that the system can help improve the quality of life of elderly people who are confined to their home-based environment internally the hospitals or their rooms by helping to identify the OSA related symptoms and help to get treated as early as possible.


      
        3.1. IoT Layer


        It behaves as the base of the entire architecture as it accumulates data from various heterogenous points of origin via various wireless networks like the nodes which are placed in the internal environment like homes of the elderly, various devices that are worn by the older individuals and the data which is received from the smart cities. These nodes and devices are mobile and they are primarily comprised of sensors which measure various parameters like the environment of sleep, the state of sleep, various physical activities, and various physiological parameters [24]. In addition to it, this layer makes use of various parameters that are associated to air pollution which are present in the open data catalogue of smart cities and takes advantage compared to other previous works in a competitive manner [9, 10] focussing on the monitoring of the physiological parameters. These parameters were selected as they comprise of direct connection with the OSA and they directly impact the quality of life of the elderly. In a different approach, the wireless network permit data transfer at the fog layer by making use of wireless technology which need less power. The various parameters are described as below:


        
          3.1.1. Measurement of Sleep Parameters


          The quality of sleep is directly getting affected by several factors, which include the environment of sleep and the rate of sleep [16]. If there is any type of alteration, then having a proper monitoring of these parameters would help in the identification of those changes.


          a. Environment of sleep:


          One of the best possible process and the general measures which would help in getting proper sleep is by making the environment of the proper. This would also mean that by having a noise-free environment, a stimulus which would control the light, extreme temperatures and humidity. In this system, the sensors based on the environment would be used for monitoring the temperature as well as the humidity present in the environment for generating a perfect environment for sleep [25].


          b. Status of sleep:


          When deep sleep is getting interrupted frequently, it would lead to an increased levels of sleepiness throughout the entire day and it represents a clear indication that the individual is suffering from episodes of apnea [1] which directly influences their QoL. Here the accelerometers and gyroscope motion sensors are utilized so that identification is deep and light sleep could be done.

        


        
          

          3.1.2. Measurement of Physiological Parameters


          Various problems related to respiration and heart occur while sleeping in cases of elderly people who suffer from OSA [15]. In relation to this, the heart rate and the intensity of snoring also need to be measured in order to make an accurate analysis of health.


          
            	Cardiovascular Rate

          


          It has a significant influence in elderly individuals suffering from OSA as sleeping disorder influence the central nervous system which occurs autonomously and is capable of causing disturbances in the heart rate [18]. The device for monitoring heart rate which is placed on the chest of the person would be monitoring the heart rate while sleeping. The time between 12 - 6 am is considered as the period where the risk of having heart attack is the highest [26].


          
            	b. Intensity of Snoring

          


          This parameter represents a primary indicator of OSA and the rate is very much related to the intensity of OSA along with the severity, i.e., the intensity of snoring would increase as the severity of OSA rises [20]. Therefore, it is necessary to identify snoring and assess its intensity. In order to do this, a 3-pin sound sensor module could be used and located in the room of the elderly person

        


        
          

          3.1.3. Measurement of the Parameters Related to Physical Activity


          A healthy lifestyle promotes the mitigation of OSA symptoms, which includes, among other things, to avoid an inactive lifestyle and carry out physical activities to maintain a healthy body mass index.


          
            	Physical exercise:

          


          Healthy as well as agile lifestyle are the parameters of prevention and medicaments for OSA [27]. These activities should be monitored as it is beneficial for daily life as well as to health and sustainability of the elderly people. For example if the physician has advised the elderly individual to do certain physical exercises for the treatment of OSA like walking outdoors or indoors, it would be feasible for monitoring and controlling whether that person is abiding by the respective care plan. For this purpose, a pedometer is embedded in band-like device which would be quantifying the number of steps which the elder would take in a day.


          
            	b. Weight:

          


          This parameter is directly proportional to obesity, which comprises of a primary component of the risk associated with OSA. Reports suggest that a 10% increment in weight increases the chances of the disease by 6 times [28]. Hence, it is essential that the elderly person’s weight and physical activity. For such activities, a precision smart scale is used to acquire the weight of the older adult from their respective homes.

        


        
          3.1.4. Collection of Parameters for Air Pollution


          The probability of sleep disruption increases with air pollution [23]. The data which is found in air pollution could provide additional information for guiding the OSA treatment. In this context, the entire system would acquire different levels of contamination and climate-based conditions which are accumulated from the open data catalogues in the smart city-based setup. This data is further used to advise the elderly about the places which are least polluted in nature and where they can carry out their work without much affect on health. For the mentioned research work, the open catalog of the Valencia city were used.


          All above-mentioned data is collected and is transmitted to the fog layer in order to process using low power networks which functions wirelessly except for the data related to air pollution which is utilised and the cloud layer processes it directly. Multiple heterogeneous WSNs are deployed and are configured by making use of communication technology that uses low power like the ZigBee that adopts 6LowPAN (IEEE 802.15.4), IEEE 802.15.4, and Smart Bluetooth (802.15.4). The technologies possess certain advantages such as increased mobility, easier deployment, and easier control and maintainability. Apart from this, they facilitate wireless connectivity which have low power, not expensive, and simple infrastructure which makes them technologies that are suitable for device related usage having limited resources which encourages the adoption of ubiquitous computing for a variety of IoT based applications [29].

        

      


      
        

        3.2. Fog Layer


        This layer facilitates the interoperability of the different range of data and the preprocessing and generation of knowledge is done using the fog computing approach. In this approach, a set of devices which work on the edges are placed in between the cloud and the sensing devices, which would enable the extension of the cloud resources to the edge of the network with the objective of having better performance by establishing an efficient network, storage, processing performance etc. which are closer to the devices which are located in the edges. In this work, the fog layer comprises of a smart gateway based on IoT protocols, different control, notifications, and integration of various services related to data preprocessing [30]. This work is an expansion of the previous work which proposed this methodology; however, this work mentions the expanded work which comprises of interoperability of various physical devices, capabilities related to fog computing, integration of various IoT platforms in the cloud, architectures and results obtained after the experiments. There are 2 objectives of the Smart IoT Gateway. The following are the 2 objectives:


        
          	Interoperability: it is used for abstraction of the heterogeneous data formats which are received from the various technologies used for communication as well as the protocols which the devices in the IoT layer use which would enable the integration and would facilitate the interoperability.


          	Pre-processing: The layer is responsible of data preprocessing which receives locally and transfers them to the cloud layer. The preprocessing of the data is quite essential for detecting unusual situations in real time, which could make the situation worse in case of OSA in old people. This fog layer incorporates 3 different components:

        


        1. Wireless communication and interoperability.


        2. Event processor


        3. Event handler


        
          

          3.2.1. Interoperability and Communication


          These in the modern world of medical science are important in providing information wherever necessary as well as facilitating the professional’s decision making in a more efficient and faster manner. The process of interoperability involves appropriate standards for the connection and integration of different heterogeneous devices, which are capable of communication of various protocols and technologies and facilitate the information exchange in a smooth manner. The IoT based smart Gateway enables 3 different types of interoperability:


          
            	Technical interoperability: The gateway enables interoperability by doing the following functions, it is responsible for coordinating the communication tasks by making use of different adapters as well as resolving the problems related to the incompatibility of different protocols along with the conflict between messages or between various networks. For this, a layer of abstraction is based on the hardware is developed which will be encapsulating the data that would be provided by the source protocol in a specified format which would be compatible with the protocol used for communication with the destination. Ultimately, the data would be redirected and forwarded via different interfaces of the network [31].

          


          The generic architecture of the fog layer is depicted in Fig. (2).
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Fig. (2))

          Architecture of the smart IoT Gateway. 

          
            	Syntactic Interoperability: Different data formats comprise of heterogeneity which various IoT devices that are used in the system provide support to. Based on the different types of data which are being accumulated, the gateway is capable of mapping the related data into a common standard which is system defined, so that syntactic interoperability could be attained. The standard format used is JSON which is due to it being simplicity as well as being compatibility and that it can be used with different programming languages. The consumption of resources and bandwidth is lowered due to the conversion of heterogeneous data into a common format before the preprocessing and transmission of data.


            	Semantic Interoperability: Whenever we have received any data, it is important that the data is well understood and is in an interpretable form. In this context, the ontology would be able to enable the semantic notation of the data that is being collected, access is managed, and knowledge is extracted from this information. The format of the data structure, which is system defined, is mapped to the compatibility of a NGSI model based on contextual information in context with the ontological vocabulary and is transmitted through the cloud-based REST API. This mapping is done by the Smart IoT gateway in order to facilitate semantic interoperability. OMA NGSI generally do not use semantic representation of information from various concepts of ontology in order to define the relationship and types among these. In similar manner, the gateway is responsible for encrypting the pre-processed information in order to assure the security by making use of a hashing algorithm which would be using the SSL protocol. In this way, the unauthorized devices would not be able to decipher the data packet, although having access to the required infrastructure [32].

          

        


        
          

          3.2.2. Event Processing


          The Smart Gateway enabled with IoT also facilitates the performance of the data preprocessing locally for identifying events which are not usual and has an impact on OSA like high heart rate during sleep, severe snoring, not adequate comfort inside the room etc. In order to enable it, a complex event processor (CEP) is incorporated into the smart IoT Gateway which are based on the rules that would receive the data from the submodule, that is based on the syntactic submodule and would process the data which is related to various sets of rules that are mentioned in the system. These rules represent the various emergency situations which are related to the OSA, and these actions should be executed if it is matched by the system. Every rule would be referring to a parameter which is monitored for every parameter. There is more than a rule for each of the parameters. Event processing is one of the key elements for the identification of OSA episodes. As per [20], the level of intensity of snoring is sufficient in order to detect episodes of sleep apnea. Here, the OSA episode were identified when the snoring level intensity increases beyond 60 decibels within a 10 sec window frame. The CEP would check if this condition is reached for 3 consecutive times. For example: A rule which would analyze severe episodes of apnea is described in Algorithm 1 shown below.


          Event Processing is done in this system by the Cepheus CEP generic enabler which is developed by Open Fiware platform [15]. This platform comprises of a component set which are termed as Generic Enablers (GEs) which would provide functionalities that are shared commonly and are reusable, which would enable applications development and services which are intelligent and are based on the standard adopted in OpenStack. The immediate data processing which is at the network edge would improve the system efficiency as well as contribute to the frequent and fast delivery of notifications. The direct data processing at the network edge makes the system more efficient as well as contribute to the fast transmission of notifications which might be necessary during emergency situations, which would require the assistance of the elderly people.


          
            Example rules for CPE


            
              
                	[image: ]
              

            

          

        


        
          

          3.2.3. Event handler


          Suppose the established parameters possess the values which are capable of activation of at least one of the rules, the Smart Gateway enabled with IoT would immediately identify the event and the action would be taken immediately with less response time and latency which would send notifications to the groups that are dedicatedly working towards elder care and proper information would be transmitted to them. Moreover, commands would also be generated for the actuators through the MQTT broker. The Message Queue Telemetry Transport (MQTT) has been chosen for this purpose as it has a secure protocol along with being lightweight in nature. The primary architecture that is followed is basically a publish or subscribe architecture which is based on various topics. In this parti-


          cular framework, the connection is made between the MQTT broker and the publisher and they are responsible for publishing under a particular topic.


          [image: ]
Fig. (3))

          Architecture MQTT.

          The messages which are associated with the topic of interest are received by the subscriber which needs to be registered previously. MQTT is highly secure and is responsible for providing reliability as well as end-to-end secure communication which is based on Secure Socket Layer (SSL). Moreover, it implements various levels of QoS so that the message delivery could be confirmed from a level which is not optimal (QoS0) to the extent of a level of double recognition which is QoS2. As the entire system developed would be dedicatedly working with the healthcare of the elderly, the level 2 would be configured that would guarantee the reliability of the transmission of notifications as well as their delivery along with the various commands which would be associated with each rule. The rate of bit error which exists over the medium of communication is reduced, and the probability of the delivery of the packets is reduced by delivering the message only once. Pho-mqtt Python Library may be used to implement the MQTT broker.

        

      


      
        

        3.3. Cloud Layer


        The most preferred paradigm for undertaking large amount of storage data processes which involves intensive computation and analysis tasks is cloud computing. Since the entire framework is scalable and mature, they facilitate various services for growing and shrinking without any degradation that would easily ease out the pressure of smart devices. The Cloud layer is capable of effective management of the storage, analysis, and transmission of data which is being collected by the system. Since the domain of discussion of this chapter involves decision making in the medical field for the elderly, the data which is collected plays a significant role in facilitating those decision making steps. To enable this layer, the following modules and their functionalities are necessary:


        
          	Data manager (DM) module


          	Big Data Analyzer module


          	Web application module

        


        The DM behaves like a central warehouse or the storehouse which is capable of management and providing access to the data which is being received by the fog layer. Thje Generic Enabler(GE) could be used as a data manager which is capable of handling context based information as entities comprising of various attributes and elements which are implemented by the general data structure of NGSI as shown in Fig. (3). Rest API interfaces are provided by the GE context Broker which enables registration, updation and elimination of the components along with the retrieval of the associated data to any one of the stakeholder which is authorized and is responsible for consumption of this information like the applications or the services through the publication/subscription processes which is represented in Fig. (4). The Big data analyser shown below is responsible for subscription to the DM in order to collect the information available online and related data.


        The Big data Analyser is capable of processing and analysing the data which is received from the fog layer and the open data catalog which are available in smart cities. In order to do this, there are 4 different modules, namely:


        
          	Data integrating module


          	Batch processing module


          	Services module


          	Module for Machine learning

        


        The first module is known as the data integration module which facilitates the combination of data which is basically collecting both open data as well as the fog layer from the smart cities (which involves climatic conditions and environmental pollution) by making use of open libraries in Python like JSON, csv etc. Regarding this work, this module would execute a process of extraction via different connectors that would use the library for requests for the extraction of data from organizations like the portal made for Valencia City Council [26] and the Spanish Meteorological Agency AEMET [27] and along with the data manager. After that, this information is transformed from the original format that it has (CSV, JSON request) to a scheme of data which is tabular in nature by making use of panda’s data frame tool. This tool facilitates various functions which allows the data to be merged from various sources in a single data model. The data merge is carried out by making use of the generated timestamp where the data representation is done in a columnar manner by making use of Apache Paraquet which basically provides an encoding schema and an efficient compression scheme.
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Fig. (4))

        The operation of data manager.

        The file of paraquet is incrementally stored in a file system in the batch processing module which is distributed in nature.


        The next module is the batch processing module which would provide the processing of data and storage which would merge in the integration module. For this purpose, the module is responsible of implementing a file system which is distributed in nature which is based on Hadoop. This system needs scalability as well as redundancy for supporting large files, hence Hadoop has been used in order to facilitate this process. Moreover, the module would be implementing the tasks related to parallel processing which would exploit the various advantages that are there in Apache Spark version 2.6 whose primary property are to use the Resilient Distributed Dataset (RDD) which reduces the time of execution using Hadoop infrastructure. SparkSQL performs the descriptive analysis which is based on the parameters like minimum, maximum, average, standard deviation along with the histogram of the collected information by monitoring the environment of sleep, status of sleep, physiological parameters, physical activity etc. In such a way the system, the system acquires the average steps taken in a week and the average hours of light sleep or deep sleep, and the average of the snoring intensities as well as the decibel values which could be represented using histograms which would be allowing the identification of the highest value or mode. The storing of the results is then done in a non-relational database which is present in the module which is used for service or displayed to users of the system by using a web application of the system. The machine learning framework would exploit the data which is stored in the module responsible for processing data in batches via pre-processing and predicting task for providing a prediction service for prediction for different places having pollution which is lesser in the city. Big data architecture analyser is depicted in Fig. (5).
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Fig. (5))

        Architecture of Big Data Analyser.

        In order to execute this, the models for prediction are implemented by making use of the historical dataset from the area of study which comprises of pollutants which are present in the atmosphere and information related to weather forecast. The preprocessing task is fulfilled which includes cleaning of the data and selection of the features. Cleaning of the data is done in order to identify the data which is not complete, correct or relevant for the system and they are replaced with an average value or a value that is interpolated in a linear manner so that the model has more data which is reliable for training. In addition to it, the selection of features would be done for the reduction of consumption of resources in the process of training and increasing the accuracy of the model. Feature identification is carried out by making use of a Pearson correlation analysis and removing variables having low variance. Hence, the normalization and appropriate adjustment of the data is done so that the whole data ranges in a similar range as well as the reduction of consumption of computation in the entire training process of the model. The data are normalized and are divided into datasets which could be used for training of the model and testing by making use of a random division which is around 80%-20%, respectively. Artificial Neural Network (ANN), random forest, decision tree, and linear regression models are basically created by the data training for prediction of air pollution levels. Every model has been evaluated previously by making use of the dataset which is meant for testing in correlation to the Root mean square (RMS) value.

      

    


    
      

      CONCLUSION


      Quality of life is one of the primary needs in the society which would be continuing as well as going to be more important if it is considered that in the future these elderly people would be constituted of a population which exceeds 14% of the total population. It is such a disease which would compel the community to compromise with the quality of life of the adults who are prey to it and might cause lethal complications which might affect their health. For this, continuous monitoring of various parameters which are related to their problems are required and which would enable them to send automatic signals in the form of alerts to the concerned authorities, relatives, emergency centres, caregivers etc. to take a timely steps in improving the quality of life as well as in certain circumstances help in the preservation of their lives. Innovation and technological advancements like Big Data as well as IoT are developed in a gradual manner inorder to create intelligent as well as more pervasive systems which are focussed on the wellbeing of the elderly in terms of healthcare and in general circumstances of medical care. In a more precise manner, IoT is used as an efficient tool for supporting the control and monitoring of a healthcare infrastructure, which would be flooded with enormous data related to various aspects and various parameters. Further, data analysis techniques can also be used which would be used for decision making and support.


      In this chapter, a discussion related to a generic system was done, which was enabled with realtime monitoring and control of OSA among the elderly. This system comprises of an architecture having 3 different levels. It would also be used for guiding their treatment as well as taking care of emergency situations. It could be designed by making use of non-invasive and heterogenous devices as well as IoT protocols, technologies consuming less power, various component platforms which are standardized, big data frameworks as well as fog computing and cloud computing concepts. A smart gateway based on IoT could be implemented in the fog layer to facilitate efficient processing of the data which is related to the level of snoring. The data relating different other aspects like environment of sleep, sleep status, physical activities along with various physiological parameters are also analyzed which would identify the various occurrences of the disease and the related episodes which are not usual in nature. The system should also be able to send alert-based notifications to the respective medical practitioners, health professionals, as well as caregivers so that the entire situation can be controlled and unfortunate accidents could be prevented. With the vision of IoT, interoperability has been enabled in the form of syntactic, semantic, and technical aspect has been, which would permit communication and data exchange among the heterogenous and multimodal IoT devices along with the data transfer between the IoT as well as the cloud infrastructure.


      By making use of the tools designed for Big Data processing, one instant could be done at the layer involving the cloud infrastructure which would be capable of performing descriptive analysis which is responsible for representing the statistical details of the data which is acquired from the smart IoT gateway and is capable of predicting the location which is least polluted. The prediction is done from the data which is available in the smart cities which would help in the OSA treatment. The data after analysis is sent to a server that is responsible for the representation of information available in a Web based GUI, in order to facilitate the professionals which are involved in the healthcare analysis so that they could be facilitated with the data from any location and from any devices which are being used.


      The system that is developed is then validated by conducting several experiments. The decision making as well as the treatment is supported by the user interfaces of the system, which also is responsible for the support and understanding of the disease related awareness which is well reflected in the evaluation of the usability of the system. Moreover, according to the results, which represent that the devices which are basically non-invasive are helpful in monitoring and special effects in terms of support related to the treatment comes from the cities having lesser environmental pollution. It has been seen that the Air Quality Index plays a key role in the monitoring of the disease and has been experimented that the accuracy generated from the utilization of AQI is 93.3% with a minimum error of 6.7% which also supports the fact that the QI would possibly be used for the training of machine learning models for the treatment and identification of OSA. Latency could also be one of the key indicators of the performance of the system. It has been experimentally observed that the identification of OSA at the fog layer impacts the communication at the cloud layer by decreasing the latency. In future, such types of systems could be integrated with different solutions which would be involving IoT frameworks for the smooth delivery of the healthcare services to the elderly. However, if the number of individuals are increased for testing, the accuracy could be increased to a great level, thus leading to the enhancement of the system.
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      Abstract


      Electronic gadgets, actuators, sensors, and software link every element of an active network. The Internet of Things is the name of this network (IoT). AI technology may help networks, sensors, and users create a large quantity of data by assisting in the collection of data and the development of applications. The combination of AI with IoT may advance fields including public safety, education, healthcare, energy, transportation, and other value-added services. Smart health care makes extensive use of the Internet of Things (IoT), notably in the areas of emergency services, intelligent computing, sensors, security, and remote monitoring. Data privacy, integrity, and freshness are just a few of the security issues that must be resolved in a smart hospital. Additionally, there are privacy risks for patients, data eavesdropping, data integrity, and unique identification. IoT technology may be used to monitor a patient's health as well as their data. A patient's status might be tracked remotely and in real time using the internet and other technologies. Additionally, it enables the early identification and treatment of diseases that pose a danger to life. Medical records may be gathered and statistical information on a patient's condition may be provided via an IoT-enabled gadget.


      With the correct software, huge amounts of data may be handled quickly and without errors. As a consequence of these advancements, which strive to fulfil patients' unique requirements while simultaneously enhancing treatment effectiveness, modern medicine is on the verge of a renaissance. The essential technologies that underpin smart healthcare are briefly described, together with the successes and challenges they have faced, the current status of these technologies in important medical areas, and the possibilities for the future of smart healthcare. Sensors gather data, which is subseque -ntly sent over the internet of things (IoT) to supercomputers and cloud computing for processing and analysis.
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      1. INTRODUCTION


      The problems associated with traditional hospital administration techniques include overworked medical staff, long wait times, and a deluge of paperwork. All of these constraints may be eliminated if IoT is used in the medical setting and unnecessary paperwork is swapped out for a centralised, automated database. It is feasible to monitor patients from a distance. The system is being used despite its many technical issues, idiosyncrasies, and shortcomings. Technology is promoting chatty hospital beds, Fitbits, and emergency drones. According to a recent analysis, IoT and AI may now be combined in a safe, clever, and effective way. Digitization has become common place in the contemporary period. As a consequence of technological advancements and changes in scientific theory, traditional medicine, which is largely dependent on biotechnology, has started to digitalize and informationize. New information technologies are now being used in healthcare. Smart healthcare is a multi-tiered conceptual change rather than merely a technology advance. In order to create a dynamic and intelligent administration in human civilization, social activities may be coordinated and integrated. Wearable technology, the internet of things, and mobile internet are used in smart healthcare to link people, resources, and institutions in the healthcare sector, dynamically access information, and then intelligently regulate and react to medical ecosystem needs. Smart healthcare may encourage dialogue among key players in the industry, ensuring that participants get the services they need, assisting parties in making educated choices, and easing resource allocation. In essence, smart healthcare involves collecting more data for medical reasons [1–6].


      In order to provide intelligent healthcare, hospitals, research organisations, physicians, and patients must all work together. This complex organism encompasses a variety of functions, including disease prevention and surveillance, diagnosis and treatment, hospital management, health decision-making, and medical research. The basis of smart healthcare is modern biotechnology and information technology, including the Internet of Things, mobile Internet, cloud computing, big data, 5G, microelectronics, and artificial intelligence. These technologies are heavily used by smart healthcare in all of its components. Patients may employ wearable technology and virtual assistants to continuously check their health, while clinicians can use improved clinical decision support systems to speed up diagnosis [7, 8].


      Surgical robots and mixed reality technologies may enable surgeons to carry out more accurate operations. In hospitals, integrated management systems that make use of RFID technology may collect data and assist decisions. The use of mobile medical platforms may enhance the experiences of patients. Big data can be used to find people who qualify, and techniques like machine learning can replace human drug testing at scientific research facilities.


      The Internet of Things (IoT) is a crucial part of modern information technology. This is a network that spans the Internet as a consequence of the recent, significant growth in wireless communications. By linking various data-gathering gadgets to the Internet, the “Internet of Everything” may eventually become a reality (such as RFID, infrared sensors, and laser scanners, for example). Smart cities, smart homes, smart logistics, and smart transportation are just a few of the numerous Internet of Things applications now in use. One of these most important areas of application is smart health. Tens of thousands of individuals pass away each year as a result of different illnesses or medical conditions. Around 60% of fatalities worldwide are brought on by chronic illnesses. The physical health of more and more individuals is a worry. Smart health experts are concentrating on IoT technology because it may be utilised to address health issues. The Internet's digital and physical worlds are entangled with the IoT. The physical environment is in addition to household items, cars, business equipment, construction tools, and the human body. The Internet of Things (IoT) has the potential to enhance people's quality of life, manage chronic diseases, identify risks, and provide cures that might save their lives [9, 10].


      There are several IoT applications in the healthcare industry. Take care of your physical health. Wearable technology can now track fundamental body processes, study behaviour, and spot health problems. Patients who use smart wearable devices may feel less stressed and save money (such as a smart watch). This kind of monitoring equipment is not used in conventional hospitals (2) Support and education for patients. IoT devices may be used by healthcare institutions to remind patients to take their prescribed medications on schedule. Ongoing evaluation, supervision, and support of patients' and caregivers' Networked equipment may enhance the monitoring capabilities of ECG, blood oxygen, and blood pressure devices. Enhancements to the level of service The Internet of Things may make it easier to integrate cars into current network infrastructures (IoT). The on-board computer system of a vehicle may assess the impact's severity and transmit an alert to traffic authorities and medical institutions informing them of an accident. As a consequence, those who have been harmed will be able to get assistance more quickly. Data resources are gathered for big data analysis. IoT in health has the potential to generate massive volumes of data


      in this field. Analysis, mining, and use of health big data may help the rise of the Internet of Things in the health sector [11, 12].


      Research on smart health based on the Internet of Things has seen an increase in funding on a worldwide scale. In order to monitor a person's health, various researchers have developed wearable technology. Aspects like a senior's self-reported health status are thought to be crucial when it comes to their utilisation of smart wearable devices. they've created a wearable gadget for heart disease diagnosis that can provide on-the-go medical monitoring. Elder care facilities would benefit greatly from a multi-agent system (MAS) that uses smart wearable and mobile technologies to provide care. With the advancement of technology, smart watches and smart wristbands have grown in popularity in recent years. I wrote a few weeks ago on the potential applications of smart watches in the healthcare sector. Through comparative testing, smart watches may be beneficial for treating chronic obstructive pulmonary disease (COPD) patients. Orthostatic recurrence and original tremor are the two forms of Parkinson's disease tremors that may be distinguished by smart watches. Smart bracelets are an effective way to monitor pregnancy. Technology related to the Internet of Things (IoT) is essential to the development of smart health. Clinical ratings may be predicted using learning-based data analysis and data from smart home sensors. A cloud-based smart home ecosystem is available for home healthcare (CoSHE). rapid and precise identification of environmental events and health risks by a home medical device Mobility, cognitive, and depressive symptoms can all be predicted using activity data from a smart home. Additionally, this field of research employs IoT technology to investigate problems with health and sickness. An IoT-based fusion technique was developed to take use of the unique characteristics of medical IoT data. a platform in the cloud for keeping track of the functionality of industrial IoT devices IoT's significance and issues have been thoroughly discussed in relation to healthcare [13–16].


      Numerous research are being conducted on the use of IoT and smart wearables, including watches, bracelets, and smart houses, in the field of smart health. Only a few studies have thoroughly analysed and mapped out the body of literature on this subject. Researchers in pertinent fields may utilise this study to better understand the present state of research, anticipated trends, and hotspots in IoT-based smart health research. Without healthcare, it would be hard to live a normal life. Due to the ageing population's growth and the increase in chronic illness in today's healthcare system, hospital beds and physicians are in great demand. There must be a method to lessen the burden on healthcare systems while still giving the most vulnerable people access to high-quality treatment. The Internet of Things (IoT), which has been widely acknowledged as a workable strategy to lessen the strain on healthcare systems, has been the subject of numerous studies in recent years. The main target population for this study are patients with illnesses like diabetes and Parkinson's disease. More research is being done in order to accomplish some goals, such as assisting rehabilitation through ongoing monitoring of a patient's development. Although no specific research has been done on it, these activities have also raised the issue of emergency healthcare. Numerous previous studies have focused on the Internet of Things (IoT) in healthcare. This paper offers a thorough assessment with a focus on readily accessible commercial solutions, workable applications, and unresolved problems. Each issue is evaluated separately rather than as a component of a broader system. The interaction of the several parts of a system is just a minor part of data mining. Comparing different kinds of sensors, with communication taking centre stage. However, it is difficult to infer a comprehensive system from this language. Although the communications network is given relatively little consideration, sensing and massive data processing are also taken into account.


      In this research, end-to-end IoT healthcare system components are specified, along with a basic model that may be used to any IoT-based healthcare system. There are currently no comprehensive alternatives to remote health monitoring that can be found in the literature. This is important. The state-of-the-art technologies that fall within the stated paradigm are carefully analysed in this article. The alternatives under discussion include cloud computing, long-range sensor networks, and short-range sensor networks. With this research, we investigate the IoT-based healthcare system from all sides in contrast to previous big survey contributions. The original contribution is enhanced by concentrating on LPWANs and highlighting their unique relevance for deployment in IoT systems. Future comparisons between licensed-band and unlicensed-band technologies, such as NB-IoT, will centre on healthcare applications.


      The Internet of Things has significantly improved people's quality of life. The internet of things (IoT) is a technology that is being used more and more to link devices to the internet. Examples of Internet of Things applications include smart cities, smart healthcare, industrial automation, agriculture, and transportation. Sensing devices and objects are used in the Internet of Things to locate and collect crucial data, which can subsequently be processed and analysed to aid in decision-making. Devices might connect to share data in this manner via the physical environment. As a result, the Internet of Things (IoT) is a network of intelligent devices, actuators, smartphones, and other items that are linked to the internet and equipped with low-memory processors that gather and exchange data with their desired services. The Internet of Things makes it feasible for devices, machines, sensors, patients, physicians, and other entities to interact. Applications for IoT in healthcare range from remote monitoring to chronic illness management to elder care to medical treatment for patients who are institutionalised. Thanks to this technology, our healthcare system will be able to link more efficiently. The importance of security and privacy for IoT applications should not be understated.


      Doctors and other authorities can provide patients with effective and fast treatment thanks to wearable, fixed, or environmental sensors that are linked to the internet. If the data is incorrect, the patient and the relevant authorities will be alerted. Depending on the outcomes of numerous decision-making algorithms, anybody may access the database. Because every patient has access to their medical records, everyone receives better treatment. A person's health is a basic need. A human right is to be able to get top-notch medical care. India now faces a variety of health issues as a result of a lack of resources. The Internet of Things, which is anticipated to create enormous amounts of data with huge economic value, may allow for the extraction of hidden information via the application of data analytics and data mining techniques. However, we address many urgent issues for Internet of Things (IoT) applications, including security and privacy.


      The accessibility of information has enabled new concepts and improved organising. If we have more knowledge, we can better arrange ourselves to provide the greatest outcomes. Therefore, acquiring data is a crucial duty for every business. Additionally, this data may be used to forecast present and future patterns and occurrences. Because of this, we can now more easily collect and retain enormous volumes of data on just about any topic thanks to technological improvements. We are now inundated with data from all areas of our life, such as social interactions, academic pursuits, employment, health, and so on. The present state of affairs has many similarities to a data deluge. Technology innovations have helped us produce an uncontrollable flood of data that is always growing. As a result, the phrase “big data” was created to describe enormous amounts of unmanageable data.


      The creation of innovative systems for categorising this data and locating the relevant information is required by our present and future societal demands. An great example of a social need that is really unique is healthcare. Healthcare firms produce enormous volumes of data, just like any other sector of the economy, which presents both potential and difficulties. This research looks at how big data may be utilised in the future in the healthcare sector to better comprehend it. It is a theory that has lately acquired support from academics, business leaders, government officials, and local government officials with the aim of linking people and physical things to enhance the quality of life for residents. This enhancement can only be made with “smart” analogues of these goods. The information included in an item should really be available to service providers so they may utilise it to create intelligent services. Intelligent services include traffic lane management, energy efficiency, accident avoidance, and health-related exercise suggestions. Intelligent physical objects include cars, appliances, telephones, houses, and wearable sensors as examples. These offerings may be grouped under the headings of “smart city,” “smart house,” “smart environment,” “smart industry,” and so on. One of the most promising IoT use cases is the so-called “Smart Health” scenario.

    


    
      2. SMART HEALTH CARE


      The “Internet of Medical Things” is the new name for IoT in the healthcare industry. This expression describes a group of health and fitness devices and applications that link to healthcare IT systems across internet computer networks. Fitness and medical equipment are combining, and smaller, more cost-effective substitutes are emerging and being offered at competitive costs. Medical technology has always been excessively costly and inconvenient for the common populace. For instance, the Apple Watch uses a photoplethysmogram sensor to determine heart rate. Furthermore, smartphone applications that utilise physiological data routinely provide medical recommendations.


      Rapid life change is being caused by the Internet of Things (IoT). The Internet of Things (IoT) concept, which is barely 30 years old, has developed rapidly in recent years. Sports wristbands, smart watches, toys, intelligent cars, intelligent homes, and intelligent cities are just a few of the items and ideas that have been launched one at a time. Medical care has always been a major part of our everyday lives since people have become so reliant on the products and services of the medical and healthcare sectors. However, the inadequate public healthcare system, exorbitant costs, constrained channels, and lack of coverage have perplexed the government and residents for a very long time. One of the most divisive social issues today is health care, which now poses a threat to the stability of society as a whole. A long-promoted concept is precision medicine, which holds that advancements in medicine should be made in order to suit the particular requirements of each patient. In order to provide patients with access to improved healthcare with shorter treatment times and lower costs, it is required to develop a smart medical information network platform system. IoT technology were used to create WIT120, a revolutionary idea in smart medical care.


      Among the many ways that IoT may assist hospitals in better managing their resources are patient medical records, material management visualisation, digitization of information, digitisation of scientific procedures, and humanisation of service communication. The root reason of the scarcity of healthcare resources may potentially be addressed via IoT. The IoT platform has a four-layer architecture. The sensor layer links the surroundings and gathers information from different devices. The next layer below, the network layer, allows for data conversion. by serving as the application's third-tier component, it offers a variety of services that consumers need. The fourth layer is referred to as the interface layer because it offers interactive methods to make things simpler for operators and other applications.


      Any IoT system, however, has inherent flaws that could be used to jeopardise the security and privacy of end users. If IoT security is compromised, untrusted authentication may be used to access user data. Additionally, one's physical safety can be at danger. The Internet of Things (IoT) requires attention when it comes to safeguarding our e-health systems. One of the early tele-healthcare technologies was a timer or communication device that could contact hospitals or remind people to take their medicines on time. Frequently, users themselves must activate these settings. Some wireless automated alarms can be set off without a person being present. Third-generation technology may acquire data in real-time and process, evaluate, and determine the lifespan of the user (Technology meets healthcare). The remote life detector can run tests on things like blood pressure, pulse oxygen, heart rate, and body temperature, which can then be transmitted to the server over the network. If any suspicious data is discovered, a notice will be displayed, and the user will be notified by a local doctor or housekeeping. Early intervention can stop an emergency from developing and necessitating hospitalisation.


      Many nations today are dealing with problems like population growth, ageing populations, epidemics, chronic diseases, and subpar living conditions. People have begun to seek out advances in medical care even though their basic needs have been met. There hasn't been much development in this area thus far, as people still have to wait for medical attention. People with chronic illnesses must visit a hospital for an assessment and treatment plan according to modern medical procedures. The demand for top-notch medical care is anticipated to increase on a global scale. IoT technology has made it possible for patients to use wireless devices to monitor their health, but certain gadgets may also be used as a component of a smart home to ensure the protection of their possessions.


      As an alternative, this technology may indirectly or directly result in a number of ethical problems. This discipline deals with “good versus evil,” or ethics, as well as moral duty and accountability. These medical ethics concerns, such as those pertaining to sickness prevention, life extension, and public health practises, concentrate on patients and practitioners. While discussing the laws and standards that must be adhered to when handling sensitive data like patient records, the term “healthcare ethics” is used.


      Due to user embarrassment and other physical and emotional injury brought on by data leakage, unauthorised access to and disclosure of health information may result in insurance and employment discrimination. It might be challenging for academics, healthcare professionals, and patients to comprehend ethical quandaries that arise from online health research and smart healthcare. An introduction of the Internet of Things (IoT) and smart medical care is provided in this article as a starting point, along with a discussion of the ethical concerns that are brought about by this technology.


      Data may be gathered and delivered more effectively using the Internet of Things (IoT) by integrating devices, applications, sensors, and network connections. The Internet of Things in the healthcare sector stands out due to its ongoing monitoring of patients using a variety of indicators. The results of such ongoing monitoring have historically been favourable. These sensor-equipped devices are widely used in today's critical care units. Even with round-the-clock monitoring, there may be occasions when a doctor is not informed of an emergency right away. It could be challenging to communicate with experts, concerned family members, and concerned friends. Although the technology is available, most individuals in impoverished countries like India cannot pay to improve these features. Therefore, a simple solution to these problems may be to simply add this feature to current devices.


      As seen in this article, a Raspberry Pi may be used to operate a remote health monitoring system. Credit card-sized microprocessors are intended to enhance the teaching of computer science in universities and poor nations. Designing a system that can continuously monitor critical signs like heart rate, blood pressure, and body temperature is the aim of this article. Only those with authorization may access the data, which is stored on a cloud server database and accessible through a website or mobile app. Even though the concept is not new, we provide a quick and affordable way to build the system using the Raspberry Pi. This system's main goals are to anticipate if a patient will have problems, to update data online, to provide warnings to clinicians in case anything goes wrong, and to update data online. For the former, the Raspberry Pi is connected to the database using the MySQL database module, while for the latter, the Raspberry Pi is integrated with the GSM module and the web interface. The data generated by monitoring is extremely important and may be utilised for any sort of study by the medical community, therefore this approach has a lot of potential in the future.


      Us all know people who have experienced situations when they or we require immediate medical attention but they are unable to provide it for a variety of reasons. The Health Prediction System is an online consultation and user support project that creates accurate illness predictions with patient input. Customers may get prompt advice on their health issues via an online intelligent health care system employing the suggested technologies. A wide range of symptoms and diseases/illnesses associated with such systems are received by the smart health prediction system. Users may input their symptoms and problems into the system, which will then review the information to determine if any illnesses could be connected to them. These powerful data mining algorithms may be used to predict which illness will most likely be connected to a patient's symptoms. In the event that the system is unable to provide suitable findings, it informs the user of the illness or condition that it believes the user's symptoms to be associated to. The algorithm proposes illnesses based on a user's symptoms if their symptoms do not precisely match one of the ailments in our database. There has been much discussion over the years about disease prediction using data mining and machine learning algorithms based on patient symptoms and medical records.


      Doctors are sometimes needed in an emergency, but for a number of reasons they are not accessible. Customers may get quick advice on health issues utilising the specified technologies via an online healthcare system. The system assists people in an emergency by choosing physicians and providing quick illness treatment. Patients are free to ask for assistance from anybody at any time. Foreign medical students have used Bayesian classification to address medical problems that are difficult to resolve with conventional statistics. Without further input, the samples teach themselves to produce classification rules.

    


    
      3. VARIOUS SECTOR OF SMART HEALTH CARE


      An electronic health system is one that enhances healthcare through the use of information and communication technology (ICT) (e-health). E-health may be used to increase efficiency and save expenses. A rise in demand for portable electronics like smartphones that might perform e-health-related functions led to the development of m-health. M-health is the practise of delivering healthcare services using mobile devices. Because of its immediate nature, greater accessibility, and capacity for global monitoring—all made possible by the widespread use of mobile devices—m-health is an excellent complement to e-health. M-health is still in its infancy, and it is developing at the same time as another innovative and opportunistic ICT-based concept called smart cities, which aims to solve regional issues like e-governance and transportation as well as the economy.


      In order to create smart cities that encourage social responsibility, raise ambient intelligence, and boost environmental awareness, local governments are investing a lot of money in ICT. The potential for smart enterprises and cities is thus limitless. For instance, Intel and IBM are collaborating to combine or consolidate their market dominance. Energy and public utilities, public safety, education, commerce and industrial development, healthcare and social services, and a number of other industries are among those where smart cities might have a big influence. Real-time data is provided by sensors on a range of variables, such as humidity, temperature, and pollution as well as allergies and traffic problems. The framework can be used to determine an application's behaviour or a user-interesting event that takes place in an application. These components of the smart city infrastructure provide an individual's current living situation perspective.


      The main objective of this project is to evaluate the concept of Smart Health (s-Health) from the perspectives of ICT, society, and people as a natural outcome or collaboration between smart cities and m-health. The benefits and drawbacks of this new health mindset in smart cities, as well as its practical viability, will be discussed in the section that follows. For instance, by integrating technology into its operations, the healthcare sector is able to increase patient efficiency and quality of life (for instance, by accelerating diagnostic procedures and personalising treatments) (e.g., by reducing management costs and releasing patients earlier). The electronic health (e-health) movement was sparked by ICT in the healthcare sector and attempted to solve organisational concerns like medical record administration while also enabling distant online cooperation between medical personnel and patients. The growth in popularity of mobile devices and the consequent integration of these devices into the healthcare business led to the creation of the term “m-health,” which is short for “mobile health.” Such gadgets became widely accessible, enabling remote and ongoing patient monitoring and creating a plethora of new opportunities for data collection. However, the majority of those data are context-dependent, which means that depending on the context, such as location, the same number for a given variable may have several meanings or interpretations.


      This led to the development of the “Smart Health” paradigm, a new approach to healthcare that incorporated mobile technology with context-aware setting sensing and networking infrastructures (s-health). The phrase “smart health” was first used to describe the function of smart cities, but it is now used to refer to any smart environment that is aware of its surroundings, including smart homes, smart hospitals, and so on. The Internet of Things (IoT) uses sensors and actuators to detect an object's internal status or the environment in which it is located and then take the required action in response to that information. Intelligent object sensors gather information that may be examined and utilised to guide choices. The software that is built into these smart objects may regulate a wide variety of internal elements and events. Many previously unknown pathways and possibilities are now accessible to academics across a broad variety of subjects as


      a consequence of recent advancements in communication technology, sensors, and the Internet of Things (IoT).


      The Internet of Things affects businesses, manufacturing, healthcare, retail, and defense/security (IoT). These and other examples of Internet of Things (IoT) application cases include smart parking and smart lighting, as well as remote monitoring of elderly individuals in their homes. Industry 4.0, sometimes known as “Cyber-Physical Systems,” includes elements of the Internet of Things (IoT), cloud computing, artificial intelligence, and blockchain. The Internet of Things may include a variety of smart devices, including sensors, processors, and actuators (IoT). Actuators enable the system to physically react to people, while sensors enable it to see the world outside. Today, there are an increasing number of patients, an increasing variety of tests, and an increasing need for quick replies from patients. As new illnesses and treatments are found every day, health care apps must be created utilising robust frameworks that can provide excellent outcomes as quickly as feasible. For three reasons, providing healthcare to everyone is challenging. As a starting point, the majority of patients need ongoing observation and data analysis to keep them secure. It is challenging since processing the data requires a large amount of computational power and time-saving approaches. The second most challenging problem to handle after global warming is universal healthcare due to the high cost of processing power. The last difficulty is preserving the system's reliability and integrity. Healthcare information is very sensitive and might be used by terrorists or pharmaceutical monopolists to target a particular population. These frameworks must be impermeable to tampering and hacking in order to prevent fraudulent manipulation of sensitive healthcare data. The bulk of them are problem-specific, but a handful provide a complete framework for creating high-performance, low-cost, secure, resilient, scalable, and effective healthcare applications.

    


    
      CONCLUSION


      Fog computing, which moves processing resources closer to the edge of the network, has advantages such as faster response times, more adaptable setups, and less operational expenses. Medical equipment and computers must integrate blockchain, encryption, and public-private signature management to ensure secure communication and data integrity. These sensors and actuators provide advantages in surveillance, transportation, and healthcare. Using cloud computing, several processes may be completed remotely and outcomes can be sent to a variety of applications. Thanks to the emerging paradigms of artificial intelligence (AI) and machine learning, consumers may anticipate high-quality services, quick reaction times, scalability, and resilience in the face of a variety of user demands (ML). 4 The need for healthcare applications has increased gradually as current AI applications become more data-intensive. A single solution that satisfies the demands and specifications of a healthcare organisation must combine all of these technologies.
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      Abstract


      Sleep is one of the most important biological processes acknowledged as a vital determinant of human performance and health. Sleep has been acknowledged to promote healing, restore energy, improve the immune system through interactions, and affect human behaviour and brain functions. To this end, even the transient alteration of sleeping patterns, including severe sleep deprivation, can impair one's cognitive performance and judgment, even as prolonged aberrations have been associated with the development of disease. The existing global sleep trends indicate a decrement in average sleep durations. Owing to such trends and the various implications of sleep on human well-being and health, enhanced characterisation of the sleep attributes indicates a public health priority.


      Further, the advancement and use of multi-modal sensors with technologies to monitor physical activity, sleep, and circadian rhythms have increased dramatically in recent years. For the first time, accurate sleep monitoring on a large scale is now possible. However, there is a need to overcome several significant challenges to realise the full potential of these technologies for individuals, medicine, and research. In this chapter, a review of the present levels of the sleep-monitoring technologies in patients with cognitive impairments, in addition to assessing the difficulties and potentials lying ahead, from data gathering through the ultimate execution of findings within the consumer and clinical contexts.. Further, the chapter will review the advantages and disadvantages of the extant and novel sensing technologies, focusing on new data-driven technologies that include Artificial Intelligence.
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      1. INTRODUCTION


      
        1.1. Artificial Intelligence of Things (AIoT)


        The Artificial Intelligence of Things (AIoT) refers to the amalgamation of Artificial Intelligence technology and the internet of things infrastructure to attain effective IoT operations, enhance machine-human interaction, and improve data analytics and management. One of the notable AI technologies, machine learning, offers the IoT systems and networks the aptitude to learn from different kinds of data and change assets that are IoT enabled into learning machines [1]. Moreover, AI is capable of transforming IoT into important information, thereby facilitating enhanced decision-making. Thus, the IoT, AI and Big Data are correlated fields of research with considerable impact on the development and design of improved personalised health systems. Also, machine learning alongside AI have been perceived as transformative technologies of the future; from imaging and diagnostic technologies to robotics and therapeutic apps, the AI and machine learning technologies' potential have reached nearly all corners of the medical technology world [2]. The aptitude to offer accurate diagnosis of the patient's challenges can substantially impact patient care outcomes. Fortunately, some of the recent advancements in the fields of AI have enabled healthcare service providers with an increasingly accurate diagnosis within a shorter timeframe [3]. In recent times, researchers have utilised deep learning technology to detect molecular changes occurring within tumour tissue, which is a breakthrough capable of enabling timely detection of less invasive cancers. A review of recent studies has also disclosed that the present emergent application can be grouped into three key categories, including chronic diseases management. Thus, chronic disease management entails organisations making use of deep learning in monitoring patients through the use of sensors and automation of the treatment delivery using associated mobile applications. The other category entails medical imaging and regards incorporating various AI-driven platforms into devices used in medical scanning to enhance the clarity of images alongside clinical outcomes by reducing radiation exposure. Further, the IoT and AI is another category and are currently being incorporated to enable enhanced monitoring of patient compliance and adherence to various treatment protocols and enhance clinical outcomes.

      


      
        1.2. Big Data Analytics


        The faster development of AI and IoT has led to the colossal explosion of data derived from sensors and ubiquitous wearable devices. The exceptional increment in the volumes of data related to the advancement of analytical tools and methods empowered by AI has resulted in big data's emergence. In healthcare, big data refers to the term used in the description of immense volumes of data or information developed and acquired through the adoption of different digital technologies used in the collection of patient data and aid in the management of healthcare organisation performance, otherwise increasingly complex and big for the conventional technologies. Thus, the use of big data analytics in healthcare presents several positive impacts and life-saving outcomes. Big data implies the immense quantities of data developed through digitisation, which are consolidated and subsequently evaluated using certain technologies. At present, big data is employed in a broader array of industrial applications that include the healthcare sector, where various EHRs have been exploited through intelligent analytics to facilitate medical services. For instance, in healthcare, big data has been used to support the patient's health assessment, diagnosis, and production of drugs. Further, big data analytics cover the gathering and evaluation of larger amounts of data from different sources in medicine and healthcare. The sources may include sensor and machine derived data, electronic health records, medical imaging, biomedical research, medical literature, physician notes, lab reports, and prescriptions, among other sources.


        Still, when applied within the healthcare contexts and with certain populations' health data, big data analytics is vital in preventing potential epidemics, reducing healthcare costs, offer a cure for diseases. Also, the application of big data in healthcare is fast growing throughout the globe, even as its benefits and potential remain undeniable. Such data may be utilised to improve diagnosis, inform the practice of preventative medicine, and minimise the negative impacts of treatments and medications [4]. The effects of big data analytics are perceptible throughout an array of clinical contexts and fields that include the emergency department, oncology, mental health, intensive care, psychiatry and dementia, among others. The algorithms increasingly regulate human lives, as they support and enable decisions and have become important to human freedom and welfare.

      

    


    
      2. The Methods and Approaches to Using Technology in Pandemic Situations Like COVID-19


      Artificial Intelligence of Things and Big Data technologies offer potential tools for fighting against pandemics like COVID-19. In this regard, scientists have developed deep learning (DL) model used to identify extant and commercial drugs for use in medicine repurposing, which will lead to the discovery of apt drug strategies using extant medications capable of being used in the treatment of infected individuals [5]. In the case of the COVID-19 pandemic, the structures of COVID-19 protease generated using the DL model has been employed further in computer simulations and modelling to obtain novel molecular entity compounds that work against the COVID-19 virus. Through the use of DL in computed tomography (CT) image processing, researchers have been able to attain a 0.901 accuracy level, a 0.840 positive predictive value, as well as a 0.982 negative predictive value [6]. The findings have offered a faster approach to identifying persons infected with COVID-19, thereby offering immense help in the provision of apt quarantine and treatment. The AIoT has also been helpful in the real-time prediction of COVID-19 dynamics, particularly during the outbreak in China.


      Still, within the COVID-19 pandemic context, big data has been used in supporting the fight against the disease. Thus, big data has the potential to offer apt solutions for combating COVID-19. For instance, through integration with AIoT, big data enables the comprehension of COVID-19 pandemic concerning virus structure, tracking of outbreak, vaccines production, and treatments [7]. Moreover, big data linked to AIoT has been used to develop intricate simulation models through the use of COVID-19 data streams to estimate the outbreak. The models help health agencies in monitoring the spread of COVID-19 and enacting enhanced preventive measures. The big data models have also supported COVID-19 spread predictions through the data aggregation aptitude to leverage bigger data amounts for timely detection. Further, big data analytics drawn from an array of practical sources that include infected persons have aided in the execution of significant COVID-19 investigations to develop inclusive treatment solutions with increased levels of reliability [8]. Such usage of big data will additionally assist healthcare professionals in comprehending the virus's development for enhanced response to diagnoses and treatments.

    


    
      3. The Advancements in Multi-modal Sensors with Technologies to Monitor Physical Activity, Sleep, as Well as Circadian Rhythms


      For several decades, sensors have been used in the studying of sleep. Conventionally, polysomnography (PSG), alongside clinical evaluation, has been employed as the gold standard and the de-facto methodologies for studying sleep within the laboratory and clinical contexts and diagnosing sleep disorders subset [9]. Nevertheless, in recent times, academia and industry have heavily invested in developing small, increasingly portable and less obstructive sensor devices capable of enabling continuous sleep monitoring. The development of such sensors for monitoring sleep has been motivated by the desire to permit effective data acquisition in bigger study sample groups over a prolonged period and in increasingly natural contexts through the decrement of the monitoring costs and the burdens on the study participants. Recently, there has been a substantial expansion in developing and utilising multi-modal sensors and technologies for monitoring sleep, circadian rhythms, and physical activity. Such developments have increased the precision of sleep monitoring at levels that have been possible for the first time, in addition to having created the emergence of portable and wearable trackers. The wearable tracker devices for sleep aid in tracking the sleep amount that a person requires for 24 hours.


      At present, sleep disorders, including sleep deprivation and insomnia, have become increasingly common due to increments in stressful situations, irregularities in sleep timings and an increase in workloads. The sleep trackers are also effective in maintaining activity and fitness monitoring with the assistance of GPS. Moreover, the trackers provide various fitness uptakes that include calories consumed, distance walked, and heart rate and breathing. Among the recent developments in multi-modal sensors and technology includes Apple's Time to Walk™, an inspirational novel audio walking experience integrated into the Apple Watch for use by fitness enthusiasts. The devices have been developed to inspire users to regularly walk and reap the benefits of physical activities. Nonetheless, there have been challenges related to data acquisition, such as providing less obtrusive, stigmatising and ubiquitous long-term acquisition mechanisms. Further, the long-term monitoring of patients often suffers from several missing periods, which can mislead the health markers approximations.


      
        3.1. Variables Known to Impact Sleep Circadian Rhythms


        Circadian rhythms refer to the cycles within the body, which occur approximately across twenty-four hours. In human beings, the circadian rhythms result in mental and physical changes within the body and include the sense of sleep and wakefulness. Still, in humans, the circadian rhythms are approximated to be 24-hour patterns that the human brain and body go through, enabling the changes to occur in the body’s mental and physical states, in addition to behavioural and mood changes. The sleep-wake cycle is among the broadly acknowledged circadian rhythms. Thus, humans often get tired at night while developing the sense of being awake in the day. The 24-hour pattern implies what nearly all individuals perceive when they refer to the circadian rhythm. Nevertheless, the circadian rhythm encompasses aspects other than sleep. For instance, the circadian rhythm has been responsible for regulating the periods of wakefulness and sleepiness all through the day and night. In healthy and normal persons, the circadian rhythm naturally rises and dips, thereby changing the sleepiness level of the person. The need to sleep that arises from an individual's circadian rhythm often reaches its peak between 2 AM and 4 AM for many individuals and rises during the afternoon between 1 PM and 3 PM, regardless of the observation that the precise times may differ between each person. The urges' strength is dependent on the sleep quantity in the days preceding and increasingly intense in sleep-deprived individuals. Additionally, the circadian rhythm leads to periods of improved alertness during other periods of the day.


        Additionally, it is worth noting that the circadian rhythm is mainly controlled by the hypothalamus’ suprachiasmatic nucleus (SCN), which is also found in the brain. The cells have been acknowledged to respond to darkness and light stimuli or signals from the individual’s environment through the eyes’ optic nerves. The signals from SCN are subsequently triggered by the light stimuli to the different parts and components of the central nervous system to enable the regulation of the body temperature, hormones, and different mechanisms, which play vital roles. For example, in instances where the eyes get exposed to high-intensity light during the morning hours, the brain SCN signals tend to raise the body temperature, thereby enhancing the cortisol hormone production and delaying melatonin hormone release.


        Circadian rhythm also has several sleep disorders that entail abnormalities with regard to the timing of wakefulness and sleepiness of a person, which has effects on one's every day’s functions. Some circadian rhythm-related disorders include delayed sleep phase disorder (DSP), which is widespread among young adults and adolescents and entails the sense of tiredness and waking from sleep some hours after the normal waking time. Advanced sleep phase disorder (ASP) is widespread among older adults and middle-aged persons. Thus, ASP entails the development of the sense of tiredness and waking up approximately two hours or earlier than the normal waking times. Other notable circadian rhythm related disorders include jet lag disorder, irregular sleep-wake rhythm, shift work disorder, and the free-running type.

      

    


    
      4. Sleep-Wake Homoeostasis


      Sleep homeostasis implies the fundamental sleep regulation principle. Sleep deficit often elicits the compensatory increment in the duration and intensity of sleep, even as excess sleep decreases sleep propensity. The slower electroencephalogram (EEG) waves, which are sleep intensity correlates, serve as the sleep homeostasis indicator during non-REM sleep, commonly referred to as slow-wave sleep, particularly in animals. The homeostatic factors are among the key regulatory processes during sleep and appear universal, as they also exist in several divergent animal kingdoms' phyla. During the initial hours following sleep, the deprivation sleep gets improved above the equivalent baseline levels of earlier days, which is observable in several animal species. Still, the sleep quantity per hour does not increase significantly following sleep deprivation; however, sleep can be substantially extended. Still, it is worth observing that the similarities between several species entail the view that the recovery of the behavioural sleep amount is incomplete. Regardless of whether it is non-REM or REM, the sleep amount lost is not always recovered in the subsequent days and hours. However, sleep homeostatic response does not entail the full recovery of the lost sleep quantities, even as there are other means of sleep recovery.

    


    
      5. Cognitive-behavioural Effects


      Getting adequate and the appropriate kind of sleep is important to the overall well-being and health of individuals. As one sleeps, his/her body functions to support the healthy functioning of the brain while also maintaining physical health. However, the lack of adequate sleep leads to fatigue, resulting in a lack of concentration and memory of various things and grumpiness. Further, the dearth of sleep is capable of impairing one's judgment and physical coordination. Therefore, lack of enough sleep will impact the way individuals feel, work, think, learn, and interact with others. In the long term, sleep deficiency often increases the challenge of health problems, including various kinds of sleep disorders, diabetes and coronary heart diseases. The lack of sleep may also have substantial impacts on emotions and moods. Thus, sleep disorders and mood disorders are directly correlated. While this works both ways, sleep disorders impact moods, which impacts the way and the amount of sleep one gets. Researches have indicated that sleep-deprived individuals have reported increments in negative moods, including frustrations, anger, sadness and irritability, as well as decrement in positive moods. Sleeplessness is a notable symptom of sleep disorders capable of increasing the risk of mood disorders development.

    


    
      6. Quantifying Cognitive Impairment After Sleep Deprivation at Different Times of Day


      Cognitive functioning is often impaired after sleep deprivation and normally fluctuate depending on the period of the day. Nevertheless, the extant methodologies for evaluating cognitive performance have remained impractical for outside laboratory environments. The impairment of cognitive performance is evident in the basic cognitive activities, including sustained attention. It can be observed in various cognitive domains, including episodic memory, working memory, and impulse inhibition [10]. Cognitive performance often varies as a key function of the period/time of the day. For instance, individuals tend to have worse performance at night and after lunch dips, while they register enhanced performance from the morning hours until early evening. The time of the day effects has additionally been observed to appear among persons who have not had an adequate sleep. As an aspect of cognitive performance, the time of the day is mainly regulated and driven by the sleep homeostasis interaction, which includes the previous sleep drive and the time awake, and the circadian rhythm [11].


      In an experimental study regarding the interactions of the systems, a recent study disclosed that increment in sleep pressure amplified the circadian effects on aspects that included sustained attention, subjective alertness, and several executive functions, especially in the morning hours. Nonetheless, the way the processes interact and affect cognition has not been fully studied within the natural contexts and outside the laboratory environment. Among the notable reasons for such is the lack of apt methodologies for measuring cognitive performance in the area. The emergence of portable and wearable electronic devices, including tablets and smartphones, has offered novel possibilities concerning cognitive testing within natural environments and outside laboratories [12]. For instance, field research about cognitive functioning and time of day; have initially been deterred by time and equipment needs. In instances where the participants are needed to carry out longer computing tasks repeatedly, they require to offer increased amounts of their time and have access to computers.


      Previous research has indicated that the sustained attention tests' touch screen versions, including the psychomotor vigilance test (PVT), are reliable and effective instruments for evaluating the reduction of inattentiveness as a result of sleep deprivation. Nevertheless, the aptitude of the screen-based tests to evaluate increasingly intricate cognitive aptitudes has not been assessed about the time of day and sleep loss [13]. The test induced fatigue remains a key challenge in cognitive testing, especially with regard to extensive tests and longer cognitive batteries requiring sustained attention. Such time-on-task effects have been discovered in several cognitive functions, with reduced performance in instances where tests are conducted continuously for an extensive period. Such performance impairments, along with the outcomes of mental fatigue, may also result from decrement in motivation and increment in boredom.


      In the interim, short attention tests, including those taking between 3 and 5 minutes, have almost equal validity with regard to the measurement of attention than extensive tests showing the probability of evaluating cognitive performance even as the risk of the time-on-task effects is minimised. Other notable shorter tests, including the 2 minutes mathematics tests, have also been sensitive to diurnal variations within the laboratory contexts [14]. Nonetheless, a dearth of short tests capable of being used outside the laboratory environment exists, especially for evaluating numerous divergent cognitive functions.

    


    
      7. Sleeping Disorders with Cognitive Impairment Diagnosis Through Medical Data Analysis


      In medicine, neurological disorders remain the most difficult conditions to diagnose, monitor and manage due to the intricate nervous system. Thus, the diagnosis of neurological diseases and their management and treatments require high precision, experience and dedication [15]. Presently, contemporary systems and technology permit neurologists to offer appropriate and quality neurological care. Neurological disorders refer to diseases affecting the body's nervous system and include the biochemical, structural, and electrical abnormalities found within the brain, nerves, and spinal cord, resulting in various symptoms. At present, the diagnosis of neurological diseases is conducted using different medical methods that include computerised tomography (CT scan), single-photon emission computed tomography (SPECT), electroencephalography (EEG), electromyo-graphy (EMG), magnetic resonance imaging (MRI scan), positron emission tomography (PET scan), and arteriogram (angiogram) [16]. Such diagnostic tests assist the physicians in confirming or ruling out the existence of neurological disorders alongside other medical conditions. In diagnosing neurological related sleep disorders, an EEG is employed in recording the activities of the brain cells for evaluation of the brain’s functional states to aid in the detection and monitoring of brain abnormalities.


      The abnormalities and variations in the brain waves often point to dissimilar kinds of neurological disorders. Such medical technologies have generated larger amounts of high-dimensional and intricate data that are important sources for the diagnosis of neurological diseases, management, treatment, and planning [17]. The analysis of big medical data also can be an important tool. However, the execution is likely to pose difficulties. It needs data analysis that can offer accurate, dependable and authentic information for better decision-making with regard to the diagnosis of diseases.


      In practice, the interpretation of many case data is often accomplished by neurologists’ views that are presented in a visual way. It is, therefore, increasingly natural that many clinicians are not often capable of making the best usage of the data obtained as a result of the restrictions regarding the human eye-brain system, restrictions in experience and training, additional factors including distraction and fatigue [18]. The interpretation of medical data by humans is also restricted due to the humans' non-systematic search patterns, the existence of noise in the structure, and the immense quantities of data. To handle the increased volume of complex data, it is vital to use digital technologies in supporting medical data analysis. Therefore, there is an ever-increasing need to develop AIoT enabled systems and solutions for neurologists capable of automatically making precise evaluations to detect divergent neurological challenges.

    


    
      8. Applications in Implementing AIoT Enabled Solutions that Will be Applied for the Treatment and Caring of ill Patients


      Overcoming the healthcare challenges requires smart healthcare technologies to have unique needs for existing situations with high efficiency in real-time applications, which traditional healthcare methods cannot solve. As such, Smart AIoT approaches need to be analysed and implemented. The AIoT enabled applications to have the potential to enhance treatment and care of patients with sleep disorders through increased precision and efficiencies in sleep medicine, leading to better treatment and care outcomes [19]. In this regard, applications that use electrophysiological data gathered in the course of polysomnography, which is considered the most comprehensive sleep study, make them aptly positioned for improved evaluation using AIoT. Thus, AIoT enabled applications can enable the drawing of important data from various sleep studies, owing to the observation that the existing summary metrics are not effectively predictive of the quality of life and health outcomes considered vital to patients.


      Furthermore, the AIoT enabled applications to have the ability to enable an in-depth understanding of the mechanisms that underlie different kinds of sleep disorders to enable the selection of apt and timely treatment for every patient, rather than trial and error and one size fits all approaches. Among the notable considerations for effective incorporation of AIoT enabled solutions into sleep medicine include disclosure, honesty, laboratory integration, and testing new data. AIoT enabled applications for sleep disorders treatment and care also hold immense promise concerning sleep medicine regardless of the hype, misinformation and exaggerated claims. Therefore, AIoT enabled applications and solutions should be interfaced with industry to foster safer and efficient utilisation of AI software for the patients' benefit. Such applications are only beneficial to the patients in instances where they are used with cautious oversight.


      Still, among the notable AIoT enabled applications offering solutions for treatment and care of sleep disorders include wearable sensor analysis apps like consumer sleep technology (CST). As an AIoT enabled application, CST gathers several physiological signals, including heart acceleration and heart rate, from the optical photoplethysmography. Despite CST’s function in sleep medicine remaining unclear, AIoT is already being used by various commercial producers to approximate sleep using huge amounts of data gathered using wearable devices [20]. Recent studies have shown that AIoT predictions drawn from the heart rate data collected using wrist photoplethysmography and triaxial accelerometry motion permitted sleep stage prediction and sleep-wake differentiation. Also, the deep neural network evaluations have been used for heart rate and motion signal


      data derived from Apple Watch and applied in the approximation of the sleep stages alongside the evaluation of sleep-disordered breathing.


      Lastly, besides the automated sleep staging and the respiratory events scoring, AIoT enabled applications can disclose patterns found in PSG signals, which cannot be captured through the conventional summary measures. Such data/information, when combined with other demographic and clinical attributes, can offer in-depth subtyping along with precise diagnostic information for the improvement of clinical care and treatment of sleep disorders. Also, similar to the expansive applications used in medicine like the AI scribe software, AIoT enabled applications and solutions enhance the effectiveness of daily operations.

    


    
      9. Artificial Intelligence with Multi-functional Machine Learning Platform Development for Better Healthcare and Precision Medicine


      Among the recent and powerful development in healthcare is precision medicine that can enhance the conventional symptoms-driven medicine practice, enabling the initial interventions through the use of advanced diagnostics and customising enhanced treatments that are economically personalised [21]. Recognising the apt pathways to population and personalised medicine entails the aptitude to evaluate comprehensive patient data alongside factors to monitor and differentiate between comparatively healthy and sick persons that result in enhanced comprehension of various biological indicators signalising health shifts [22]. While the disease complexities at the personal level have resulted in challenges to use healthcare data in clinical decision making, certain extant constraints have been immensely minimised through the advancements in technology. To effectively execute precision medicine with the improved aptitude to constructively influence patient outcomes and offer timely decision support, it is vital to harness the electronic health records power by incorporating disparate sources of data and discerning patient-specific disease progression patterns. Important analytic tools, databases, technologies, and approaches are needed to supplement interoperability and networking of public health, clinical, and laboratory systems and tackle social and ethical issues connected to the protection and privacy of healthcare data with effective balance. The development of platforms for multifunctional machine learning for use clinical data extraction, management, aggregation, and analysis can support the clinicians through efficient stratification of subjects to comprehend certain scenarios while optimising the decision-making [23]. The execution of artificial intelligence within the healthcare context is an enthralling vision, capable of resulting in considerable enhancements for realising the goals and objectives of the provision of real-time and enhanced population and personalised, low-cost medicine.


      Further, the intelligent platforms for big data are essential for improving healthcare transition and quality through the expedition of investigation of actively concealed aspects within clinical data using machine learning algorithms in acquiring actionable gap-based data regarding patients [24]. Big data is additionally important in streamlining the sharing of data through effective communication in laboratories and healthcare units. The application of big data in healthcare contexts is considered a greater leap in precision medicine and an apt transformational force for the guidance of population and personalised medicine with numerous computational advantages. Recently, several ML and AI-based attempts have been made in a bid to decipher diseases as a means of facilitating predictive diagnosis and guiding the treatment aspects.


      Consequently, precision medicine's underlying assumption is that it offers customised care to patients and yields low rates of related negative outcomes. The definitive instance of precision medicine regards the tailoring of disease treatment for a person, which in the traditional paradigm was considered one-size-fits-all medicine [25]. Thus, the effectual treatment is considered to benefit a larger proportion of the population targeted. Nonetheless, a specific treatment might, in reality, yield advantages to just a limited number of individuals, implying that the other members of the population are unlikely to gain from such treatment and might suffer adverse impacts. Such aspects have exemplified the requirement for ML and AI-based systems that bridge several domains with regard to the securing environments for mixed healthcare data visualisations and evaluation [26]. Therefore, precision medicine is considered a ground-breaking aspect for customising individualised and effective medical treatments founded on the various attributes of individual patients and divergent vulnerabilities to certain conditions. In this regard, several writers and scientists have been convinced by the significance of AI and ML in the execution of precision medicine that includes data analysis and storage to establish the correlations existing between disease outcomes, optimal treatments and patient attribute identification.

    


    
      10. Future Sleep Health


      The impact of sleep on human health remains undeniable. Recent advancements in AIoT, sensing technology, and big data analytics have enabled truly unobtrusive and ubiquitous circadian rhythms and sleep monitoring. Nonetheless, difficulties exist in realising the advantages related to the monitoring for clinicians, individuals, and research. With the growth in the number and types of sleep monitoring technologies, alongside digital sleep applications and solutions, the requirements for cautions and risk-based validation of such products becomes important [27]. Further, the heterogeneity of the medical sensors employed in the circadian rhythms and sleep-wake cycles poses a special set of challenges for both interpretability and modelling. Therefore, the standardisation and identification of reproducible and robust digital sleep biomarkers remain of immense significance. The signals-based modelling has to be free from both conscious and unconscious biases and the development of the algorithm being transparent and easily accessible to stakeholders. Sleep digitisation is also prone to have immense repercussions throughout the industry, personal health, academia, and healthcare. Concerning sleep disorders, in future, scalable and dependable sleep monitoring is likely to offer enhanced comprehension of the severity and progression of sleep disorders. Such aspects are likely to facilitate the timely and improved diagnosis alongside decision-making for patients, particularly in instances where there is a need for a patient to progress to a novel treatment. Sleep digitisation is also liable to be employed to prevent disease and offer apt lifestyle proposals for the patients.


      Still, in the future, objective and ubiquitous sleep-wake cycle monitoring alongside the incorporation of multi-modal data inputs that reflect a patient's nutrition, physical activity, heart rate, and genetic data will enable the users to employ personalised responses for well-being and health purposes and prevention of disease. It is anticipated that the novel technologies will enable the use of enhanced sleep coaching interventions capable of enhancing sleep hygiene and offering enhanced recovery [28]. Also, data derived from such technologies may be utilised to monitor the effects of post-operative and pharmaceutical interventions. Still, the accrued data collected from epidemiological and clinical researches and wearable devices (commercial) are representative of the unparalleled chance for deepening our comprehension of sleep's role in disease and well-being. The pharmaceutical organisations have, in this regard, maintained that sleep digitisation would have numerous advantages. Thus, the wearable devices have the ability to position sleep monitoring at scale, particularly in larger populations needed for later-stage clinical studies and may be utilised in the provision of enhanced and timely proof of treatment efficiency in various sleep disorders, thereby facilitating the various promising candidates’ progression during the trial stages.


      In addition, implications exist concerning patient centricity. In various diseases, sleep remains an important aspect for patients, as well as their health. This makes the evaluation of sleep metrics, including sleep quality, and the amount of time one spends sleeping using quantitative measures important, rather than depending on questionnaires. It is anticipated that low-burden sleep monitoring will facilitate sleep data collection in studies and subsequently assist in increasing study participation while reducing attrition [29]. Furthermore, several sleep metrics are sturdily tied to life quality; therefore, the industry is likely to welcome the sensing technologies used for after-market surveillance purposes. The additional knowled


      -ge regarding the possible positive effects of medication on the patient's sleep quality can enable improved reimbursement rates.


      Eventually, sleep digitisation can facilitate the personalised experience of sleep monitoring, thereby empowering individuals to enhance their sleep. Nonetheless, the robustness and reproducibility of new sleep monitoring alongside methods for data analysis have to be tackled before the usage on big, multi-modal and longitudinal researches. The effects of the technologies on the comprehension and management of sleep, along with prevention and treatment of sleep disorders, is likely to result in a paradigm shift.

    


    
      SUMMARY


      The Artificial Intelligence of Things (AIoT) implies the amalgamation of Artificial Intelligence technology and the internet of things infrastructure for effective IoT operations, improvement of machine-human interaction, and advancement of data analytics and management. As an aspect of AI technology, machine learning gives the IoT systems and networks the aptitude to learn from different kinds of data and change assets that are IoT enabled into learning machines. In recent times, researchers have utilised deep learning technology, an aspect of machine learning, in the diagnosis, treatment and management of various diseases and conditions, including sleep disorders. The development of AIoT has resulted in an explosion of data acquired from sensors and wearable devices.


      The increment in data volumes linked to analytical tools and methods that are AI-empowered has further resulted in big data. In the healthcare contexts, big data refers to immense volumes of data acquired through the use of different digital technologies in collecting patient data for the management of healthcare organisation performance. Big data analytics presents several positive impacts in healthcare. Therefore, AIoT and Big Data offer important tools for fighting against pandemics like COVID-19. Various deep learning (DL) model have been developed and used in the identification of drugs for use in medicine repurposing, leading to the discovery of apt drug strategies using extant medications capable of being used in the treatment of infected individuals. Regarding COVID-19 pandemic, the structures of COVID-19 protease generated using the DL model has been employed further in computer simulations and modelling to obtain novel molecular entity compounds that work against the COVID-19 virus.


      Consequently, with regard to sleep medicines, the advancements in technology has led to the development of sensors used in the studying of sleep. For instance, the conventionally, polysomnography (PSG) and clinical evaluation, have been used as the gold standard and de-facto methodologies for sleep studies in the laboratory and clinical contexts, and diagnosis of sleep disorders. Nonetheless, recently, academia and industry have heavily invested in developing small, increasingly portable and less obstructive sensor devices capable of enabling continuous sleep monitoring. Such sensors have enabled effective data acquisition in bigger study samples. Through studies conducted using AIoT and sleep monitoring sensors, different variable have been disclosed to impact sleep. For instance, the circadian rhythms, which is the cycles within the body occurring across twenty-four hours, leads to mental and physical changes in the body, and include the sense of sleep and wakefulness. Still, the sleep-Wake Homoeostasis is the basic sleep regulation principle, and serves to elicit compensatory increment in the duration and intensity of sleep during sleep deficit. Further, the cognitive-behavioural effects serves to support the healthy functioning of the brain and maintenance of physical health through ascertainment of adequate sleep. Nevertheless, it is worth noting that cognitive functioning often gets impaired after sleep deprivation and normally fluctuate depending on the period of the day. Such impairments are evident in the basic cognitive activities, including sustained attention.

    


    
      CONCLUSION


      Sleep is among the most important biological processes acknowledged as an important determinant of human performance and health. Although sleep functions have not been aptly understood, and sleep has been acknowledged to promote healing, restore energy, improve the immune system through interactions, and affect human behaviour and brain functions. Advancement and use of multi-modal sensors with technologies to monitor physical activity, sleep, as well as circadian rhythms have increased dramatically in recent years, leading to accurate sleep monitoring. For instance, the recent advancements in the fields of AI have enabled healthcare service providers to accurately diagnose sleep disorders within a shorter timeframe. The management of sleep disorders entails organisations making use of deep learning in monitoring patients through the use of sensors and the automation of treatment delivery using associated mobile applications. The faster development of AI and IoT has led to the colossal explosion of data derived from sensors and ubiquitous wearable devices, and the use of big data analytics in healthcare presents several positive impacts and life-saving outcomes. Also, the development of such sensors for monitoring sleep has been motivated by the desire to permit effective data acquisition in bigger study sample groups over a prolonged period and in increasingly natural contexts through the decrement of the monitoring costs and the burdens on the study participants. Lately, there has been a substantial expansion in developing and utilising multi-modal sensors and technologies for monitoring sleep, circadian rhythms, and physical activity.
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      Abstract


      IoT is intelligent sensors and actuators which assemble to form an IoT device. The algorithms employed make the system make up a wise decision. These systems can use artificial Intelligence algorithms to make intelligent decisions. The previous work employs devices that compute normal from abnormal heart rates. These devices are intelligent machines that are carried with the individual. They are also used to calculate the ECG of the personnel. This information understands the behavior of the personnel. The knowledge is sensed and passed to the devices using the Bluetooth technique. This data segment into healthy or unwell being sections. The processing amalgamates transformation, conversion w.r.t format, and section labeling. The iforest approach excludes the outliers from the data set. The suggestion improves the previous work by predicting the abnormality before in hand by 17.5%. Many lives can be saved, and will help improve their lives by adopting this method.
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      1. INTRODUCTION


      Intelligent sensing devices assembly makes the Internet-of-things. These machines use internet facilities to communicate with each other. The devices have different capacities and capabilities. They communicate over a common platform. The instruments are used in many applications:


      • Healthcare - The detector embedded in the victims in the IoT-based healthcare practice [25-27] has very inadequate battering stores. The constant charging of these machines and portable accessories may weariness the sufferers and need the assignation of the attendant, which influences the client involvement. The IoT healthcare scheme presents well-organized intensive care and aims to increase the supply administration of characters. Cloud computing manages the wellness facts and gives source-sharing abilities like adaptability and knowledge assistance in


      combination with scalable data warehouse, lateral processing, and protection queries.


      • Environment surveillance - The primary objective of this growing number of IoT gadgets is to provide valuable knowledge about environs [24] to make them smarter. It implements the learning it needs by gathering and reviewing history, today, and prospective data. The information allows optimal decisions to perform in surroundings in real-time. Partition and collaboration of data is the solution to sustainable situations such as active townships and communities. It is an amalgamation of different representations and methods of data. The data blending improves knowledge essence and decisiveness, making excellent consequences in omnipresent settings.


      • Industry monitoring - The design consists of assistance that is products and addressed. It gives a practical foundation [11]. for business computing. It combines monitoring accessories, warehouse machines, analytics engines, visualization programs, and consumer offerings. The cost-based standard facilitates the preparation of end-to-end assistance for companies. The users can locate requests from any place. It is a developing worldwide Internet-based technological structure promoting the replacement of assets and amenities in universal stock connection systems. It has an impression on the protection and concealment of the affected stakeholders.


      • Elderly supervision - It detects the wanted parameters without conflicting with the user’s movements. The parameters more fitting for monitoring [10] the user’s performance is placing and mass movement. Significant guidance is modern improvements in dynamic and wearable accessories. The advanced machines have sensors such as an accelerometer, gyroscope, and Global Positioning System (GPS). It identifies user states and movements.


      • Agriculture – The system [23, 30] is deployed in the field under surveillance. The device calculates the manure required for soil quality and soil humidity. The readings help the farmer to analyze the soil and take appropriate measures.


      The previous work [14] employs devices that compute normal from abnormal heart rates. These devices are intelligent machines. An individual is capable of doing the act. They are also used to calculate the ECG of the personnel. This data set understands the behavior of the personnel. The data undergoes sensing and is passed to the devices using Bluetooth. The data segments into the healthy or unwell being. The processing is an amalgamation of transformation, conversion w.r.t format, and labelling of the sections. The Iforest technique used excludes the outliers from the data set. The suggestion improves the previous work by predicting the abnormality before in hand.


      The contribution maintains a hierarchical tree. Each suffering is considered a unique entity in the database. The current status of the patient is the origin of the shrub. Each vertex in the tree represents the next observed state. The state includes vital parameters measurement of the patient. The edges contain the medication and various tests performed on the sick. Each case shows its symptoms to the prescription given.


      When a patient arrives, his history of allergies and diseases is collected. This subset of data is compared with the stored dataset. The method helps the doctors to analyze and prescribe medication for the sick for his betterment. The initial data is used to create another hierarchical tree. The outcomes are added to the main hierarchical tree as a case study.


      The work is divided into six sections. The second segment narrates the drawbacks of the previous work. The third division jolts down the various contributions done in the domain. The proposed work is explained in the fourth segment. The analysis and imitation consequences are defined in the fifth unit. The result is concluded in the sixth division.

    


    
      2. DRAWBACK OF THE PREVIOUS SYSTEM


      The previous work [14] employs devices that compute normal from abnormal heart rates. These devices are intelligent machines. An individual is capable of doing the act. They are also used to calculate the ECG of the personnel. This data set understands the behavior of the personnel. The data undergoes sensing and is passed to the devices using Bluetooth. The data segments into the healthy or unwell being. The processing is an amalgamation of transformation, conversion w.r.t format, and labeling of the sections. The Iforest technique used excludes the outliers from the data set. The system is unable to predict an early stage.

    


    
      3. LITERATURE SURVEY


      Healthcare [22] is a growing domain where devices are used as wearables. These devices measure the patients' vitals and transmit the data to the personnel equipment. This section lists the contribution made by various authors.


      The sensor [15] discloses and forecasts disorders in a person. The outpatient knowledge is managed, such as demographic information, features of the tumor examination, heart ailments, diabetes, and hemoglobin stress. The collection of attributes is the answer to physiological essentials, build progress, and natural elements. Learning administration views it as a pipeline of progressive moves. An original sign from the vociferous beacon is improving in the pre-processing block. The repetition and space-time region in the flag are studied. Characteristic wrenching is displayed, extracting the peculiarity by using the optimality principle. The knowledge of diseases info obtains the well-determined diseases store to get the more summary of decisiveness. The recommended methodologies are achieved in the MATLAB version 2018 working on windows seven staging. The authors formulate that the Generalize inexact Rationalizing foundation Ability controller with regression laws has gained the best precision compared with current achievements.


      The previous work [14] employs devices that compute normal from abnormal heart rates. These devices are intelligent machines. An individual is capable of doing the act. They are also used to calculate the ECG of the personnel. This data set understands the behavior of the personnel. The data undergoes sensing and is passed to the devices using Bluetooth. The data segments into the healthy or unwell being. The processing amalgamates transformation, conversion w.r.t format, and section labeling. The Iforest technique used excludes the outliers from the data set.


      The proposal [9] is a smartphone-based core seizure forecast arrangement that can inform users about their unusual ECG designs. IoT designs allow isolation fitness monitoring and accident announcement arrangements. Health supervision gadgets can vary from hemoglobin strength and heart rate informants to excellent methods of monitoring and examining info. It uses several devices and a microcontroller, and they create a machine proficient in limiting health-related hazards. They practiced different device segments, such as a vibration detector, a warmth-sensing gadget, an Arduino microcontroller, and a Bluetooth microchip. This tool case senses and conveys the sensed learning to a computing machine for examination. They manage the association within an individual's vibration frequency and build warmth to create a procedure that predicts core intrusion. It is a human feature in atypical positions. The state is simple and can be scrutinized effortlessly.


      The lesion-analysis research [12] used empirical info from the Utah PET Lesion analysis store for a customized healthy whole-body delusion examined on a Biograph mCT TOF PET/CT scanner with time perseverance 527.5 ± 4.9 ps. It has three principal elements: a 3-dimensional (3D) understanding phantom, an anthropomorphic chest phantom comprising organ, lungs, and bone enclosure, and a pelvis with bladder region. The estimated dimensions are 43.0 × 28.0 cm, and the range is around 83.1 cm. A reckoning is in the absent section of the arms and limbs. This phantom model a case of 92 Kg. The phantom also has several customized adjustments. It enhances authenticity for modeling whole-body comprehensive oncologic imaging with 18F- fluorodeoxyglucose. The empirical results consisted of six back-to-back whole-body scans obtained every time. The overall exercise levels for the six x-ray broadly embraced the complete scope of enterprise levels delegate of situations managing 3.4–10.6 mCi FDG with uptake events ranging from 60 to 120 min. Each X-ray obtained list mode data for four moments per bed over six-bed spaces. Three of the four days had 21–23 68Ge (T1/2 = 270.8 d) sources, widths 6-16 mm, scattered everywhere the phantom lungs, organ, and simple mass parts. These origins shaped cysts with focal FDG uptake with tumor environment proportions extending from 1.9 to 5.9 in the different phantom cells and x-ray. The images transported on the last day had no lesions, rendering accurate- negative images for the spectator's thoughts. This multiple x-ray obligation afforded diverse pictures with several number levels, and lesion variations manifested the highest strength prominence perceptions.


      Multiple detectors [5] stationed in humans are used to observe the temperature and hemoglobin strength difference. This accumulated info is then collected using any regional processing arrangement. It is estimated to be the existing clinical learning. This recommended practice is for foretelling cancer. The plasma examination record recognizes the distinction in hemoglobin containers; warmth is used here for processing. Characteristics from the plasma experiment summary are obtained for analysis. The highlights of a plasma analysis may belong to the tumor character or not. The exactness of several tumor samples, such as chest tumor, lung growth, plasma disease, and soon will be foretold by preparing the described neural interface design. The hemoglobin examination record or any healthcare report are taken as information. It is decoded using the AES procedure for providing verified coded info. These encoded tumor features are stored in the store section. It develops the administration of the e- healthcare method. The sufferer travels from her home base for any purpose. The information is collected in-store, and the subject doesn't require a clinic report for the medication features to be accompanied and maintained. She can immediately reach the saved e-wellness knowledge in the store. It could be obtained anywhere from wherever without any obstacle and enormous computation.


      The work [28] is based on the AF transmitting portable collaborative arrangements. The first investigation is the isolation performance and operates the privacy interruption anticipation as evaluation measures. The SOP phrases are received in the shut method. Monte-Carlo simulations confirm the examination effects. The authors have produced an enhanced CNN to secure the necessary knowledge. The parameters of several courses in CNN are very fitting for movable transmission beacon features. Recognizing the number of participation regions, it utilizes four convolution tiers and a four-branch inception section. The four-branch commencement piece can improve the diameter of CNN while diminishing the parameters. It can increase the versatility of CNN for the measure. The number of convolution pieces and core carriers differs in each convolution tier. The changed CNN affirms four complication tiers and a quad branch beginning section. It can extract characteristics and study the connection between nonlinear knowledge in IoT healthcare arrangements.


      It has eight significant elements [13]. It includes healing IoT appliances, UCI Repository store, pharmaceutical Reports, store knowledge, info Acquisition component, Guarded Accommodation unit, Health forecast & analyzing Arrangement and Information center. The clothing and embedded IoT designs are IoT gadgets. These machines are employed to gather therapeutic information from isolated sections. The primary analysis is medicinal knowledge. It assembles using IoT tools that are associated with the individual. The UCI Container also has diabetes information. The medical dataset consists of the history of the inpatient knowledge. It is gathered from dispensaries. All these datasets are saved into a cloud database. The data-gathering module is accountable for gathering knowledge from the store. The ensured knowledge procedure accumulates the learning from the data-gathering unit. This info is collected securely by utilizing five degrees of newly intended accommodation tools such as data warehouse, data retrieval, data collection, information segmentation, and amalgamation. This guarded info is deposited into the cloud store again. The knowledge is collected into the cloud storage for adjustable admittance. The fitness forecast and analyzing practice are accountable for foretelling the attack employing the recommended obscure rule-based neural distribution procedure. This unit has a sub-unit called an asperity unit. It is responsible for analyzing the rigor intensity using commands. The subject documents categorize as healthy and disease-induced. The database has reasonable practices. It makes decisiveness over pharmaceutical recordings.


      A collection of primary elements of the system [7] contains IoT gadgets connected to the sufferers, benchmark curative knowledge set, inpatient fitness organizations, host store, info collection, pre-processing, and forecast design. Initially, IoT appliances are attached to the personality whose studies are wanted. Then, the standard CKD database from the UCI Source is applied. The healing store includes the records of the subject features obtained from the pharmaceutical organizations and puts away in the CDS. Next, the information collection segment confers the capacity to assume the wanted learning from CDS. Then, the associated knowledge undergoes significant pre-processing actions to recover the input feature. Then, the LR-A framework gets performed to practice the OMDSS. The sponsored LR-A design will list the remedial info in an online system for organizing it to non-CKD and CKD. OMDSS works on three principal planes. They demanded evidence is assembled from a diversity of origin and preserved in the CDS. At the next degree, pre-computation accomplishes. At the ultimate step, a portentous pattern using LR-A gets administered.


      The practice [29] receives information using various sensing devices with the aid of Raspberry Pi. The entire report from the detector is processed using knowledge drilling procedures, like details cleansing, data procurement, and outlier discovery. Then this knowledge is collected into the Mysql store DB. The method is established using GUI- based administration. This reinforcement is incurred by utilizing java employment and the python webpage. This application allows users to see the data analysis concerning the patient's well-being. In the final part, the arrangement will promote opportunities like illness. One terminal of the IoT detectors is primarily connected to the patient, and the other is attached to the Raspberry pi. After this attachment, info will be received and deposited into the guarded stockpile warehouse using the Raspberry pi B+. This information (biometric information) is viewed by practicing LCD. If these data states surpass the average area, the alert activates. GSM is employed to communicate these utilities to the stockpile host. The current contents are presented on the web pages. The physician can reach these patients' courses and prior learning using login credentials afforded to the patient and recommend antibiotics online.


      The bestowed method [8] has four courses: Urine Acquisition, Urine examination, temporary removal, and temporary Foresight tier. Each panel is designed to make the special responsibilities needed to take out the whole purpose of the UI decision. Initially, Urine is obtained in a small vessel installed inside a bathroom. It is used to perform pharmaceutical investigations. Individual verification uses RFID labels, an impression acknowledgment detector, or a face recognition sensing device. The Urine Analyzing unit organizes numerous medicinal IoT detectors to procure UI information events. The Urine collecting tier is the primary layer of the recommended practice for UI measurement. In this layer, Urine is acquired during evacuation in a tiny vessel entrenched inside the toilet scheme. The amount of Urine obtained is customized according to the designation. The IoT medical detector is used to watch the intensity and smell of the Urine received. Other pharmaceutical sensing elements, such as an electronic hydrometer, e-urine strips, and multi-analyte sensing devices, are used to receive reports of UI parameters. These data utilities include hemoglobin block calculation, pus cell count, bilirubin, and ketonic number. After collecting UI data conditions, statistical decisions are conveyed to the limited fog computational machine. Technologies like Bluetooth and Zigbee for further review are used. Assurance at the IoT system concentrates on using transmission rules for gadget-to-device connection and gadget-to-host conversation.


      The practice [4] suggests an IoT-based case supervising arrangement and indicative forecast engine for the stroke-affected aged characters. Each fitness parameter is investigated and documented whether the existing states are in series. An SMS and an electronic mail are transmitted to inform the person of any variation in the necessary symbols. The crucial information is undeviatingly sent to the forecast method. The practice considers this information examination information and predicts whether the subject is in great danger of seizure. The foresight principle is generated using the organization's procedures in computer education. Different arrangement methods are investigated for this design, and the methodology which gives much correctness is estimated for the advanced practice. Collection practice gave better precision for the prognostication. Composite pattern reduces the variety, sound, and prejudice from the produced examples. Bagging is one of the organization methods by generating multiple classifiers from models engaged with auxiliary, and the forecast is based on the mainstream decision from all classifiers.


      The superior model [18] perceives whether a constitution is in pressure consuming irregularity long-term heart development. It supports identifying examples of varieties in a singular's heart speed when the victim runs out at the wellness place. Each plan is unmistakable and explicit and is expected to be normalized to work accurately. During change, the person ought to be in a state and unwinding. It is setting up a gauge after calibration is finished. The machine utilizes this standard to close whether that character is pressured/anxious, over-taught, or at the current activity. It distinguishes the vibration recurrence of the figure. It may be determined per unit rate to determine heart development. This heart speed information is utilized in different circumstances, like in games and medical care. It tends to be engaged with our regular periods to control the pressure and tension levels which could help in better presence. It enlists a show by finding the tip of a thumb on it or interfacing the locator with a wrist. Beat detecting gadget has an initiation condition differing from 525 to 610, which should be adjusted. The NodeMCU routinely takes a heartbeat delivery and sends it to the host machine alongside a timestamp. The server has been finished in a carafe and utilized on a computerized sea bead working Ubuntu 16.04 LTS. The host is a Cup overlay on top of a Gunicorn WSGI Server with Nginx to oversee nonconcurrent applications and carry out limit changing powerfully. The server is based on the Serene Programming interface, MVC Regulator worldview.


      The system [20] tracks administering sick addresses, documentation, and analyses of drug prescriptions created by experts who have operated autonomously. Scholars may suggest ineffective examinations, and practitioners acquire commodities to exploit the cases. The sufferer is indifferent to these pharmaceutical articles, and physicians do not present comprehensive documentation. The prohibited movements or advantages made with the sick are unconcerned by the patient. The unusual procedures are active materials. Instruments process the history of the patient. The entire method of patient's approach diagnoses to curing or invoice fees through assurance associates. The proposal method refers the sick to another physician. The patient's pharmaceutical record is online, and the procedure is done over intelligent gadgets. However, various issues need are with these arrangements as a life assurance corporation may tie with some dispensaries and try to make gains from the sufferers. The pharmaceutical provides the medications of raw elements, and intermediates may avail the supply of the goods. The adversaries may check the patient's past statements. The achievement of the back end has the blockchain transfer method transpire. It has items that are linked collectively as an arrangement of connections. The system has two classes of links laborers or authenticating junctions, while others perform links. The miner's responsibility is to confirm the exact or false activity to replicate the database situation upon engagement or denial.


      The intelligent service-layered healthcare practice [17] is designed for tumor administration assistance. The assistance tier deals with various considerations emerging from using IoT/WSN technology to promote and maintain employment in proffering tumor concerns similar to the research, exposure, and remedy. Datacenter tier allows information to flow from the intelligent machines to the knowledge storehouse in the data hub. Clinical administrations are the method that interprets as perceived from the pharmaceutical patterns. It aids in concluding by producing practices along with associated indications offered. This tier also contains maintaining sick info from the records core via information visualization and store assistance. Growth concern is intercommunication with disease sufferers, surgery facilities, and management/medicine management, where active agents are employed. It also aids connections, knowledge, and data visualization by the cases and oncologists. It leverages the assistance tier to guarantee the procurement of suitable active assistance sufferers wants. The dispensary tier allows communication with different healthcare hubs/clinics to ensure the transfer of healthcare outcomes. The safety administration tier is highly fundamental to avoid any form of agreement.


      The structure [2] is based on an encrusted policy, and each tier implements a collection of particular functionalities. iSemantic layers are on the top of the heap. It includes ontology communications, control semantics, inquiry grammar, philosophy, argumentation devices, and liability. Ontologies are the system's spine that proves thoughts and connections of a given domain. It defines complicated limitations on the sorts of sources and their characteristics. Command communications allow the recording of judgment courses in a regulated system. It employs intellectualizing in an appropriate field. On the highest layers, there are reasoning and argumentation. The thought gives the technical behind obligatory for rationalizing and inferring. First-order philosophy and classification philo-


      sophy maintain the thinking method. It can make conclusions and obtain new penetrations based on the source's gratified trust in ontologies.

    


    
      4. PROPOSED WORK


      IoT [16, 17] is an assembly of intelligent sensors [1, 2] and actuators assembled to form an IoT device. The algorithms are employed to make the system make up a good decision. Artificial Intelligence algorithms make these systems make decisions. The previous work [14] employs devices that compute normal from abnormal heart rates. These devices are intelligent machines. An individual is capable of doing the act. They are also used to calculate the ECG of the personnel. This data set understands the behavior of the personnel. The data undergoes sensing and is passed to the devices using Bluetooth. The data segments into the healthy or unwell being. The processing is an amalgamation of transformation, conversion w.r.t format, and labeling of the sections. The Iforest technique used excludes the outliers from the data set. The suggestion improves the previous work by predicting the abnormality before in-hand.


      The detector embedded in the victims in the IoT-based wellness practice has very inadequate battering stores. The constant charging of these machines and portable accessories may exhaust the sufferers and need the assignation of the attendant, which influences user involvement. The IoT healthcare scheme presents well-organized intensive care and trailing that assist in increasing the supply administration of characters. Stockpile calculation manages the well-being info and gives source sharing abilities like adaptability, knowledge assistance combination with scalable data warehouse, lateral processing, and protection queries.


      The contribution maintains a hierarchical tree. Each suffering is considered a unique entity in the database. The current status of the patient is the source of the tree. Each node in the tree represents the next observed state. The state includes vital parameters measurement of the patient. The edges contain the medication and various tests performed on the sick. Each case shows its symptoms to the prescription given. This database is used to predict the next state. In Fig. (1), the current state is represented as R1. The tree has various states S1, S2, S3, S4, and S5. It) contains the edges E1, E2, E3, E4 and E5. The remedy's edges are analyzed, pairing the state with medication in the server (stockpile). Table 1 represents the same. In table 1, T1, T2, and T3 is the type of patient (analyzing the infections and allergies with their history). M1, M2, M3, M4, and M5 are the medication prescribed to the patient.S1, S2, and S3 are the states where the patient is currently admitted.
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Fig. (1))

      Represents the case study of the patient of a Type.

      
        Table 1 Represents the current state of the sick with the prescription to be provided.


        
          
            
              	Patient Type

              	S ate

              	Medication Prescribed
            

          

          
            
              	T1

              	S2

              	M1, M2
            


            
              	T2

              	S1

              	M3
            


            
              	T3

              	S3

              	M4, M5
            

          
        


      


      When a patient arrives, his history with allergies and diseases is collected. This subset of data is compared with the stored dataset. The method helps the doctors to analyze and prescribe medication for the sick for his betterment. The initial data (of the patient) is used to create another hierarchical tree. The outcomes are added to the main hierarchical tree as a case study (if it differs from the rest).

    


    
      5. ANALYSIS OF THE WORK


      The previous work [14] employs devices that compute normal from abnormal heart rates. These devices are intelligent machines. An individual is capable of doing the act. They are also used to calculate the ECG of the personnel. This data set understands the behavior of the personnel. The data undergoes sensing and is passed to the devices using Bluetooth. The data segments into the healthy or unwell being. The processing is an amalgamation of transformation, conversion w.r.t format, and labeling of the sections. The Iforest technique used excludes the outliers from the data set.


      The contribution maintains a hierarchical tree. Each suffering is considered a unique entity in the database. The current status of the patient is the root of the tree. Each node in the tree represents the next observed state. The state includes vital parameters measurement of the patient. The edges contain the medication and various tests performed on the sick. Each case shows its symptoms to the prescription given. When a patient arrives, his history of allergies and diseases is collected. This subset of data is compared with the stored dataset. The method helps the doctors to analyze and prescribe medication for the sick for his betterment. The initial data is used to create another hierarchical tree. The outcomes are added to the main hierarchical tree as a case study.


      The work is simulated using NS2. Table 2 contains the parameters used in the simulation.


      
        Table 2 Parameters used in the simulation.


        
          
            
              	Parameter

              	Description
            

          

          
            
              	Dimension considered

              	200m * 200m
            


            
              	Number of nodes considered

              (patient)

              	2
            


            
              	Number of cases stored in the

              database

              	100
            


            
              	Length of medication

              	10254 bits
            


            
              	Length of state description

              	144 bits
            


            
              	Number of vitals considered

              	5 (blood pressure, heart rate, age, temperature,

              breathing rate)
            


            
              	Simulation time

              	60ms
            

          
        


      


      
        5.1. Early Detection


        The doctors will have access to the previous states with the analysis report. The hierarchical tree structure will help the doctors to analyze the new patient situation and take appropriate medication. The work detects the problem 17.5% faster compared to previous work. The same is represented in Fig. (2).


        [image: ]
Fig. (2))

        comparison of suggestion with the prior work.
      

    


    
      CONCLUSION


      IoT devices are used as wearables to collect vital readings from the sick. These instruments help to analyze the patient's condition. They are into continuous monitoring, aiding the personnel by reducing their effort. The previous work employs devices that compute normal from abnormal heart rates. These devices are intelligent machines. An individual is capable of doing the act. They are also used to calculate the ECG of the personnel. This data set understands the behavior of the personnel. The data undergoes sensing and is passed to the devices using Bluetooth. The data segments into the healthy or unwell being. The processing is an amalgamation of transformation, conversion w.r.t format, and labeling of the sections. The Iforest technique used excludes the outliers from the data set.


      The suggestion maintains a hierarchical tree. Each suffering is considered a unique entity in the database. The current status of the patient is the root of the tree. Each node in the tree represents the next observed state. The stat includes vital parameters measurement of the patient. The edges contain the medication and various tests performed on the sick. Each case shows its symptoms to the prescription given. When a patient arrives, his history of allergies and diseases is collected. This subset of data is compared with the stored dataset. The method helps the doctors to analyze and prescribe medication for the sick for his betterment. The initial data is used to create another hierarchical tree. The outcomes are added to the main hierarchical tree as a case study. The work detects the sufferer's situation by 17.5% faster than previous work.
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      Abstract


      The patient's medical data is very valuable and sensitive. Hackers are always trying to steal or tamper with this patient's data. Cyber-criminals can misuse or sell this patient's data. Protecting medical data, and ensuring security and privacy of data is a statutory and ethical mandate for healthcare services providers. Implementation of blockchain technology enhances the security, confidentiality, and traceability of patient data. Secure sharing of patient data among all stakeholders of healthcare ecosystems ensures quality and high speed in services.


      Objective: This paper's objective is to review data security applications in the healthcare domain using blockchain technology and present the highlights from selected survey papers. The second objective is to implement data security using a web-based prototype based on blockchain technology.


      Method: This blockchain technology enables secure online sharing of data using open, distributed, denationalized, and immutable ledgers. Blockchain-based online transactions are taking place between sender and receiver directly. Blockchain-based transactions eliminate the need for third-party intermediate agents. Data. Authors applied blockchain technology for the implementation of oral health big data using a web portal.


      Results: The taxonomy of concepts applied in blockchain and EHR, Smart Contracts, and Healthcare 4.0 systems in healthcare from the literature are mapped. To identify research gaps, a comparative study of curated survey papers is conducted with specific variables. The results of web portal implementation are discussed.


      Conclusion: At the out, the authors tried to provide a holistic view of blockchain applications and presented insight into systems design by discussing algorithms, techniques and methods applied. Authors conclude that intelligent systems integrated blockchain systems are going to play a vital role in the healthcare industry and enhance the quality and efficiency of services.
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      1. INTRODUCTION


      Healthcare 4.0 revolution is a derived version for the healthcare industry from Industry 4.0 revolution. Healthcare 4.0 services are implemented by integrating disruptive technologies such as AI, blockchain, Internet of Things (IoT), 5G and data science into existing healthcare systems. The Healthcare 4.0 standards enforce patient-oriented healthcare services to the doorsteps of the patients. The healthcare domain generates a large size of medical data on daily basis. This medical data is generated because of operations such as patient registration, diagnosis, tests carried out, interventions, progress recording, billing and health insurance etc. The healthcare data of patients are very sensitive, and valuable and should be protected by law by the healthcare service providers. The author's study revealed that millions of patients' records are stolen, tampered and sold for commercial purposes. So providing fool-proof security, and the privacy of this data is essential. These findings related to critical security issues motivated the authors to explore high-security solutions for healthcare data. Authored proposed Blockchain technology for the healthcare domain. Blockchain is an emerging technology that combines cryptography, immutability, decentralization and data control replication to prevent participants in a distributed system from misbehaving with defined protocols. Blockchain implements standard cryptographic algorithms to permit everyone to carry out trusted transactions. Blockchain technology provides open distributed shared ledger records of P2P transactions which cannot be tampered with. The authors reviewed the blockchain solutions in the health sector and carried out a comparative analysis of the many solutions proposed.


      
        

        1.1. Motivation - National and International Issues


        In the recent five years, data breaches in the healthcare domain have been growing in number and rate across the globe. The frequent data theft and breaking of the rules in the healthcare domain are exposing highly sensitive and personally identifiable data such as names, addresses, social security numbers, health insurance information, Medicaid identification numbers, and patients' medical data histories. U.S. Department of Health and Human Services (HHS) reported a minimum of 477 healthcare data breaches in the year 2017 alone, impacting more than 5 million patients' data. These medical data breaches in the healthcare industry also continued in the year 2018. Breach Barometer 2019 report revealed that over fifteen million patient records were breached in 2018 alone. Around 80 million people had a considerable impact because of these major data breaches. The lack of a central controlling authority and an established set of rules, as well as a reluctance to divulge data, are all contributing factors to the fall in online sharing of healthcare data. The majority of healthcare service providers in developing countries do not want to share and disclose patient healthcare data. There are no well-established regulations on the exchange of healthcare data in developing countries. The media reported hacking and phishing attacks on sensitive patient data showing the vulnerability of this valuable data. The lack of information about distributed ledger technology and its application in the healthcare industry is a key impediment to the expansion of blockchain technology. The healthcare domain is afraid of the high cost of implementing blockchain technology vs the benefits.

      


      
        

        1.2. Futuristic Solutions of Blockchain Solutions for Healthcare Industry


        The transparency, immutability and open distributed ledger features are provided in blockchain as a service (BaaS) for driving the growth of this market. The potential applications of blockchain technology in healthcare are sharing of medical data across the hospitals, reducing the risk of counterfeit drugs, integrity in the drug supply chain, clinical data exchange, clinical trials, interoperability, claims adjudication, management of billing, cybersecurity and IoMT. The end-users of data security products are pharmaceutical companies, healthcare product companies, health insurance and healthcare service providers etc. Blockchain technology implementation would lead to increased efficiency in data management and user empowerment, with interoperability resulting in streamlined operations, allowing users to retain ownership over the data they generate.

      


      
        1.3. Market-size for Blockchain Solutions in the Healthcare Industry


        Healthcare expenditure has increased from US$ 7.1 trillion to US$ 8.7 trillion during the period 2015 to 2020. The US healthcare market size was $3.55 trillion in 2017, and it is estimated to increase up to US$ 5.5 trillion by 2025. The number of people above 65 years of age is estimated to double by the year 2050. By the year 2022, the market size for blockchain-based solutions is estimated to exceed US$ 500 million. By 2022, the Indian healthcare market is anticipated to be worth $372 billion. The worldwide healthcare blockchain market is expected to grow at a 72.8 percent CAGR from USD 53.9 million in 2018 to USD 829.0 million in 2023.

      


      
        1.4. Taxonomy and Acronyms


        
          Table 1 Presents the table of all acronyms referred to in this paper.


          
            
              
                	Acronym

                	Description

                	Acronymm

                	Description
              

            

            
              
                	AI

                	Artificial Intelligence

                	HaBiTs

                	Blockchain-based secure and flawless inter-
              


              
                	BaaS

                	Blockchain as a Service

                	HHS

                	Health and Human Services
              


              
                	BCT

                	Blockchain Technology

                	HIS

                	Health Information System
              


              
                	BFSI

                	Banking Financial Service

                	ICT

                	Information and Communication Technology
              


              
                	BRVM

                	Blockchain-based Routing Verification Model

                	IT

                	Information Technology
              


              
                	CIA

                	Confidentially, Integrity, Availability

                	IoT

                	Internet of Things
              


              
                	CMN

                	Certificate of Medical Necessity

                	IoMT

                	Internet of Medical Things
              


              
                	DLT

                	Distributed Ledger Technology

                	LHO

                	Local Health Organization
              


              
                	ECC

                	Ellipse Curve Cryptography

                	ONC

                	Office of the National Coordinator for Health
              


              
                	EHR

                	Electronic Health Records

                	PCOR

                	Patient-Centred Outcomes Research
              


              
                	EPPI

                	Enterprise Primary Patient

                Index

                	PDMP

                	Prescription Drug Monitoring Technology
              


              
                	FHIR

                	Fast the healthcare

                	PHR

                	Physical Health Record
              


              
                	FMD

                	Falsified Medicines Directive

                	PoW

                	Proof of Work
              


              
                	

                	

                	RAN

                	Radio Access Networks
              

            
          


        

      


      
        

        1.5. Author's Research Contribution


        1. Papers from high-quality publications such as IEEE, Elsevier, Science Direct, and Springer were curated by the authors. Ninety articles on the blockchain, AI, and IoMT principles and implementations were reviewed. This research looked at a variety of technologies, concepts, and algorithms used in healthcare systems around the world. Fig. (1) shows a pie chart of these articles, which have been further grouped by technology.


        [image: ]
Fig. (1))

        A pie chart of articles reviewed.

        2. A list of acronyms is shown in Table 1.


        3. The taxonomy of concepts applied in blockchain and EHR, Smart Contracts, and Healthcare 4.0 systems in healthcare from the literature are mapped and shown in Fig. (2).


        4. Difficulties in carrying out research and technological future directions are highlighted.


        5. To identify research gaps, a comparative study of curated survey papers is conducted with specific variables such as architecture, open concerns and difficulties, applications, taxonomy, and security, as illustrated in Table 3.

      

    


    
      

      2. Background and Related Work


      
        

        2.1. Overview of Blockchain Technology in the Healthcare Industry


        Today almost all the stakeholders are managing the medical data in electronic format. The main issue is assuring secure online data exchange via a distributed, decentralized, and immutable ledger based on blockchain technology. The pharmaceutical business uses blockchain technology to control the quality of drugs in the supply system. A huge proportion of medicine undergoes theft or replacement with counterfeit drugs in the supply chain. Blockchain systems can trace medicine circulation and detect pharmaceutical supply chain abuse or contamination. Decentralized medical registries can assist clinicians in keeping up-to-date information on new drugs and treatments that are being developed to address a variety of illnesses. The goal of blockchain technology is to build a trustworthy community to address issues like security, scalability, mutual trust, and collaboration. Blockchain consensus methods provide a way for data exchange dependability and security. The timestamps of transactions in blockchain network nodes provide additional security by preventing data piracy.


        Only authorized people can access or change data by obtaining permission and consensus from all sources. These security features make blockchain technology suitable for healthcare industry applications. Blockchain eliminates the need for centralized control to manage peer-to-peer transactions in interconnected networks. Secure sharing of data across the healthcare ecosystem enables patients to avail themselves of healthcare services from different service providers. Blockchain systems leverage doctors to access the patient's historical data to carry out precise diagnoses and plan for better interventions. The various limitations of blockchain models are lack of interoperability and integration with legacy systems, high cost of implementation, technology adoption barrier, regulatory compliance, and scaling of applications.

      


      
        

        2.2. The Factors Driving The Growth of Blockchain in the Healthcare Industry


        The public health department, patients, hospitals, doctors, specialists, general practitioners, private medical clinics, diagnostic clinics and community clinics are the stakeholders in the healthcare ecosystem. All these stakeholders need to use and share medical data. Unfortunately, this patient medical data is not in digital form and is not readily portable to share across the IT systems. Healthcare service providers do not want to share patient data online when a patient moves from one city or country to another. lack of competent technical manpower and the high cost of procuring blockchain-based solutions may limit their adoption by small and medium-size healthcare service providers. Emerging government healthcare data policies may also enforce healthcare service providers to implement data security and online exchange data solutions. The falsified Medicines Directive (FMD) has been enforced in European Union since February 2019. These directives enforce the implementation of security features by the hospitals, pharmacy companies and all the stakeholders of the healthcare ecosystem. The lack of understanding and awareness of unreliable and insecure IT systems is one of the most significant concerns facing the healthcare industry. Most of the blockchain implementations are in the banking, financial services and insurance (BFSI) sector.

      


      
        

        2.3. Related Work


        Researchers have surveyed the literature on the blockchain, healthcare, and IoMT from high-quality scientific journals such as IEEE, Elsevier, Science Direct, and Springer. This survey uncovered many technologies, models, and algorithms used in healthcare systems around the world. In this section, the authors have offered some highlights from these curated papers for discussion.


        
          

          2.3.1. Electronic Health Records Sharing


          A multi-layered e-Health system architecture was proposed. This architecture integrates the organization by interfacing patient-driven services, blockchain and IoT [1]. This architecture allows patients to be served by local health organizations (LHO) or directly by health organizations based on a pre-determined commercial agreement within the healthcare organization, entity-to- entity interaction would also be carried out. Patient-centric IoMT systems and blockchains are easily integrated with sensors, actuators, wearables, and cloud-based services [2]. The patient signs a smart contract to permit EHR sharing between healthcare institutions, even if no previous business relationship exists. The blockchain layer stores all permission rules, patient public keys, and EHR access audit data permanently [3]. Many businesses can handle the intelligent binding of a patient's public key to their private Enterprise Primary Patient Index (EMPI) on their own, ensuring patients complete control over their EHR data [4]. Table 2 shows the summary of highlights from the EHR access.


          
            Table 2 Summary of highlights from the EHR access.


            
              
                
                  	Ref.

                  	Methods

                  	Results

                  	Applications

                  	Advantages
                

              

              
                
                  	1

                  	Bitcoin

                  	Value transfer ledger like bitcoin has the potential to scale out without sacrificing security and decentralization

                  	Off-chain data storage

                  	Value transfer with instant sharing
                


                
                  	2

                  	Ethereum and swarm

                  	The proposed data marketplace is implemented as a smart contract on the Ethereum blockchain and swarm is used as the distributed storage platform.

                  	Preserves access and transfers data across the entire transaction ecosystem

                  	Blockchain is accelerating the maturity of IoT and other data exchanges by reducing the barriers to accessing data
                


                
                  	3

                  	Blockchain

                  	PHR disseminated model is proposed to answer the inactivity issues

                  	Blockchain technology provides a distributed approach to grant authentication in accessing the medical data of a patient

                  	Security in accessing medical records
                


                
                  	4

                  	Bitcoin

                  	Provided a blockchain-based EMR executive’s framework

                  	Off-chain data storage

                  	A secure and reliable platform for data-sharing applications in the financial sector
                


                
                  	5

                  	Multi-chain

                  	A blockchain router enables different blockchains in the network to communicate with each other

                  	Empowers blockchains to connect and communicate across the blockchains.

                  	The communication protocol analyses and shares data based on communication requests by dynamically maintaining a topology of the blockchain
                


                
                  	6

                  	Blockchain

                  	The proposed framework ensures the security and trustworthiness of patient data in the health care system

                  	The distributed approach provides security in accessing the medical data of a patient

                  	Ensures the security and trustworthiness of the healthcare system
                

              
            


          

        


        
          

          2.3.2. EHR Claim and Billing Assessment


          The Healthcare insurance business should identify fraudulent bills efficiently. This is the most important step in preventing financial losses to the healthcare insurance business [5]. Increased costs for original healthcare services, consumption of healthcare services that are not needed for the patient's medical conditions, and misrepresentation of uncovered healthcare services are all considered fraudulent claims [6]. At present the brokers will review and assess claim information, it does not facilitate effective communication between bill settlements and the parties [7]. IoT-based healthcare solutions may be able to help us to avoid the majority of these frauds by automating necessary workflows and allowing parties to share a single copy of transaction and contract information to assure fraud-free claim and payment processes [8].

        


        
          

          2.3.3. Clinical Research


          To conceal the patient identifying information and make it more anonymous, clinical investigations require considerable de-identified patient data. The de-identified patient data consolidation process is very time-consuming, and costly [6]. The availability of analyzable features of huge patient datasets is the main barrier to achieving the accuracy of clinical trial results. Anonymization of these massive patient databases is required followed by a meta-analysis. The majority of patients should be willing to volunteer their EHR for clinical analysis and research [7]. These patient data sets should be protected with high security. Ensuring high security and greater transparency is possible by implementing blockchain-based solutions. The patients can use the IoMT systems to publicly modify and privately store their EHR data using an integrated hybrid blockchain structure.


          Hybrid key cryptography can be used to provide security of clinical information, research and clinical trials [8]. Patients using IoMT systems can readily access and check their electronic health records. These patients have the right to grant or revoke access to their EHR data to the community of healthcare professionals. This facility offers healthcare organizations exceptional help in accessing a DLT from a big EHR repository with accurate and comprehensive clinical data [9].

        


        
          

          2.3.4. Drug Supply Chain Management


          A significant number of people are harmed or died each year as a result of the use of counterfeit drugs. Counterfeit medications, on the other hand, cause considerable financial losses to pharmaceutical businesses. The supply-chain procedure from the manufacturing plant to the patients includes transportation, handling, storage, redistribution, and sale [10]. To make each stage visible and to eliminate any errors or intentional misconduct. IoT-based blockchain architecture can replace traditional supply chain management systems. The supply chain records for a medicine can be easily entered into blockchain-DLT, which is permanent, unchangeable, and decentralized by nature. As a result, fraudulent acts' vulnerability may be controlled [11].

        


        
          

          2.3.5. EMR Application That Meets ONC Prerequisites


          Blockchain technology is used by crypto-currency systems like Bitcoin to manage all transactions in the ecosystem. Miners are the critical components of the system who, in exchange for a fee, help to ensure the blockchain's integrity. Some more crypto-currency systems (such as Bitcoin) are built so that the mining cost decreases over time until it reaches zero [12]. To urge the miners to continue working, the authors offered an alternative reward strategy, such as monetary incentives. The case studies have revealed that blockchain has immense potential in socio-technical systems. Blockchain is still a novel technology and has demonstrated its dynamic and innovative features [13]. Closed blockchains can be successfully implemented within organizations. The full potential of blockchain can be realized only in a borderless context, similar to that of the internet. The maximum utilization of the blockchain can be realized by building inter-organizational applications spanning across the world [14]. The robust security layer of blockchain complements the existing trusted protocols at the application layer. These security layers add resilience behaviour to the operational semantics of aggregate programs.


          The authors proposed the applications of bitcoin crypto-currency to IoMT systems for ensuring security and privacy. Blockchain is an expensive technology that requires high bandwidth and has overhead delays, so it is not directly suitable for IoMT applications [15]. This paper proposed the application of a lightweight blockchain layer in IoMT systems for ensuring security and privacy. IoMT devices use a private immutable register that acts similar to a blockchain [16]. The high-resource powered devices create a network to implement a publicly accessible distributed blockchain. The authors presented a smart home case study. The qualitative evaluation of this lightweight blockchain architecture is threatened by the common threat of privacy and security [17]. This article examines the key security lessons learned from the Bitcoin system to inspire improved designs and next-generation safe blockchain technology. To identify senior people who are more prone to fall, the authors presented a blockchain-based fall prediction model that uses smart contracts and the Fast Healthcare Interoperability Resources (FHIR) standard [18]. The development of secure ways for storing log files is critical for cybersecurity. A hacker's initial move is to break into a machine and modify the log files to erase evidence of their presence. The author's major goal was to use a blockchain-based approach to increase the security of these log data files [19]. This study described a solution for helping enterprises to preserve each other's sensitive log data, even if some of it has been compromised. The confidentiality of the data between the working parties is made easier with this solution. The authors propose to use a blockchain-based decentralized application to address the edge devices in the IoT network. The resource owners can join the ecosystem and lend the resources on demand [20]. IoT devices can offload some edge computing load into the supplier owner's contract as and when required. When data is constant and hasn't been altered over its life cycle, it's said to be having data integrity. Customers should be able to inspect the data quality before purchasing it, which is another important condition. In a data market, however, data quality must be proved even if the buyer does not have access to the data [21]. The data seller should not be able to see the buyer's criteria, as this could reveal business strategies in some cases. This functionality allows data sellers to create fake data after the buyer's inclinations are identified. This security precaution is provided by blockchain technology [22]. Benchmarking is a widely used tool for comparing industrial systems. The development of blockchain technologies necessitates the creation of reliable benchmarks. The benchmark definitions for blockchain, on the other hand, are still in their infancy. Researchers have highlighted the worries about the vulnerabilities of IoT systems [23]. Existing cryptography applications and security algorithms are incompatible with the inherent principles of energy efficiency and low computational power accessible for embedded devices. This paradox creates a more difficult environment for the IoT and its community [24]. The aggregate programming approach is used to overcome this confusing and difficult problem. This method uses a global aggregate program to express the behaviour and coordination logic of a group of networked devices. On each device, this program is analyzed against a local context that includes ambient data as well as data shared by surrounding devices [25]. The authors wanted to add relevant techniques to aggregate programming interpreters to improve their inherent robustness. This research proposed a logical design for aggregating programming interpreter back-ends that are using blockchain technologies [26]. This architecture mitigates the bad effects of malicious behaviour that causes a device to behave inconsistently in the eyes of its neighbours. The authors provided a verifiable mechanism for increasing the level of stakeholder trust to improve the logistics process [27]. Blockchain technology has outperformed traditional payment solutions in the financial sector. Blockchain offers transformational potential for both the public and private sectors. The integration of blockchain technology and the emerging economy opened up public blockchains with challenges and opportunities.


          The public sector is lagging behind other sectors in both research and exploration of this technology [28]. The pilot case studies revealed that this technology has a lot of scope for reforms and even significant transformation. The Proof of Work (PoW) method proposed in Bitcoin is the first clean and viable mechanism for achieving distributed consensus in a globally unstable environment [29]. Various alternative consensus mechanisms for generic blocks have been proposed as a result of PoW's high energy cost. These algorithms try to utilize as little energy as possible to reach a consensus. Authors have suggested a consensus model and investigated four blockchain consensus algorithms: Proof of Work, Proof of Stake, Proof of Space, and Proof of Elapsed Time [30]. In today's blockchain systems, such as Ethereum, cross-chain communication is one of the most important architectural issues. At the moment, blockchains operate as islands, cut off from the rest of the world, unable to access external data or carry out transactions on their own [31]. The Multichain framework focuses on cross-chain communication. The authors introduced the concept of a blockchain router, which connects and communicates between blockchains. The blockchain router establishes an economic paradigm by allowing multiple blockchains in the network to connect in the same way that the internet network does [32]. Some blockchains act as routers in a blockchain network for analyzing and transmitting communication requests by dynamically maintaining the topology structure of the blockchain networks. Many research groups are interested in leveraging blockchains to ensure data privacy in IoT systems without requiring a centralized data access architecture [33].


          To provide a decentralized access paradigm for IoT data a network design was proposed called modular consortium architecture for IoT and blockchains [34, 35]. An architecture that uses a blockchain software stack and peer-to-peer data storage methods to allow IoT interactions was proposed. This architecture is designed with privacy in mind and is extensible to a variety of IoT use cases. Practicality and implementation difficulties are evaluated in the architecture [36]. The authors examined the performance of two major blockchain development platforms such as Ethereum and Monax. In blockchain systems, PoW is a well-known protocol for handling double-spending difficulties [37]. An attacker can execute a double-spending attack, also known as a 51 per cent assault if he or she obtains access to a calculation of hash power that is greater than half of the total hash power. The cost of launching a 51 per cent attack is very inexpensive if hash power is sufficient. As a result, many PoW blockchains are at risk. The authors proposed a solution to the 51 per cent attack problem that integrates the history of weighted information from miners with overall calculation difficulty [38]. IoT systems are interconnecting hundreds of billions of gadgets to the Internet.


          These smart devices generate a large amount of payload over time. There is currently no platform capable of adequately transferring and harnessing the value of large amounts of IoT data. Blockchain allows data from smart devices to be used to create economic value at a minimal cost of transmission [39]. A blockchain is included in a new IoT server platform, which is used to store sensor data. Mobius is a server platform for the Internet of Things (IoT). Mobius authenticates IoT devices that adhere to a single M2M standard, gets real-time sensor data, and maintains data in a MySQL server. MySQL's Mobius architecture has many security flaws and risks, many of which have yet to be addressed [40]. Authors proposed a blockchain as a data storage method by establishing a blockchain as a database instead of a general/conventional server such as a MySQL server [41].


          Blockchain has been considered one of the most promising crowd-sourcing technologies. Decentralization and accountability are two fascinating new aspects that crowd-sourcing demands. Unfortunately, when using blockchain in crowd-sourcing, most present efforts rarely address some of the intrinsic constraints of the technology [42]. For crowd-sourcing systems, these constraints are becoming performance bottlenecks. The goal of this study is to offer a novel hybrid blockchain crowd-sourcing platform that achieves decentralization while maintaining anonymity. To enable safe communication between requester and employees, this platform includes a hybrid blockchain structure, two registers, and two consensus algorithms [43]. In addition to the smart contract, the zero-knowledge proof is utilized to ensure that actions are completed automatically and that users' privacy is protected. By comparing the consensus algorithm used on this platform to the state of the art, the authors were able to confirm its usefulness. Currently, available blockchain systems store transactions in an appended and unchangeable manner without indexing, resulting in limited and useless searches [44]. There is no privacy support for query processing. These difficulties are solved in the new system, which allows auditors to enforce regulatory compliance while also allowing for faster, more scalable, and richer blockchain query processing across Hadoop and concurrent Ethereum clients. This new method additionally protects auditors' identities, questions, and findings by utilizing encryption technology on semi-trusted servers [45].


          This research presents a blockchain-based routing verification model (BRVM) to handle the promise-violating problem, which occurs when one bogus node or a group of malicious nodes colludes to break the shortest AS Path policy. The fundamental goal of BRVM is to integrate the concept of route proofing into the software development process. Routing verification on the blockchain will be carried out when all of the checks have been completed if all the nodes are trustworthy which can identify a promise-breaking attack. If some verification nodes collude, the condition is complete. The ratio of colluding nodes is lower, which makes it easier to identify this assault [46]. This system has the potential to increase trust in clinical research, which has its credibility shattered in recent years. Blockchain technology can be viewed as a foundation for better clinical research methods as well as a move toward greater transparency to build confidence across research communities and patient communities [47]. The authors proposed a blockchain-based access-control manager for health records. This manager helps to address the industry interoperability challenges identified in the Office of the ONC Shared Nationwide Interoperability road-map. Any infrastructure supporting Patient-Centered Outcomes Research (PCOR) and the Precision Medicine Initiative must have interoperability (PMI).


          A national health IT infrastructure built on the blockchain can increase precision medicine, advance medical research, and encourage patients to take more responsibility for their health [48]. There is no current research that explains the interoperability of blockchain with 5G. The 5G communication standards are still being worked out, and new protocols are being developed every day in the blockchain. To make the promise of Industry 4.0, autonomous automobiles, and secure IoT-based wireless personal communications a reality, this open technology must comply with 5G [49]. The main goal of this project is to provide an overview and exploration of blockchain technology for healthcare-related applications. This article also explores the potential requirements and problems for developing blockchain-based healthcare systems [50]. The main propose is a blockchain-based access control architecture in this paper that protects patients' privacy. Instead of storing the original data, it stores the hash of the patient's healthcare data. To boost its efficiency in the healthcare arena, the authors change the general blockchain design [51].


          In recent years, the financial/banking disciplines have given blockchain technology a lot of thought. Blockchain technology has attracted a lot of attention because it allows you to record all financial transactions in a secure and verifiable decentralized (peer-to-peer) manner, without the need for a third party to process them. Transactions are then combined into blocks, each of which has a time-stamp and is linked to its predecessor data that can't be modified after it's been recorded, and the history of transactions is combined into a chain structure, with no extra branches of alternate transactions sprouting or wedging into the middle [52]. This paper proposed a new paradigm for a healthcare information system that promotes users' privacy. Users are recognized as the owners of their data and have complete control over it. They can employ various security protocols, such as exchanging data with specific clinics or institutes, and they can contribute anonymously to certain statistics. Using public-key cryptography, the blockchain produces an immutable, append-only, timestamped chain of contents. This system has a public main chain and a private side chain. Depending on the type of node (trusted or untrusted), each node has a copy of the main chain, or both blockchains [53]. The patient can control the access to their data using an effective access control system. The patient data is encrypted using an asymmetric encryption method based on the information's characteristics, such as fragmentation, shortness, and bulk. Only those who have a decryption key can access the data and read it [54]. The Internet of Drones is referred to as a “layered network control architecture.” It is primarily intended to coordinate access to Unmanned Aerial Vehicles (UAVs) (also known as drones) to regulate airspace and assist with various navigation activities. Recent projections imply that there will be a $100 billion market opportunity based on drones in the next years due to an increase in commercial drone applications [55].


          The scope of communication between remote devices connected to the internet for data and access transfer has drastically raised due to ongoing improvements in the field of the Internet of Things (IoT). IoT has developed and going to improve practically every business on the planet, from education to supply chain management. IoT has also performed admirably in the healthcare industry, facilitating diagnostic procedures, distribution of medicine to remote places and efficiently monitoring patient activities [56]. In many circumstances, data leaking can be life-threatening and pose major safety threats to many innocent people. There have been numerous instances of medical report leaks in India [57]. Blockchain technology enables the network slice provider to securely generate end-to-end network slices by combining resources from various 5G network stakeholders. When a slice provider receives a request to build an end-to-end slice, it publishes a request for resources for each sub-slice that makes up the end-to-end slice on the Blockchain. The slice supplier chooses the best offer in terms of cost and capability to match the specified performance after getting the various offers for each sub-slice [58]. The uses of blockchain technology in healthcare are presented in this study. The authors presented the implementation of blockchain in healthcare applications, its benefits and drawbacks [59]. The patient data include significant personal information and are the property of the patient, they should be owned and governed by the patient. Currently, the majority of such patient datasets are managed and controlled by various healthcare service providers, in centralized data storage. This type of storage poses security and sharing difficulties. Personal healthcare information is a useful resource for medical research and commercial purposes. The authors presented a conceptual approach for sharing personal continuous dynamic health data using blockchain technology and cloud storage to share health-related data securely and transparently [60]. Today's information systems and decision-making demand extremely quick, safe, and simple data analysis tools. It's also necessary to keep the data analysis efficient and accurate. Machine learning and blockchain techniques have been applied for data analysis and security in a variety of disciplines, ranging from medicine to education, and energy applications. This study uses machine learning, blockchain, query strategies, and security procedures. Blockchain technology is used to tackle security challenges with highly protected data [61].


          The next major application area for blockchain technology is healthcare information systems. Simple expansions of existing digital crypto-currency systems like Bitcoin and Ethereum are directly suitable for solving the issues that healthcare systems. In this work, the Authors proposed an architecture for a blockchain-based healthcare information system in which block validation is accomplished by a pool of witnesses executing collective signatures triggered by a designated leader [62]. The article mainly discusses the various types of blockchains and their backbones, as well as current blockchain applications in the healthcare sector.


          The authors discussed the security and privacy issues that exist, as well as the benefits and cons connected to these blockchain models [63]. In the study of various types of risks and attacks, one can conclude how effective the system design is at ensuring security and privacy when compared to the bitcoin network. The authors proposed an architecture that addresses the threats that have been identified. As the number of blocks increases, the experimental results show that the proposed architecture generates 11 times less network traffic than the bitcoin network. The ledger updates are 1.13 times faster than the industry standard. When the number of nodes is increased, the architecture exhibits a 67 per cent increase in ledger update speed and a tenfold reduction in network traffic [64]. In recent years, a good number of domains are implementing blockchain technology into operations, demonstrating its versatility. The financial services industry has received the majority of the attention thus far. Several projects in service-related fields such as healthcare have started using blockchain technologies. This paper illustrated the examples of blockchain-based public healthcare management systems. In the United States, user-centred medical research and drug counterfeiting are two issues that need to be addressed. This research tried to show what is feasible in the pharmaceutical industry [65]. This article focuses on the patient-driven model for medical record maintenance using blockchain technology, where smart contracts can be added in the future, increasing the data exchange potential.


          Finding its vast reach, hope that more studies will be conducted and actual applications will be deployed [66]. This study presents a secure and efficient data access mechanism for patients and doctors in a healthcare system based on blockchain technology. The proposed technology is also capable of protecting patients' privacy. This security study revealed that it can withstand well-known attacks while retaining system integrity. The authors used Ethereum-based implementation to test the practicality of the proposed system [67]. This work is extended by presenting implementation details for blockchain applications in health data systems, outlining security, privacy, and performance trade-offs, and identifying a set of research issues related to the use of blockchain technology in health data systems [68]. The goal of the proposed framework is to first integrate blockchain technology for EHR and then to provide safe storage of electronic data for users by defining granular access controls. This framework addresses the scalability issues that blockchain technology has in general by utilizing off-chain record storage. This framework gives the EHR system the advantages of a blockchain-based solution that is scalable, secure, and integrated [69].


          A proposed e-Prescription system based on blockchain technology is identified in this study. To achieve such objectives, the system applies crypto-currency ideas to a computerized prescription process. As a prospective Prescription Drug Monitoring Technology, this e-Prescription system can be used to tackle the nationwide issue (PDMP). The results derived from proof-of-concept have provided significant promise, despite not being a completely tested system. These concepts can be used to build a blockchain-based system in healthcare applications [70]. Researchers studied blockchain technology applications for health data handling from the perspectives of regulatory frameworks, patient rights, cybersecurity, and provider-centric perspectives. This is necessary if this emerging technology is to be considered for large-scale application [71]. As blockchain research advances, the technology is being used to construct a variety of information systems. There are numerous chances to investigate the usage of blockchain technology in constructing IT systems. The current state of blockchain research in terms of technology and implementation is summarized in this paper [72].

        


        
          

          2.3.6. Comparative Study Features From Curated Survey Papers


          Authors selected a set of survey papers from the literature and compared the various features such as 1. Architecture, 2. Open concerns and difficulties, 3. Applications, 4. Taxonomy, 5. Security Issues and 6. Future Trends are covered in these papers to identify the research gaps from these papers. Table 3 shows the comparative study of curated survey papers conducted.


          
            Table 3 Comparative study of curated survey papers is conducted with specific variables.


            
              
                
                  	Authors

                  	Year

                  	Study Objectives

                  	Advantages

                  	Disadvantages

                  	1

                  	2

                  	3

                  	4

                  	5

                  	6
                

              

              
                
                  	Harald Gjermundrod

                  	2015

                  	Miners can be compensated in a variety of ways for Coin-base transactions

                  	A full overview of each scheme is provided, as well as the expected reaction from the bitcoin community

                  	The policies that are defined for recirculating coins are not deployed in local test-bed

                  	Y

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                


                
                  	Suruchi Mann

                  	2018

                  	Studied several key applications of blockchain for the mining industry

                  	Provides use-cases and applications of blockchain technology for the mining industry

                  	Blockchain adoption was hampered by a lack of legal rules, restricted IT infrastructure and system performance capabilities

                  	Y

                  	Y

                  	Y

                  	N

                  	N

                  	Y
                


                
                  	Arild Jansen

                  	2018

                  	An analytical approach for a better understanding of the potential benefits and existing constraints of implementing blockchain technology in the public sector

                  	The importance of open, sharing, and developing socio-technical platforms that characterize information infrastructures was highlighted

                  	Government authorities are not yet prepared to explore the blockchain's potential

                  	Y

                  	Y

                  	N

                  	N

                  	N

                  	Y
                


                
                  	Danilo Panini

                  	2018

                  	Blockchain can provide security against threats by enforcing behaviours that are compatible with operational semantics without any influence on application logic

                  	Architecture for a blockchain-based system to safeguard aggregate programs from Byzantine behaviour in a transparent way

                  	A prototype for back-end implementation with current or adhoc blockchain and its expansions was not discussed

                  	N

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                


                
                  	Jordi Herrera-Joancomartí

                  	2017

                  	To analyse the current state of blockchain technology and its potential for developing decentralized, self-verifiable apps with an emphasis on their trustworthiness

                  	Proposed a secure logistics management system based on Ethereum smart contracts

                  	Did not implement a secure proposal for logistics management based on Ethereum smart contracts

                  	N

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                


                
                  	Pankaj Mendki

                  	2019

                  	The implementation of the experimental system at the edge devices using the cases of video analytics

                  	Edge and fog computing are emerging as complementary architectures to central cloud processing, with the ability to offload the ever-increasing scalability demands

                  	Verification of the findings without executing the operation is one of the primary hurdles for this method

                  	Y

                  	Y

                  	N

                  	Y

                  	N

                  	Y
                


                
                  	Sebastian Lawrenz

                  	2019

                  	Examine how blockchain and disruptive technologies could be used to create a worldwide data marketplace

                  	The primary use-case offered for a data marketplace was Recycling 4.0

                  	To overcome the challenges in blockchain with new updated strategies

                  	Y

                  	Y

                  	Y

                  	N

                  	N

                  	Y
                


                
                  	Adrià Rodríguez-Pérez

                  	2019

                  	A proof of concept using Ethereum blockchain smart contracts that registers the addresses of many polling stations and the tally sheets they send at the end of the election

                  	The various design options for a blockchain-based results aggregation system, as well as a breakdown of the results achieved during the implementation of a proof-of-concept based on Ethereum smart contracts

                  	Security features are not evaluated

                  	Y

                  	Y

                  	Y

                  	Y

                  	Y

                  	Y
                


                
                  	Massimo Bartoletti

                  	2018

                  	By rigorously analysing a collection of documents, this article solves these difficulties. 120 blockchain-enabled social good projects allow for both subjective and objective components

                  	This paper provides a snapshot of factual information regarding social good projects. This data reflects a representative sample of how blockchain technology is being used for social good

                  	The least knowledge of how blockchain technologies can enable social innovation will take many more years

                  	Y

                  	Y

                  	Y

                  	N

                  	N

                  	Y
                


                
                  	David Billard

                  	2018

                  	Intends to contribute to the process of enforcing the law by informing judges and clients about the level of trust they have in digital evidence

                  	Enable forensic investigators and courts to have a higher level of confidence in e-evidence.

                  	Tighter tweaking of a semi-automatic method based on blockchain protocol for constructing the GDT and a highly precise confidence rating by incorporating error rating probabilities and relevance is required

                  	Y

                  	Y

                  	Y

                  	Y

                  	Y

                  	Y
                


                
                  	Phan The Duy

                  	2018

                  	To carry out a complete survey on the adoption of blockchain technology by analysing its impact, as well as the potential and problems that it presents when used in real-world scenarios

                  	Ability to completely transform internet trust, security, and our connection with our data

                  	An exercise for legislators to make the necessary adjustments for an efficient and equitable legal framework is to be covered

                  	N

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                


                
                  	Ghassan O. Karame

                  	2016

                  	Examine Bitcoin and its underlying blockchain's security protections for successfully capturing newly known attacks and threats in the system

                  	These methods do not match with security norms and decrease the capability of the network to identify double-spending attacks to avoid blockchain forks and resolve them

                  	Bitcoin's current the undertaking is not decentralized

                  	Y

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                


                
                  	Ali Dorri

                  	2017

                  	To speed up block validation processing the proposed architecture uses distributed trust.

                  	Developed an optimized blockchain that retains the security and privacy benefits of the original blockchain and removes overhead

                  	Simulation is used to describe the results which showed that this approach has a low packet and processing overhead

                  	N

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                


                
                  	Tharuka Rupasinghe

                  	2019

                  	Presents a blockchain-based fall prediction algorithm that uses smart contracts. Uses FHIR to detect senior adults who are more likely to fall

                  	A private blockchain will be used to save patient data, while a consortium blockchain will be used to manage safe indexes for the data stored in the private blockchain

                  	Contradictory and inconsistent viewpoints on risk variables among the clinical professionals would be limits to adopting this model in a genuine healthcare domain

                  	Y

                  	Y

                  	Y

                  	Y

                  	N

                  	Y
                

              
            


            
              1. Architecture, 2. Open concerns and difficulties, 3. Applications, 4. Taxonomy, 5. Security Issues and 6. Future Trends
            


          

        

      

    


    
      

      3. Research Methodology For The Development Of Blockchain-Based Web Portal


      The authors of this paper developed a blockchain-based portal to manage the oral healthcare data collected from patients regularly in a dental college as shown in Fig. (2). This portal was designed based on the requirements specified by oral health professionals. This portal has a highly structured flow of data collection, processing and reporting features. This portal is compatible and can be also operated using smartphones and tabs. The data is stored and secured by blockchain implementation. The authors have implemented blockchain security features using the Ethereum platform with Ganache and Truffle tools. This portal uses the standard patient data collection forms prescribed by World Health Organization and also maintains the patient historical data to enable quality diagnosis. The system has provision to extract the information from medical, and dental histories as well as from current clinical examination findings to generate a comprehensive view of a patient's oral health profile. This portal system has five sections to collect the data from the patients. These data collection forms are adult form, child form, adult by tooth surface, child by tooth surface and HIV form. This portal facilitates an extensive diagnostic opinion for periodontal concerns, bio-mechanical parameters, functional decision making and dentofacial alterations. This main portal objective is to provide the practitioners with the most comprehensive documentation available to date, along with the ability to utilize this information in case presentations. The patient data in the back end is secured by blockchain implementation. This makes it difficult to tamper with any single record because a hacker has to change the block containing that record as well as those linked to it to avoid detection. To meet all the mandates and laws defined for the security, privacy and access of clinical and personal data blockchain is used for securing the data.
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Fig. (2))

      Age-wise and District-wise distribution of data collection.

      
        

        3.1. Data Processing


        Blockchain concepts implementation in healthcare can be divided into four sections they are s shown in Fig. (3).


        1. Data Collection. 2. Data Pre-processing for the enrichment of data. 3. Using the blockchain to store medical records. 4. Smart contracts and Data Consumption.
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Fig. (3))

        Healthcare data representation in blockchain.
      


      
        3.2. Data Collection


        The patient data is multimedia data having text, image, audio, video and graph components:


        1. The source, purpose and scope of primary patient data gathered have to be understood before storing the data in the blockchain.


        2. Data is also collected at every stage of medical care, including consultation, diagnosis, surgery, and intervention, all of which are highly sensitive and critical in terms of security.


        3. Medical data comprises prescriptions from doctors, X-rays, MRI scans, ultrasound reports, angiography, radiography, and endoscopy, among other things.


        
          3.2.1. Enrichment of Data Before Storing Data in the Blockchain


          1. Enrichment of data is the procedure to add value to the data to improve quality.


          2. Understandable, organized, accurate, secure, and timestamped patient health records are required.

        


        
          3.2.2. Using the Blockchain to Store Medical Records


          1. By storing digital health records among different nodes within the network in a distributed way, blockchain can minimize the concerns associated with data centralization.


          2. Healthcare service providers store information in the blockchain.


          3. The transactions are persistent and can be identified uniquely.


          4. The healthcare centres can directly query from the data stored in the blockchain.


          5. Patients can share their public keys with the healthcare organizations.


          6. Smart contracts allow all stakeholders in the healthcare ecosystem to access the data after it has been saved.

        


        
          3.2.3. Smart Contracts and Data Consumption


          Smart contracts ensure that business rules and compliance standards are followed, and users can authenticate their data access before sharing, retrieving, or altering it. After obtaining the patient's permission, stakeholders participating in the patient's treatment can consume the stored patient data. It's easy to see how smart contracts could be used by various healthcare providers to consume data.


          1. Smart contracts are automatically activated whenever data is saved or modified in the blockchain.


          2. The patient's report is sent to the healthcare service provider with a hash that hides the patient's identity.


          3. When a diagnostic lab or another healthcare service provider wants access to a patient's medical records, smart contracts send a notification to the patient asking for his consent.

        

      


      
        3.3. Metamask


        Metamask is a simple browser plug-in (for Google Chrome, Firefox, and Brave browsers) that allows you to conduct Ethereum-based transactions using a graphical user interface. Metamask enables the execution of Ethereum DApps in the browser without requiring the system to operate a complete Ethereum node. Metamask connects the Ethereum blockchain to the web browser.

      


      
        3.4. Truffle Suite


        Truffle Suite is a DApp development environment built on the Ethereum blockchain (Distributed Applications). Truffle is a one-stop shop for creating DApps, including contract compilation, deployment, injection into a web app, front-end development, and testing.


        Truffle Suite is made up of three parts: an Ethereum blockchain development environment, a testing framework, and an asset pipeline.

      


      
        3.5. Ganache


        Ganache is an emulated personal node for Ethereum development, that one can use to deploy contracts, develop applications, run tests and perform other tasks without any cost. It is available as both a desktop application as well as a command-line tool.

      


      
        3.6. Drizzle


        Drizzle is a collection of libraries used to create an easy and better front-end for Ethereum DApps.

      

    


    
      

      4. PORTAL WEP PAGE SCREEN LAYOUTS


      The screenshot for users to login into the portal is shown in Fig. (4).
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Fig. (4))

      End-user Login page.
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Fig. (5))

      Adding doctor details to the blockchain database.

      [image: ]
Fig. (6))

      Adding patient details to the blockchain database.
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Fig. (7))

      The data stored in a blockchain.
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Fig. (8))

      The above are the WHO Forms where a doctor needs to enter the data manually.

      
        4.1. Adding Patient Information


        After adding patients to the block it shows the number of patients added and the doctors assigned to the patient as shown in Fig. (7). Adding doctor information which includes entering basic information. Adding doctor information which includes entering basic information.

      

    


    
      

      5. World Health Organization (WHO) Specified Patient Data Collection Standards


      This web portal was designed as per the requirements of oral health professionals from the Department of Periodontics A.B.Shetty Memorial Institute of Dental Sciences, affiliated to Nitte Deemed to be University, Mangalore. This project is guided by Professor Dr Rahul Bhandary. Today general health and oral health are still serious problems in underprivileged groups in developed and developing countries. The prevalence and incidence of all major oral health and systemic health diseases are well reported regularly. WHO Programme enlisted priority action areas: 1. Diet, nutrition and oral health; 2. Oral health and fluorides and 3. Tobacco and oral health (2). The important target group for these interventional changes such as School children and youth; HIV/AIDS and oral health. The data collection forms are shown in Fig. (8).


      
        

        5.1. The Architecture Of Blockchain based Healthcare Ecosystem


        [image: ]
Fig. (9))

        The architecture blockchain-based healthcare ecosystem.

        The architecture blockchain-based healthcare ecosystem is shown in Fig. (9). The patient is the primary stakeholder of this ecosystem shown in the centre of the architecture. blockchain-based healthcare system promotes a patient-centric approach. The patient is staying in his/her smart home. The patient's body may be embedded and attached to IoMT devices. The patient is also having medical wearable devices like smart-watch etc. The smart-home is also having cameras, sensors and other smart devices to observe the patient's conditions. All these smart devices have a wireless connection to the smart-home network gateway to an online healthcare service provider using 5G communication networks. Patients need to register with online healthcare service providers to avail of remote healthcare 4.0 services. The blockchain-based healthcare service provider ensures the security and privacy of patient data. The patient securely shares his data with a hybrid cloud-based healthcare system for availing services. There are many blockchain-based healthcare system stakeholders such as hospitals, public health departments, police, ambulance services, clinical laboratories, health insurance services, and medical equipment and pharmacy companies. All these stakeholders are integrated and share data and services. The blockchain layer enables secure and distributed sharing of data and transactions.

      

    


    
      6. Managing Patient Data Using Blockchain Security Layer


      1. The hospitals use this portal to collect patient information, including both personally identifiable information (PII) and non-personally identifiable information (NPII) (Non-PII).


      2. Identifiable information about the patient is obtained during patient registration and non-personal information is gathered during diagnosis, testing, operations, interventions and progress monitoring


      3. The hospitals separate this patient data into personally identifiable information and non-personally identifiable sections. Creating a data bundle (PII + Non-PII), and passing it to Blockchain-based identity management.


      4. Non-PII data can be transmitted to the same database-based health record management system if the hospital or healthcare provider already has one. Personal information will be kept in an offline database, and the hash of this record will be saved in the blockchain.


      5. The foreign key was created using a hash function to connect the offline record with the blockchain transactions. This also helps the patient to make changes to their personal information.


      6. The proposed framework's identity manager (IM) module creates a unique identifier for each on-boarded patient and records it in the blockchain network


      7. The identity manager would create a private key for the patient and send it to the patient's registered mobile phone number or e-mail address an SMS or email


      8. The hospitals provide a checklist of data items that need to be collected and/or exchanged during on-boarding or enrolment, and the patients must check or un-check these items on the list based on their willingness to have the data captured by the provider.


      9. During on-boarding or registration, the healthcare service provider offers a checklist of records that he wishes to be captured and/or shared and the affected person wishes to take a look at the listing of gadgets in line with their willingness to get the records captured through the company.


      10. On filling the check-list, the information will be up to date within the blockchain nodes of the network indexed in the order of personal key of the patient


      11. Finally, the patient has a unique identifier and an associated ticked list of gadgets associated with their records for sharing patient consent.


      12. The patient can share his data with the medical professionals and other stakeholders with whom he has confidence by providing his consent to access personal medical data using a specific device.


      [image: ]
Fig. (10))

      Requesting patient data information.
    


    
      

      7. Procedure to Access Patient Information


      This portal manages all the PII and Non-PII about the patient using the blockchain layer. The data on patient conditions are captured and saved within the blockchain with the precise checklist of permissions Whenever a professional from a healthcare company or any stakeholder requests patient data, This portal alerts for consent from the respective patient to access the data. The patient should permit access to his data by granting permission to the stakeholder requesting access to the data using gadgets. The list of facts requested for access is cross-checked with the list of facts and gadgets granted access by the patent. Consented facts and gadgets for which the patient has given consent might be shared with the data requester. Simultaneously, the audit path of the facts gets admission to the side of the whole request records might be saved in a blockchain solely for the audit path. The patient data owner will be alerted whenever anybody gets the authority to access his data. In case, any of the facts get admission to permission revocation, a extrude inside the permission might be recorded inside the audit path blockchain as a brand new transaction and an intimation might be dispatched to the facts requester. The proposed facts request for healthcare vendors is proven in Fig. (10). In case the facts requester/consumer is asking for access to the facts through gadgets, which have no get admission to rights/consent given with the aid of using the patient, then this request might be dispatched to the patient inquiring for his consent. It is the only discretion of the patient to furnish get admission to the fact’s gadgets.


      If the patient offers a brand-new consent for the asked item, then the equation might be first updated inside the permission tick list and additionally at the blockchain to get admission to track. In this way, the patient can furnish or deny get admission to facts gadgets that are owned by the of using him.

    


    
      CONCLUSION


      Authors are motivated by the potential applications of the healthcare 4.0 industry as a potential game-changer. An extensive study of literature on blockchain applications deployed in the healthcare industry was carried out. Many intelligent and autonomous systems are designed using blockchain technologies. The reviewed papers are classified into sections such as EHR sharing, EHR claims, Clinical research, drug supply chain, and EMR applications. A summary table highlighting the methods, results, applications and Advantages of each paper is designed industry-wise. A taxonomy of concepts of healthcare 4.0 and blockchain is presented. A comparative analysis of survey papers is also presented. The design methodology, architecture and implementation details on data security using a web-based prototype using blockchain technology are discussed in detail. The authors have discussed the methodology and results of their data security implementation. The procedure for securely sharing and managing patient data is shown using a flowchart. The data analysis tools used and screenshots of the portal are also presented. The authors proposed to provide extensive visualization and different perspectives of secure data sharing in the future version of this paper. This system is under implementation at the customer organization. The out authors tried to provide a holistic view of blockchain applications and presented insight into systems design by discussing algorithms, techniques and methods applied. Authors conclude that intelligent systems integrated blockchain systems are going to play a vital role in the healthcare industry and enhance the quality and efficiency of services.
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      Abstract


      Recently, fake news has become a serious problem in our society majorly due to the cheap and easy availability of social media at every corner of the world. The widespread dissemination of false news has the potential to have a variety of harmful consequences for people and society. Hence, many researchers are finding different ways to detect fake news in a given news corpus. So here we came up with the idea of fake news detection using machine learning that detects fake news over the real news. During pandemic, fake news detection played an important role. Detection and identification of fake news in the social media, or any related news channels has played a major responsible sector to avoid unnecessary panic situation in mankind.


      This paper is aimed at developing a Machine Learning model for deception detection using Natural Language processing techniques and machine learning algorithms. It detects fake news that comes from non-reputable sources which mislead people and distracts them with various fraud messages and unnecessary texts, by building a model using count vectorise, TF-IDF and logistic regression algorithm. Using this algorithm, the proposed technique identifies and rectifies real and fake news and this is an important sector during the pandemic situation.


      However, there is difficulty in choosing the right metric for the evaluation of the model. Classification accuracy is one of the most used metrics to detect the performance of the model, in this paper we consider the parameters such as F1 score, confusion matrix, precision and recall. Abstract environment.
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      1. INTRODUCTION


      Fake news is news designed to deliberately spread hoaxes, propaganda, and misinformation. It is different from satirical sites or a humor-based website. Fake news stories typically spread through social media sites like Stagram, Facebook, or Twitter, etc. As social media has become a major part of many lives right now, and is a phenomenon that has a major influence on our social lives, particularly in the political realm. And hence makes it difficult to distinguish between fake news and real news.


      Because social media has taken over our lives, it is now more important than ever to discern false news from true news occurrences. This Project comes up with one of the solutions for detecting ‘fake news’ that is, misleading news stories that come from non-reputable sources [1, 2].


      The misleading information in everyday access through social media and online news has made it difficult to determine which news sources are reliable. This project comes up with a machine learning program that identifies fake news over the real news. And furthermore, a website (deploying this machine learning program) is developed which gives tells the given news is fake or real when the news is provided in the form of text [3, 4].


      Fake news will have a detrimental influence on individuals and society, hence data scientists are increasingly interested in detecting fake news. Attempts to use artificial intelligence technologies, notably machine learning (ML) and deep learning (DL) methods, as well as natural language processing (NLP), to automatically detect and prevent the spread of fake news are being actively studied. Many large technical corporations have started to respond to this trend. Google, for example, has blocked sites with a history of disseminating false information and shifted its news rankings to favour well-known sources. Facebook has integrated fact checking organizations into IFDTS platform.


      
        

        1.1. Existing Problem


        Fake news alters people’s perceptions of and reactions to actual news. For example, some false news was manufactured solely to arouse people’s suspicions and perplexity, obstructing their ability to discern what is genuine from what is not. Fake news can create conspiracy theories. Hence, it is a necessity to detect and eliminate such unwanted fake news [5].

      

    


    
      

      2. Algorithms


      
        

        2.1. Logistic Regression


        Logistic Regression is a method for supervised learning and is the most popular algorithm in machine learning. If a given set of independent variables are given, then it can detect categorical dependent variables which are discrete .It can be either true or false, 0 or 1,yes or no and it gives the probabilistic value which are in between values of 0 and 1. Logistic Regression algorithms can be used in situations where there is a need to predict if the cells of the tissue are cancerous or not, based on its weight, or if, a mouse is obese or not, etc. Logistic Regression has the power to provide probabilities along with classifying new data into continuous and discrete datasets. It is used to classify observations because it can identify the most efficient variables which are used for classification given the different types of datasets. The logistic Regression curve is shown in Fig. (1).
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Fig. (1))

        Logistic Regression curve.

        Logistic Regression Equation: The Logistic regression equation is derived from the Linear Regression equation. The m steps to obtain the Logistic Regression equations are:
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        In Logistic Regression, y should be between 0 and 1 only, therefore dividing the above equation by (1-y):
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            	(1)
          

        


        But there is a need to know the range between -[infinity] to +[infinity], then take the logarithm of the equation it will become:
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        2.2. Decision Tree Classifier


        Decision Tree Classifier is a method for supervised learning algorithm. As the name suggests, it is similar to a tree structure, so it is fairly simple to understand. The structure of this classifier starts with a root node which represents the whole data set, and it is then split into different branches, which represent the classified data based on an assumed parameter or randomly. The nodes at the end are called leaf nodes. This process continues until the question asked is answered. Here, the question asked is the classification problem. Every branch leads to a possible answer to the question. Then the best possible answer is chosen from all possibilities using a cost function. There are two types of cost functions based on which data can be split [6].


        – Gini Index


        – Information gain


        Gini Index is a cost function used to measure the purity of the data set. The tree with low Gini index must be used to get the final output. One of the disadvantages is it creates only binary splits. Information gain is the measure of entropy in the data after classification. This gives an idea about how close the current classification is to the desired output. Data is split disadvantages which might contradict the purpose of algorithms. Overfitting is one such problem. Overfitting causes the algorithm to correctly predict the classification only for the training data [7]. This causes it to give a wrong predictions for the test data. To overcome these problems, many complex algorithms are built on decision trees which are discussed next.

      


      
        

        2.3. Random Forest Classifier


        Random forest is a multiple decision tree and hence combines them together to obtain a more precise and stable prediction. It is also a supervised learning algorithm. The forest in the name means a collection of decision trees, which was trained using the method called bagging. The bagging method combines all learning models and increases the accuracy [8]. The advantage of random forest algorithm is it can be used for both classification problems and as well as


        regression problems, which then solves the majority of current machine learning systems. Below you can see how a random forest would look like with two trees:


        As the tree grows, additional randomness is added. This algorithm searches for the best feature among all random subset of features in the data. Hence, this results in a wide diversity intern results in a better model with better performance and accuracy. Therefore, in the random forest algorithm, the algorithm for dividing a node only considers a random subset of the features. Using random thresholds, these trees may be made even more unpredictable. Gradient boosting classifier unlike all algorithms mentioned above, Gradient boosting classifier algorithm is an ensemble algorithm. In an ensemble algorithm, different types of algorithms are run sequentially or in parallel with averaged results. This helps in improving the performance of the classifier [9]. Most of the deployed programs and best performing software use these ensemble algorithms.


        Coming to the boosting algorithm, it uses the result from one model as target model for the next model and the prediction is made. The main purpose of this method is to reduce the residual value to a minimum. Residuals are the statistical measure of the difference between predicted models and observed models. The structure of Random tree classifier is shown in Fig. (2).
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Fig. (2))

        Random Tree Classifier.

        The main purpose of any supervised algorithm, let alone ensembles is to establish a loss function and attempt to reduce it. To explain the working of boosting consider a linear regression model with loss function as MSE.
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        Now, update the predicted values by finding the minimum value of MSE using gradient descent. Then:
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        This gives the value at which MSE is minimum. The predicted values for a weak model are getting boosted with sequential prediction of another model. The focus is on leveraging that a pattern exists within the residual and trying to minimise it.


        GBM performs better compared to any algorithm in real life applications. In addition to improved performance, it provides addition insights into the data.

      


      
        

        2.4. Stochastic Gradient Descent


        Stochastic Gradient Descent is an optimising algorithm. Every algorithm needs optimisation since the data set differs and to get the desired results, the parameters must be tweaked. If we consider a loss function, the main motive is to reduce it. In Gradient descent, the parameters are moved by a gradient which is affected by the learning factor the loss function is calculated. If it is not minimum, then the process is run again and again until the function reaches minimum [10].


        Learning rate is a hyper parameter which effects how the algorithm works. If a high learning rate is considered, then the gradient steps are high. If a lower learning rate is considered, then the parameters move to lower steps.


        The main property of stochastic gradient descent is that it takes random values from the training data set. This randomness allows it to reach its destination without being stuck at a single place. Moreover, if the data set is high enough, then the amount of iterations to be performed is fairly low, nearly 1 to 10. This reduces the process time and computational cost. This can also be seen as a regularization effect. Regularization is a form of reducing the coefficient to zero, this technique is used to overcome overfitting.


        As many techniques, SGD has some disadvantages too. It has many hyper parameters. This puts the effort back on humans to optimise it by trial and error. It is very sensitive to feature scaling as the gradient is used to update each time [11].

      


      
        

        2.5. Xgb Classifier


        Xgb classifier is a boosting algorithm which is getting popular in the competitive machine learning field. The algorithm uses gradient boosted decision trees for speed and better performance. The main reasons for its better performance are due to its ability to deal with regularization, it has an inbuilt cross-validation function. It can deal with missing values which is a very big issue in any dataset, algorithm finds the trends in these missing values and deals with them. It also supports objective functions, these are the functions used to measure the performance of the model.


        The core of the algorithm is parallelizable, which makes it easier to handle heavy data sets and iterations. This gives the power to harness the complete performance of Graphics Processing Unit GPU. It also allows continuous training which helps to boost already fitted models to new data. There are a lot hyper performance to consider, such as the depth of trees, number of trees to be used, and learning rate [12]. This just shows although all these algorithms are automated, there is a significant involvement of the human mind in the performance.

      


      
        

        2.6. Naive Bayes


        Naive Bayes is a supervised algorithm using Bayes theorem for a predictive models. It is called naive due to its assumption that all features are independent of each other. It is called Bayes due to its usage of Bayes theorem. Bayes theorem is used to determine the probability of already known hypothesis, it depends on the conditional probability.


        It works well on multi-class prediction. This is a go to algorithm for text prediction. There are different types of naïve Bayes model, Gaussian version which assumes normal distribution of data, multinomial for data with multinomial distributed data, Bernoulli for multi-class distribution. Similar to all other models, the process starts with data processing, then data fitting to the model, training the model, and start working results,these models are easier to build but perform better than any other model in classification problems. This classifier is used in many critical fields such as medical and sentiment analysis [13].


        Class probability, probability of each feature class in the data and conditional probability, the probability of each input data is created after the model is trained. These distributions are generally useful than in a model. It is easier to use new data with old data to update parameters and work with changing probability distributions. One more problem arises during all this, multiplying the small values generated by finding out the probabilities of each input becomes numerically unstable. This can be overcome by using the natural logarithm, it creates a large negative which makes the values near to zero when added.


        Apart from these, the main disadvantage of Naïve Bayes is that it assumes the data is independent. But surprisingly, it works well with non-independent data as well. It cannot be reasoned with since it is naive.

      

    


    
      3. Design Methodology


      The algorithms used in the model should have a certain kind of data available for application. Hence, after the data collection, the data should be pre-processed in a manner that it is compatible with the algorithm that is being used.


      
        

        3.1. Collecting Dataset


        Choosing the right dataset helps our machine learning model to train and learn fast, it also gives us the benefit of predicting the correct output of the model. Dividing the train and test input data efficiently also plays an important role in getting good efficiency of the machine learning model. In this project, the kaggle dataset of US Elections 2016 is being used, which is verified and maintained by Google [14].


        Reading of the training and testing csv files is done in 2 variables, i.e., train and test. The main reason for importing csv is to maximize the data set reading capability. Because many of the datasets will be large in size, so all possible space provided by python 3 engine is being used.

      


      
        

        3.2. Labelling the Data


        Creating a labelled data provides an ease of processing our input data to do that part, all, training and testing data are joined separately. This helps in clearly visualising the frequency of the words and its importance in the data. In this project, labelling is done as follows: true news as 1 and fake news as 0.

      


      
        

        3.3. Pre-Processing Of Data


        Before giving our data to the model, preprocessing of the data need to be done so that it removes the redundant and unwanted data from the datasets.


        There are many popular pre-processing techniques.

      


      
        – Tokenization


        Tokenization is a method of dividing a large text into smaller parts which are called as tokens. NLTK library provides 2 ways of tokenizing the data


        (a) Word Tokenizing


        (b) Sentence Tokenization


        Here, sentence tokenizing is used for further pre-processing methods such as lemmatization.

      


      
        – Stemming


        The process of developing morphological variations of a root/base word is known as stemming or reducing the derived word to its base word .The algorithm used for stemming are called as stemmer’s. Stemming reduces the words like ”change”, ”changing”,”changes”,”changed” to the root word “change”. Stemming is a method of determining domain vocabularies in domain analysis and is utilised in information retrieval systems such as search engines.

      


      
        – Lemmatization


        Lemmatization is a process of removing unwanted endings, in other words, it can be said that reducing the given word to its base dictionary word. So do the lemmatization on the data that is tokenized by the above preprocessing techniques. Filtration of every word in a sentence is done by using lemmatization and put back in its previous position. This would reduce our time in training the model.

      


      
        – Stop Word Removal


        It’s essential to train the model with useful words, hence it is good to go for removing the stop words from the data. First, creating a set of all stop words like in, of, on etc., and removal of all stop words from the data so that the data will get lighter for the model to process.

      


      
        – Removing Punctuations


        Machines don’t understand the human language, so there is no any useful need to put any punctuation inside the data. So use REGEX (which stands for regular expression) to remove all punctuations like” ”,”!”,”,” etc. To do this import the string library from python and create a table of all punctuation symbols and apply the removal of these to our data. Representation of the data graphically gives us a good understanding of the entire data based on the frequency of the words. For representing this, Word-cloud library in Python is used.

      

    


    
      

      4. Count Vectorizer and TF-IDF


      In this step assign a vector to every sentence based on the term frequency of the word in a sentence. But the problem with this count vectorise is that much importance to the words that are rare in a sentence is not given. To overcome that, the usage of TF-IDF (Term Frequency and Inverse document frequency) is helpful which has the count vectorise working and adding to that it gives importance to the words that are rarely and have more importance in a sentence. It calculates the vector by using:


      (TF-IDF) = (TF) * (IDF(t))


      
        4.1. Implementation of Data Pre-Processing


        In the data preprocessing the data after cleaning will be used for training. This Step involves steps:


        1. Removing all extra information like brackets, any kind of punctuations- commas, apostrophes, quotes, question marks, and more.


        2. Remove all numeric text, Uniform Resource Locater (URL.


        Word-Cloud is a technique used to measure(count) the frequency of words in a dataset and represent the same graphically.


        Counting by Subjects Using iteration libraries and dictionaries in Python it is possible to count the number of different subjects for both fake and true news from the dataset. Figs. (3 & 4) shows the code snippets and Word Cloud of Fake word news from dataset 1. Fig. (5) represents the Output Plot of counting of subjects for true news.


        [image: ]
Fig. (3))

        Code snippet and Word Cloud of Real word news from dataset 1.
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Fig. (4))

        Code snippet and Word Cloud of Fake word news from dataset 1.
      


      
        

        4.2. Machine Learning, Training and Building


        The first thing to do before training is to combine all five datasets that are imported into 1 single dataset using concatenation. The Concatenation is done by the function concat (). Output Plot of counting of subjects for fake news is shown in Fig. (6).


        [image: ]
Fig. (5))

        Output Plot of counting of subjects for true news.
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Fig. (6))

        Output Plot of counting of subjects for fake news.

        – Logistic Regression


        – Decision Tree Classifier – Random Tree Classifier


        – Stochastic Gradient Descent


        – Gradient Boosting Classifier


        – GB Classifier.


        – Multinomial Naive Bayes Classifier – Bernoulli Naive Bayes Classifier.

      


      
        

        4.3. Model Deployment Using Flask


        For Deploying create a simple web interface using FLASK and basic web technologies. There will be 2 requests available in the page .One is POST request which takes input from the user and the second request is GET request which gets the output from the flask server which has machine learning model data. In the flask server we use the saved model as a pickle file to predict if the news is real or fake and then return the result to the user through the web interface. The Process Flow is as shown in the above Fig. (7).


        [image: ]
Fig. (7))

        Process Flow of Model Deployment.

        The light-weight pipelining is done by using a famous Python library called as joblib. Which has transparent disk caching of functions and simple parallel computing. This joblib library creates a pickle file which has reduced version of features of the machine learning model and helps us to evaluate the future results with the help of just one file.

      

    


    
      

      5. Results


      After ML training and building, deployment of the logistic regression model using flask is done and the below figure show our simulation results. The model will be run in the local server and from the below figure it can be seen that it asks for the input of news in text form. After entering the news in the given text block and click on submit, then it can be seen whether it is a fake news or true news. (Figs. 8 & 9) shows the output results.
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Fig. (8))

      Shows for fake the model predicts it as fake.

      [image: ]
Fig. (9))

      Shows for a given true news the model predicts it as true.

      
        

        5.1. Performance Comparison of Various Models


        From the simulation of our code, while training and building of the model, the accuracy of each model is observed for different models on the same dataset. Table 1 shows the same.


        
          Table 1 Accuracy comparison of 8 different models.


          
            
              
                	Name of the Model

                	Accuracy in Percentage
              

            

            
              
                	Logistic Regression

                	87.04
              


              
                	Decision Tree Classifier

                	82.07
              


              
                	Random Forest Classifier

                	82.49
              


              
                	Stochastic Gradient Descent

                	86.23
              


              
                	Gradient Boosting Classifier

                	80.71
              


              
                	GB Classifier

                	80.75
              


              
                	Multinomial Naive Bayes Classifier

                	78.79
              


              
                	Bernoulli Naive Bayes Classifier

                	76.08
              

            
          


        

      

    


    
      

      6. Future Scope


      Further scope of the project can be, to do web scraping from trusted news websites and by continuously training the model with the data for better prediction. This model can also be put in future applications where the application takes news from different news sources and filters out the fake news and shows the true news to the user and a mobile application or a website can be created as a true news indicator.

    


    
      CONCLUSION


      Discussed methodology of preprocessing the text that should be fed as input to a model. Further idea is to feed these lighter and efficient data to models like Naive based, random forest, logistic. The classification accuracies of the algorithms were compared. Many of the earlier research papers included accuracy as their first and best metric. In this project, confusion matrix elements and their supporting metrics like F1-Score, Precision and recall. After this analysis was considered. Pipelining is done in order to deploy the model using the flask app by using the joblib library which creates a pickle file. The app can be reopened by using a local server where the user can put in the text and can get to know whether the news is fake or not.
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      Abstract


      The future direction of modern medicine is toward “smart healthcare,” which incorporates a new generation of information technology to meet patient needs individually while increasing the effectiveness of medical care. This greatly improves the patient experience with medical and health services. Nowadays, due to people's lifestyles, diabetic retinopathy is one of the most serious health issues they confront. A deviation from the norm in which long-term diabetes affects the human retina is called diabetic retinopathy (DR). Diabetes is a chronic condition related to an expanding measure of glucose levels. As the degree of glucose builds, a few adjustments happen in the veins of the retina. Patients' vision may begin to deteriorate as their diabetes progresses, resulting in diabetic retinopathy. It is exceptionally far-reaching among moderately aged and older individuals. Thus there is a need to detect diabetic retinopathy at an early stage automatically. This study aims to build an intelligent framework that uses fundus images of the eye (retina) and performs image analysis to extract the features. Images are trained by the knowledge relegation approach, and the severity of the DR is classified using K-nearest neighbors. The proposed model achieved a test accuracy of 99%, 61%, 100%, 94%, and 88% for each of the five classes of diabetic retinopathy: proliferative diabetic retinopathy, no diabetic retinopathy, mild diabetic retinopathy, moderate diabetic retinopathy, and severe diabetic retinopathy.
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      1. INTRODUCTION


      Long-term vascular damage to the retina is a characteristic of the diabetes condition known as diabetic retinopathy (DR). DR has got one of the significant reasons for visual impairment and vision disability worldwide since 0.4 million instances of visual deficiency and 2.6 million instances of extreme vision hindrance internationally can be ascribed to it in 2015. As a result, early detection and treatment are necessary to keep a strategic distance from serious visual problems. The issue with diabetic retinopathy is that the patient doesn't become aware of the condition until the retinal changes have advanced to the point where treatment will no longer be helpful [1].


      DR is categorized into two kinds: nonproliferative retinopathy (NPDR) and proliferative retinopathy (PR). Micro aneurysms, hemorrhages, hard exudates, and cotton fleece are all symptoms of NPDR, a kind of diabetic retinopathy that produces abnormalities in the eye. The appearance of red spots on the retina is known as micro aneurysms, which are caused by blood vessel dilatations. Hemorrhages arise as a result of the bursting of micro aneurysms [2]. As the condition progresses, veins get occluded, and blood flow ceases. When trying to find new blood supply routes, new unexpected and delicate veins grow on the exterior of the retina. This is known as neovascularization, and it occurs during the Proliferative Diabetic Retinopathy phase.


      The principle of machine learning depends on how people learn and procure information and arrive at some decisions [3]. Human behavior and critical thinking to a great extent, are repeated in designs across time and areas. Machine learning techniques in diabetes are highly concerned from the standpoints of decision-making, executives, and other clinical firm viewpoints. It used to foresee the clinical informational indexes at the beginning period of safe human life. Huge clinical informational collections are available in various information storehouses used in reality applications [4].


      The proposed study uses fundus images of the eye (retina), and attributes are derived from these images using an image processing technique. Using the K Nearest Neighbour (KNN) algorithm, images are trained using the knowledge relegation approach, evaluated, and diabetic retinopathy's severity is categorized.

    


    
      

      2. BACKGROUND


      Using a color fundus picture and a CNN-based model, 94.5% of diabetic retinopathy cases were automatically classified [5]. Methods for feature extraction included hard exudates, red lesions, micro-aneurysms, and blood vessel identification. The gradient boosting trees-based (GBM) classification method and the CNN-based approach were the two types of classifiers that were trained for the classification job. To automatically identify diabetic retinopathy, a deep learning diagnosis model is provided. A new CNN model with a Siamese-inspired topology is created using a transfer learning technique [6]. The proposed method, which incorporates binocular fundus images and determines their association to aid in prediction, produced a kappa score of 0.829.


      For automatic DR detection, a deep learning model is being developed [7]. The designed model analyses colour fundus images and assign a grade of no retinopathy or having DR. On 5-fold cross-validation, the model had a 0.97 AUC with 94% and 95% sensitivity and specificity, respectively. A diabetic diagnosis model based on convolutional neural networks (CNN) is proposed [8]. The study relied on the electronic medical records of 301 diabetic patients who were hospitalized between 2009 and 2013. To reduce gradient dispersion, speed up training, and enhancing model accuracy, the CNN model is combined with the BN layer. This model uses an adaptive learning rate technique to optimize the model, resulting in training and testing accuracy of 99.85% and 97.56%, respectively.


      A dataset of DR fundus pictures is created and labeled using the appropriate treatment approach [9]. Using this dataset, a deep convolutional neural network model is created to assess the severity of DR fundus images. For a four-degree classification test, this model had an accuracy of 88.72%. The models are hosted on a cloud computing platform and have been used to deliver DR diagnostic services to several hospitals. The system has a 91.8% consistency rate with ophthalmologists during the clinical evaluation. For diabetic retinopathy categorization in retinal pictures, a robust hybrid probabilistic learning model is developed [10]. Kernels that take the distribution of the gathered attributes into account are constructed using the scaled Dirichlet mixture model. To deal with the reliance on starting and conjunction to local maxima, the learning strategy could be completely Bayesian.


      Diabetic retinopathy is detected automatically using computer vision algorithms [11]. The CNN ensemble-based approach aims to identify and categorize all stages of diabetic retinopathy at a preliminary phase. The multiple instance learning (MIL) system was created to take advantage of the implicit knowledge included in image annotations [12]. The integrated refinement of the stage for instance encoding and picture classification is the main contribution of the suggested technique.


      Multiple well-trained deep learning models are used to build an autonomous image-level DR detection system [13]. The Adaboost method is used to merge numerous deep learning models to lessen the skew of every individual model. Weighted class activation maps are produced by this method and display the potential locations of lesions. To increase the diversity of fundus pictures robustness and produce higher performance than an autonomous deep learning model, eight image manipulation algorithms are also included in the pre-processing stage.


      A 2D convolutional neural network-based methodology is suggested for the detection and grading of fundus images into different levels of diabetic retinopathy [14]. This technique uses computer-based technologies to identify microaneurysms, hard exudates, cotton wool patches, and haemorrhages in fundus pictures. These technologies include the K-NN classifier, support vector machine, and convolutional neural network.


      For the identification and grading of diabetic retinopathy, an automated ensemble deep learning model is proposed (DR). A deep learning model that has been assembled makes superior predictions and performs superior to individual contributing models. To detect diabetic retinopathy, ResNeXt, and modified DenseNet101 are combined [15]. These two models are assembled using maximum posterior over the class outputs after normalizing over the classes to determine the final class label. APTOS19 and DIARETDB1 are the two datasets used for the studies. Both two classes and five classes have classifications done. For histogram equalization during pre-processing, the CLAHE method is used on the photos. Since there is a large degree of class imbalance in the dataset and there aren't enough photos of the non-proliferative kind, data augmentation is done using a GAN-based technique. The proposed method's outcomes are contrasted with those of other techniques already in use. Comparing the two methods shows that the suggested method is more accurate for binary classes and multi-classes. The accuracy of the suggested strategy is 86.08% for multi-classes and 96.98% for binary classes.


      The research study is performed to classify the detected images into the three stages of diabetic retinopathy (DR), which are No DR, NPDR, and PDR [16]. These stages can be used to monitor the progression of key features such as lesions, haemorrhages, and blood vessel density. The methodology developed in this study employs enriched image processing methods, neural network training approaches, and automatic hyperparameter tuning to place more focus on the tiny features for accurate evaluation. Results using the suggested approach show that Resnet50-based networks performed better for both detection and classification tasks.


      A supervised learning-trained diagnostic model for diabetic retinopathy (DR) is overwhelmingly biased in favor of the majority class [17]. The retinal fundus photographs are used for the study and to increase the effectiveness of unbalanced learning. The suggested method for DR identification involves supervised learning with supplementary procedures. The additional procedure employs data without labels to initially learn the model. The initially learned model is then applied to the target model together with the newly trained feature. The model can be trained more from samples in the minority class using this wrapper approach for training from unlabeled data, which to some extent improves imbalanced learning. The model developed using the suggested strategy outperformed the model developed using an individual supervised learning method with similar data, according to extensive testing, with a 4~5% improvement in accuracy.


      The machine learning-based technique is proposed for grading diabetic retinopathy. The empirical investigation has made use of both publicly available and real-time datasets of colored photographs taken by fundus cameras. Exudates and microaneurysms in the fundus images have been graded in the proposed study to determine the degree of diabetic retinopathy [18]. To properly forecast the existence of exudates and microaneurysms that may be applied for classifying, an automated system that makes use of image processing, feature extraction, and machine learning models has been created. Exudates and microaneurysms are the two areas of research that are conducted separately. Exudates are graded according to how far away from the macula they are, whereas microaneurysms are graded according to how many there are. Support vector machine and K-Nearest Neighbor had 92.1% accuracy for exudate grading, and the decision tree has 99.9% accuracy for microaneurysm grading, in predicting the disease severity levels.


      The identification and classification of diabetic retinopathy by the visual risk associated with the rigorousness of retinal ischemia are suggested using a hybrid deep learning strategy that employs deep CNN and two models of the VGG network [19]. DR classification involves comprehending the pictures and their context to the classes. The experimental findings, which were applied to 5584 images produced 90.60% accuracy.


      In a hybrid method for identifying and categorizing diabetic retinopathy, CNN models that have already been trained can employ transfer learning (TL) to extract features that are then combined to create a hybrid feature vector [20]. For binary and multiclass classification of fundus pictures, this feature vector is provided to a variety of classifiers. The effectiveness of the system is evaluated using a variety of criteria, and the results are contrasted with more contemporary methods of DR detection. The suggested method offers a sizable speed boost for DR detection for fundus images. The multi-class classification accuracy of the suggested modified technique was 89.29%, and the binary classification accuracy was 97.8%.

    


    
      

      3. MATERIALS AND METHODS


      The schematic representation of the diabetic retinopathy detection and classification model is shown in Fig. (1). The image dataset is preprocessed, and the resultant data set is fed into the training model.


      [image: ]
Fig. (1))

      Schematic Representation of Diabetic Retinopathy Detection and Classification Model.

      A knowledge relegation approach has been used for training the model, and bootstrap the model from a pre-trained model MobileNet is used. The KNN algorithm is used for classification after data processing. Admin then chooses the file for the prediction, which is done using the Tensor Flow Keras package. Five categories are produced as a result: proliferative diabetic retinopathy, severe diabetic retinopathy, moderate diabetic retinopathy, and no diabetic retinopathy.


      
        

        3.1. Data Collection and Manipulation


        The collection of fundus images used in the experiment was obtained from Kaggle. A total of 3050 training photos from four classes were used. (Figs. 2a-2d) show the four classes of fundus images and there were 1805, 370, 999, and 295 images in each class respectively [21].


        [image: ]
Figs. (2a-d))

        1-ary, 2-ary, 3-ary, 4-ary.

        The cloud-based Jupyter notebook environment is used to train the model. At the backend, Keras and Tensorflow were deployed.


        Photographs taken by Fundus have a black background and reddish-colored pictures. It is unnecessary to include background information on the fundus, therefore it can be eliminated to greatly reduce on noise. The blackness inside the features of the image gets darker when fundus photos are equalized with a black background. In order to get rid of the dark background, pre-processing is employed. Pixel values in the realistically brighter sections are not zero, in contrast to the black background's value of 0.


        By adjusting the pixel threshold, the black background was changed to 1 and the nonblack parts to 0. After thresholding, the grayscale pixels from the input image are replaced with the input fundus picture, and the pixel regions containing 0 are replaced with grayscale pixels from the input image.

      


      
        

        3.2. Training Phase


        The user uploads the image during the training phase, during which stage the control enters the Preprocessing stage. A dataset of diabetic retinopathy is used to train the system. The system will initially be inactive; the admin gathers the data when he browses the designated file. Thus, the null value is removed during pre-processing of the obtained data. The system is trained to produce the required output after the extracted data is classified into various classes which is depicted in Fig. (3).
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Fig. (3))

        Depiction of Training Phase.
      


      
        

        3.3. Testing Phase


        Initially, the System will be in an idle state shown in Fig. (4). When admin browses the chosen file, he then gathers the data. The data is examined to eliminate the null value. Because the retrieved data is divided into several classes, predictions made with the Tensor Flow and Keras libraries are made easier. The system's ability to provide the desired output depending on user inputs is tested.


        [image: ]
Fig. (4))

        Depiction of Testing Phase.
      


      
        

        3.4. Pseudo Codes Used


        Pseudo code 1: Classification Process


        Step 1: Collect and activate the data for the classification process


        Step 2: Setup the arrays for image loading


        Step 3: Create a new model by bootstrapping an existing one


        Step 4: for each instance of training data in the dataset


        a. Utilize a transfer learning technique to learn the model data.


        Step 5: Employ the K Nearest Neighbor technique to classify the data.


        Pseudo code 2: Prediction Process


        Step 1: Choose an input picture from the test set


        Step 2: Activate the trained model


        Step 3: Make use of the Keras library and Tensor Flow to predict the image's class


        Step 4: Obtain the predicted class of images


        Step 5: Show the result's accuracy graph.


        Pseudo code 3: K-Nearest Neighbor Classifier


        1. Upload the dataset


        2. Denote the number of nearest neighbors as k, test example set as z = (p’, q’) and training example set as D = (p, q)


        3. For each test instance z do


        a. Determine the distance d(p', p) between each training sample D and z.


        b. Obtain the set Dz, which is the part of D, that contains k nearer training instances to z.


        4. Determine the test instance's classification based on the majority class of its close neighbors.


        
          
            	[image: ]
          

        


        Where qi denotes the class label for one of the closest neighbors, m denotes class label, and if the argument is true, the function R (.) returns 1, otherwise returns 0.

      

    


    
      

      4. RESULTS AND DISCUSSION


      The holdout method is used to split the preprocessed dataset into training and test sets. The classifier's accuracy can be assessed based on the induced model's performance on the test set.


      In the proposed work, the user interface is designed to validate and predict the different classes of diabetic retinopathy, i.e., no, mild, moderate, severe, and proliferative classes, which is shown in Fig. (5).


      [image: ]
Fig. (5))

      User Interface for Validation and Prediction of Diabetic Retinopathy.

      Next, the user is given the test image for validating the class of Diabetic Retinopathy. The chosen fundus image belongs to class 0, which suggests the patient has no diabetic retinopathy, as predicted by the presented model and is given a test accuracy of 99% shown in (Fig. 6).
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Fig. (6))

      Prediction of No Diabetic Retinopathy with Accuracy.

      Fig. (7) demonstrates that the selected test image falls under class 1, indicating that the patient has mild diabetic retinopathy and that the test was 61% accurate.
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Fig. (7))

      Prediction of Mild Diabetic Retinopathy with Accuracy.

      According to Fig. (8), the suggested model correctly identified the selected fundus image as class 2, which denotes that the patient has moderate diabetic retinopathy and a test accuracy of 100%.
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Fig. (8))

      Prediction of Moderate Diabetic Retinopathy with Accuracy.

      Fig. (9) demonstrates that the suggested model correctly classified the selected fundus image as class 3, which denotes that the patient has severe diabetic retinopathy with a test accuracy of 94%.
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Fig. (9))

      Prediction of Severe Diabetic Retinopathy with Accuracy.

      [image: ]
Fig. (10))

      Prediction of Proliferative Diabetic Retinopathy with Accuracy.

      Fig. (10) illustrates the suggested model's test accuracy of 88% in predicting the selected fundus image as class 4, which denotes the patient has proliferative diabetic retinopathy.


      The suggested model's test accuracy for identifying various kinds of diabetic retinopathy (DR) is provided in Table 1.


      
        Table 1 Prediction Accuracy of Proposed Model for Different Classes of Diabetic Retinopathy.


        
          
            
              	Class No.

              	Class Name

              	Test Accuracy
            

          

          
            
              	0

              	No DR

              	99%
            


            
              	1

              	Mild DR

              	61%
            


            
              	2

              	Moderate DR

              	100%
            


            
              	3

              	Severe DR

              	94%
            


            
              	4

              	Proliferative DR

              	88%
            

          
        


      

    


    
      CONCLUSION


      The proposed model used an artificial intelligence-driven technique to classify the 5-class problem in diabetic retinopathy. The model's objective is to categorize abnormal fundus images as non-PDR or PDR according on their severity and fundus images that are free of retinopathy defects as normal. A healthy eye can easily be detected by the model using fundus photography. With several test cases, the KNN classifier's performance is evaluated. This prediction model aids clinicians in the accurate diagnosis of human diseases and the early identification of a diabetic.
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      Abstract


      A brain stroke is a disruption of blood circulation to the cerebrum. As per recent analysis, adult death and disability are primarily brought over by brain stroke. The World Health Organization (WHO), reports that the primary cause of death and property damage worldwide is brain stroke. Early detection of the signs and symptoms of a stroke can help to reduce risk factor of death by up to 50%. A stroke is more likely to occur in adults over the age of 55. An increasing number of people are experiencing this crippling and frequently fatal form of stroke, which results in cerebral hemorrhage. Various machine learning (ML) models were developed to predict the possibility that a brain stroke would occur. To predict the brain stroke, the proposed system used the CNN algorithm. The existing approaches are k-NN, Support Vector Machine (SVM), Genetic Algorithm (GA), Naïve Bayes classifier, J48 algorithm, Logistic Regression (LR) and Random Forest (RF). This requires more time to train the model and it is difficult to debug. And these are not suitable for large datasets. The proposed system makes predictions using CNN algorithm, a deep learning technique. It includes a multilayer perceptron for the prediction task and an autoencoder for eliminating and capturing non-linear correlations between parameters. The proposed system is contrasted with existing system and it shows an enhancement in the capability to anticipate the stroke. The proposed system achieved an accuracy of 89%.
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      1. INTRODUCTION


      Artificial intelligence (AI) incorporates the machine learning (ML) as a subset which enables a model to learn from experience task and enhance the model without being explicitly programmed. The machine learning models rely on time stamped data, quantitative data, qualitative data and textual data. Supervised learning and unsupervised learning are the two fundamental types of machine


      learning. Deep Learning is a technique of machine learning. The deep learning models learns by finding sophisticated in the data. It can be used to solve any recognition pattern problem without human intervention. When the brain’s blood circulation is disrupted, a brain stroke occurs. Lower blood supply may cause the death of brain cells. And when your brain isn’t getting enough oxygen, your body will send you certain warning signs. Some stroke risk factors are unaffected by medications or changes in lifestyle. Age, gender, race and a family history of stroke are one of factors. Some brain stroke risk factors have potential therapies. Obesity, heart disease, smoking and hypertension are risk factors for brain stroke.


      A potentially fatal medical condition called a stroke can occur when the blood flow to a part of the brain is cut off. Strokes require immediate medical attention since they constitute a medical emergency. The sooner a person is treated for a stroke, the less damage is likely to happen. Blood and oxygen cannot reach the brain’s tissues because of the break or obstruction.


      The brain seems to be the organ that regulates how we move, remember things, and produces thoughts, emotions, and communication. In contrast, the neural impulses had number of physiological functions, such as digesting and digesting and breathing. For proper operation, the brain requires oxygen. Blood vessels carry oxygen-rich blood to all parts of the brain. Within minutes, brain cells start to die, if something blocks the blood flow because it can’t obtain enough oxygen. This leads to the brain stroke. Convolution neural networks (CNNs) are one kind of Deep Learning neural networks (DNNs) used for image processing, recognition, classification and a model prediction. The hidden layers of CNN are used to make predictions more accurate. We used the two-activation functions that is sigmoid function and ReLu function are used to assist the machine in discovering intricate data patterns.

    


    
      

      2. LITERATURE SURVEY


      In [1], Tasfia Ismail Shoily et. al., utilized four machine learning (ML) algorithms to recognize the stroke. The data is gathered from hospitals and utilized them to figure out the problem. The WEKA toolkit’s Naïve Bayes classifier, J48 algorithm, k-NN and Random Forest classifier are the four machine learning algorithms. In the beginning, importing the necessary libraries and data from the stroke database. Data preprocessing, visualization of data along with attribute selection, then the data is split into test set, train set to build and evaluate the classifier model. In terms of accuracy, the naïve bayes classifier produced better classification results for the brain stroke. As a result, the evaluation of the classification result indicates that J48, k-NN and Random Forest successfully fulfilled the obligations in the identification of stroke disorders.


      In [2], Hyuna Lee et al identifies the patients with severe ischemic stroke within 4.5 hours after the onset of symptoms using three machine learning (ML) models. On the basis of a reasonable request, the information was collected from the appropriate author and is used to support the authors of the study conclusions. The MRI Protocol, Image Processing, Infract Segmentation, and Co-registration are used to manipulate the collected data, which is then divided into test and train sets for feature extraction and feature selection to train the machine learning model. The best machine learning is then placed to the test, and later, it is assessed by every top machine learning algorithm to spot test subjects who are examined within 4.5 hours of the commencement of symptoms. Random Forest, Support Vector Machine, and Logistic Regression were the three machine learning techniques that were utilized. Each patient in the independent test set was identified using one of these three ideal machine learning models. Finally, ML approaches may be practical and helpful in finding medication prospects among patients with a stroke onset that is ambiguous. Korean Health Technology R&D Project, through the Korea Health Industry & Welfare, provided funding for the author's research.


      In [3], Jeena R S et. al., worked with Support Vector Machine (SVM) models, which are well-known for their capacity to simulate complicated systems, are frequently employed in classification tasks. The International Stroke Trail Database was used to get the data for this project. Information about the patient, the hospital, risk factors, and symptoms are all included in the database. The 300 data samples are under goes for training set and 50 data samples for testing set. The classification accuracy of different kernel functions had been compared. MATLAB was utilized to implement SVM. It is used to determine the parameters sensitivity, specificity, accuracy, precision, and F1 score to evaluate the effectiveness of various SVM classifier kernel functions. The outcome was assessed across a range of patients in various age groups.


      In [4], Grant C et. al., applied the Genetic Algorithm (GA) and k-NN algorithm to find a pattern of gene expression in peripheral circulation that might be enhanced to recognize Androgen Insensitivity Syndrome (AIS) during the early phase of treatment. 24 neurologically asymptomatic controls and 39 AIS patients make up the data. The genetic algorithm, k-nearest neighbors (GA/k-NN) machine learning method was used to find a pattern of gene expression that can clarified the groups. It was evaluated for its ability to identify between 20 acute stroke models and an additional 39 AIS patients, 30 neurologically asymptomatic controls.


      In [5], Minhaz Uddin Emon et. al., employed the Base Algorithm, which consists of the base 10 methods. LR, SGD, DTC, AdaBoost, Gaussian, QDA, MLP, k-NN, GBC, and XGB are the 10 base algorithms. The vulnerability predictors are built using these well-known classifiers, and these models are evaluated by using the confusion matrix. The performance of the stroke is predicted using these ten classifiers.


      Table 1 represent the analytical existing approach methodologies, it visualise the which algorithm the author is used and it includes merits, demerits along with accuracy.


      
        Table 1 Analytical Existing approach methodologies.


        
          
            
              	S.NO

              	AUTHOR

              	ALGORITHM

              	MERITS

              	DEMERITS

              	ACCURACY
            

          

          
            
              	1.

              	Tasfia Ismail Shoily

              	Naïve Bayes classifier,

              J48 Algorithm,

              k-NN,

              Random Forest

              	It works quickly & save a lot of time.

              It is used to make accurate predictions from the data.

              Easy to implement.

              RF can automatically handle missing values.

              	Evaluation can be wrong in some cases.

              A small change in the data can cause large change.

              Sensitive to noisy and missing data.

              It requires more time to train a model.

              	85%

              79%

              69%

              80%
            


            
              	2.

              	Hyuna Lee

              	Logistic Regression,

              SVM,

              Random Forest

              	It is very fast at classifying unknown records.

              It is more productive in high dimensional spaces.

              RF algorithm is less prone to overfit.

              	It constructs linear boundaries.

              It is not suitable for large data sets.

              RF computations may go far more complex compared to other algorithms.

              	83%

              82%

              85%
            


            
              	3.

              	Jeena R S

              	SVM

              	It has more stability.

              	Difficult to interrupt.

              	75%
            


            
              	4.

              	Grant C

              	Genetic Algorithm,

              k-NN

              	It provides multiple optimal solutions.

              It is simple to implement.

              	It is difficult to debug.

              It does not work well with large datasets.

              	85%

              80%
            


            
              	5.

              	Minhaz Uddin Emon

              	Base Algorithm

              	It does not require as much training data.

              	It is a zero-probability problem.

              	87%
            

          
        


      

    


    
      

      3. PROPOSED METHODOLOGY


      The Convolution Neural Network (CNN) of our proposed model. CNN is a type of Deep Learning (DL) algorithm to predict the brain stroke for the particular person according to accumulated data. An autoencoder network and a multilayer perceptron network are the two networks that constitute the architecture.


      Fig. (1) presents the architecture of CNN using autoencoder and multilayer perceptron. It demonstrates how the autoencoder connects to the multi-layer perceptron (MLP) network and describes the input and output layers in detail. The overall architecture of the proposed model is presented in Fig. (2).


      [image: ]
Fig. (1))

      Architecture of proposed CNN model.

      [image: ]
Fig. (2))

      Flow chart of proposed methodology.

      
        

        3.1. Input Data


        The information on the 5110 patients' various medical conditions, including the occurrence of stroke disease, is gathered [6]. The information is gathered from the Kaggle website. Based on input criteria as gender, age, the existence of various diseases and smoking status, the dataset is utilized to forecast a patient’s risk of having a stroke. The data utilized for prediction is presented in Fig. (3).


        [image: ]
Fig. (3))

        INPUT DATA.
      


      
        

        3.2. Data Preprocessing


        The process of enhancing the quality of data is known as preprocessing. It helps to make the data consistent by removing duplicates and anomalies, increasing accuracy and simplifying the data for comparison.

      


      
        

        3.3. Handling the Missing Values


        Based on the kind of missing data, the mean/median or mode are used to replace the null values in the dataset.

      


      
        

        3.4. Numerical Data


        It is a type of data that can be expressed as a numerical value. When a numeric value is missing, it is replaced with a NAN value and the mean or median.

      


      
        

        3.5. Categorical Data


        Categorical is a type of data which is used to gather information with similar characteristics. When the categorical data is missing, then it was replaced with a value which was most occurring.

      


      
        3.6. Data Transformation


        A way of transforming fragmented data into structured data that may be used for building the model. This type of data transformation is used in standard-scaler function to transform into the standard form of mean.

      


      
        

        3.7. Splitting the Data


        It was applied to prevent data overfitting. The majority of the data is divided into train data and the leftover into test data.

      


      
        

        3.8. Model Building


        The model is developed using a convolution neural network (CNN). The simplest and easiest method to construct a model is sequential modelling. A model is constructed using it layer by layer. Our model layers are added using the method add. Our model uses the 7 dense layers and 10 dropout layers. The dense layers are used to connect each layer in the neural network and the dropout layers are used to ignore a set of neurons and it was preventing the overfitting in the neural network randomly. The rectified linear activation (ReLu) function is used for hidden layers and the sigmoid is a type of activation function which is used to take any values between 0 and 1.

      


      
        

        3.9. Train Data


        It is utilized to train the model. 70% of the dataset is used to train the model.

      


      
        

        3.10. Test Data


        It is used to test the trained model. 30% of the dataset is used for testing the model.

      


      
        

        3.11. Graphical Representation


        It represents the values of training and validation loss, accuracy graphs on epochs.

      


      
        3.12. Prediction


        Optimizer (Adam), loss and metrics are the three parameters to compile our model and accuracy is a metric, utilized to evaluate the correct output from the input.

      

    


    
      4. RESULTS AND DISCUSSIONS


      Fig. (4) is the heat map, which visualize the amount of correlation among variables. It assisted in the discovery of attributes that are ideal for construction of machine learning models. The correlation matrix is color coded with cmap (colormap) using “Blues”.


      [image: ]
Fig. (4))

      Heat map.

      Fig. (5) represent a description of the model, in which each neuron in the dense layer sends one output to the next layer while also receiving all of the outputs from the previous layer. A dropout layer is a technique to remove the unwanted data or noise to improve the processing and results in time.


      [image: ]
Fig. (5))

      Sequential model using CNN.

      Fig. (6) represents the epochs, a neural network is built for one cycle or an epoch which was used all the training data. Every piece of information is used exactly once during an epoch.


      [image: ]
Fig. (6))

      Epochs in CNN.

      Fig. (7) represents the training loss, which demonstrates how accurately the model fits with training data, the validation loss illustrates how accurately the model fits with new data.


      [image: ]
Fig. (7))

      Graphical representation of Training Loss and Validation Loss.

      Fig. (8) represents thetraining accuracy, which uses the validation set to train the model, the validation accuracy uses validation set to evaluate the performance of the model.


      [image: ]
Fig. (8))

      Graphical representation of Training Accuracy and Validation Accuracy.

      In Fig. (9), contrast to the brain stroke prediction model’s binary output, which ranges from 0 to 1, indicates that the sigmoid function changes the output between 0 and 1. A brain stroke is not present when the value is 0, but it is predicted when the value is 1.


      [image: ]
Fig. (9))

      Output of Brain Stroke Prediction.
    


    
      CONCLUSION


      The proposed methodology used a deep learning algorithm that is CNN which uses the autoencoder and multilayer perceptron to predict the stroke. This approach identifies status of patient through input parameters (dataset). The proposed system has been compared with another systems. The outcome of proposed system outperforms with another approaches. Our goal is to enhance the proposed methodology for light strokes in further work and plan to test additional deep learning architectures as well. Furthermore, also consider adding additional input features.
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      Abstract


      The Electronic Health Record (EHR) is used for maintaining patients’ medical records in the hospital. The EHR contains the details of clinical related data of the patients under a particular provider. The EHR contains information on a patient's demographics, medications, previous medical history, laboratory results, and reports like X-rays. The EHR system is introduced in order to share the details with other health providers such as laboratories, pharmacies, emergency facilities, and clinics so that they will have all the medical history of the patient’s health conditions. These can be accessed from anywhere via any smart device. A single record for one patient across all departments. Sharing EHR with different health care providers is a major challenge since this health record is stored on centralized servers patients cannot share this information when required. To overcome this issue we have come up with an approach of using IPFS (Inter Planetary File Systems) to store this EHR in a decentralized manner and an RSA algorithm to encrypt the Health Record. By using the combination of blockchain and cryptography a secure platform can be developed for providing the patient with full control over their health record and also maintaining data integrity.
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      1. INTRODUCTION


      An Electronic Health Record (EHR) is a method in order to store all the patient’s health-related details from the further medications that hospitals maintain. EHR has demographics, progress notes, problems, medications, vital signs, past medical history, laboratory data, and reports such as X-Rays. EHR’s are more efficient compared to the papers that help in accessing patient information from any region by using condition-specific queries. Digital recording of the patient's health details helps in tracking and more standardized documentation of patient


      interactions that reduce errors [1]. EHR supports time-saving. All the hospitals will have their own software for maintaining their own record. Some of the hospitals use local databases or may use a cloud service provider. Since the data is stored on a centralized server, patients will not able to have control over their own medical details. And sharing the details of patient's health data from one hospital to another hospital is a major task. The patient's medical details are confidential and should always maintain in a secure manner. if the data is not stored in a secure way then there will be a chance of manipulation of data, leaking of data and sometimes hospitals will misuse by selling the information of the patients to companies for the hospital management profit.


      In order to solve these issues, a blockchain technique is used. Blockchain is growing widely a list of records known as a block which is attached to cryptography.


      The term “blockchain” refers to a growing collection of data known as blocks that are connected through encryption. Each block includes transaction information, a timestamp, and a cryptographic hash of the preceding block [2]. Here to store the digital health records in a decentralized way Inter Planetary File System (IPFS) is used. IPFS is known as protocol and has peer-to-peer networks used for the purpose of storing and used for sharing data into different file systems. IPFS utilizes content address for the identifying each file onto global namespace connecting for all computing devices [3, 4].


      Since contents of health records are confidential, these data must be encrypted before uploading to IPFS. For this, we are using Asymmetric Key Cryptography. Thus a combination of blockchain and cryptography can provide a secure system that ensures data integrity of electronic health records and patients can share Electronic Health records having full control over their data [5].

    


    
      2. System Design/ Architecture


      In Fig. (1) the data will be either stored in database from lab or data will be collected from IoT Device. To share the data a blockchain enabled system is needed.


      
        2.1. Flow Diagram of EHR Sharing System


        Fig. (2) shows the Electronic health record sharing system. Electronic Health Records are given as input. Encryption of the EHR is done using the receiver's public key. Both private and public keys are generated using the RSA technique. All the public keys are recorded in blockchain. The encrypted file is uploaded to the IPFS. IPFS returns a hash for the uploaded file and it is saved in the blockchain. When the receiver wants that file, he will search the hash value in the blockchain. Using the hash, download the file from IPFS. The receiver will decrypt the file using his private key. Fig. (2) shows the flow diagram of EHR sharing system.


        [image: ]
Fig. (1))

        Regular Flow of EHR data from IoT Device or Lab.

        [image: ]
Fig. (2))

        Flow chart diagram for EHR sharing system.
      

    


    
      3. Generating Public-Private Key Pairs


      The RSA algorithm is known as the asymmetric cryptographic algorithm. RSA algorithm depends on 2 varieties of keys one is a public key another one is a private key If contents are encrypted using a public key then we can decrypt them using only the corresponding private key. Stored onto the blockchain, so that it is publicly visible to everyone.


      
        3.1. Encrypting EHR


        Electronic Health Records are encrypted using a public key. This public belongs to the same person whose health record is being encrypted [6].

      


      
        3.2. Uploading Encrypted File to IPFS


        Peer-to-peer networks called Inter Planetary File System (IPFS) protocols are used to store and share data among users of a distributed file system. To address each file's distinct identity, IPFS connects all computing devices to a global namespace [7, 8]. All the encrypted files are uploaded into IPFA and further hash values are added to blockchain by making them visible publicly.

      


      
        3.3. Retrieve File From IPFS


        Using the hash value present in the blockchain one can get the content from IPFS. But since this content is encrypted, one has to use a corresponding private key for decryption.

      


      
        3.4. Algorithm for Key Generation


        Step 1: Create the RSA modulus


        Choose the two largest prime numbers “a” and “b”. Calculate the product of p and q, store them in variable “n”


        n = a * b


        Step 2: Select a Derived Number Compute


        ϕ(n) = (n – 1) * (b – 1).


        choose ‘ e ’.The ‘e’ must be greater than 1 and smaller than ϕ(n). ‘e’ should not have any Common factors with ϕ(n) except 1.


        gcd (e, ϕ(n)) = 1


        Step 3: A public RSA key is created by a particular set of numbers, n and e, and made accessible to the whole public.


        Public Key{e, n}


        Step 4: Private Key


        Private Key d is obtained from the numbers ϕ (n) and e.


        e * d mod ϕ(n) =1

      


      
        3.5. Algorithm For Encryption


        Consider a sender texting someone with a public key (n, e)

      


      
        3.6. Encrypt Algorithm (I,n,e)


        To encrypt the plain text message use H = Ie mod n


        I is Plain Text


        H is Cipher Text


        Algorithm for Decryption


        Considering the receiver has the private key d, Plain Text is obtained using

      


      
        3.7. Decrypt Algorithm (C, d, n)


        To encrypt the plain text message use H= Id mod n


        H is Plain Text


        I is Cipher Text

      


      
        3.8. Hashing Algorithm


        Hashing algorithm ensures that whatever data you provide, the length of the hash would remain the same, from which we can say that data integrity is maintained or preserved of any amount by simply having the corresponding hash for it, and also it is impossible to decode the initial data from the hash value [9].


        Step-1: Start adding bits to the original message, making sure that it is exactly 64 bits shorter than a multiple of 512.The appended bits must always start with ‘1’ and the remaining bits must be ‘0’ till exact 64 bits less than a multiple of 512.


        Step-2: Calculate the original message module (the one without padding- 272).


        The resulting message must be attached to the padded bits and we get whole blocks of message that must be multiple of 512.


        Step-3: Initialization of buffers or the default values.


        Step-4: The message we got (n X 512) bits, now split it into n 512 bits pieces. Each of these 512 bits is then put through 64 operations.


        Calculate w(i) for each step.


        W(i) = WI−16 + σ0 + WI−7 + σ1.


        Step-5: The final round's result for the nth section of the message block will be the hash for the entire message. The outputs of each round will operate on the inputs of the subsequent round, and this process will continue until only the last bits of the message are retained. The output has a 256 bit length.

      


      
        3.9. Linear Search Algorithm (B, Num, Val)


        Step 1: [Initialization] SET Posit = -1


        Step 2: [Initialization] SET J = 1


        Step 3: Repeat Step 4 while J<=Num


        Step 4: IF B[J] = Val


        SET Posit= J


        PRINT Posit


        Go to Step 6


        [ENDIF]


        SET J = J + 1


        [END OF LOOP]


        Step 5: IF Posit = -1


        PRINT ” VALUE IS NOT PRESENT IN THE ARRAY “


        [ENDIF]


        Step 6: EXIT

      


      
        3.10. Encrypting the Electronic Health Record


        {e,n} → Public key of Receiver


        Input: Patients Electronic Health Record


        BEGIN


        .EHR is encrypted using the Public Key of the Receiver


        enEHR = encryption Algorithm (EHR,{e,n})


        Return encrypted EHR


        END

      


      
        3.11. Searching and Decrypting Electronic Health Record


        {d, n} → Private key of Receiver


        Input: Encrypted Electronic Health Record


        BEGIN


        1. Searching Electronic Health Record using hash value present on blockchain


        EHR = Linear Search Algorithm (hash Value)


        2 . Decrypt the Electronic Health Record using receivers private key


        deEHR = decrypt Algorithm (EHR, {d, n})


        END

      


      
        3.12. System Design


        [image: ]
Fig. (3))

        Flow chart diagram for system design.
      


      
        3.13. User Layer


        One who uses the application and resources to perform a particular task can be defined as a user. Here users can be the patients, doctors, lab technicians etc who make use of this application to perform operations such as uploading encrypted electronic health records and sharing these EHR with other individuals such as doctors, research institutes, i.e. The users can make use of the functionality provided by the system using a browser containing a User Interface of our proposed Decentralized application (DApp). This app consists of all the functions which is able to access by a particular user. Users can now interact with other layers of the application such as the blockchain layer

      


      
        3.14. Blockchain Layer


        It is the second most layer of the system, that comes after the user layer. This layer consists of code for the functioning of the blockchain and controls the mechanism between the user and DApp.


        This layer can be further classified into three segments. They are:


        Blockchain assets: These are the type of digital assets, representing stacks in particular projects. In the Ethereum blockchain, the external users are able to update information stored or the state of the record in the network, this process is a transaction in the Ethereum blockchain. In the Ethereum Blockchain network, these transactions are treated as assets, as the user can send a piece of information to other users in the network or store it for further purposes.


        Governance Rules: Blockchain System implements governance rules with consensus protocols for its transactions and computation in the network. The purpose is to make the blockchain secure and tamper-proof. The proof of Work (PoW) consensus algorithm is used by the Ethereum blockchain. This algorithm ensures the governance of the blockchain and maintains that all the trusted nodes involved in the transactions are linked to a blockchain network.


        Network: There are client-server networks and peer-to-peer networks. Ethereum blockchain consists of peer-to-peer networking. In this network, nodes act like peers and are interconnected. There is no central server in this network. This works on the principle of distributed platform [10]. A peer-to-peer is a decentralized, distributed platform where two nodes can interact with each other without a third-party intermediary.


        Sharing Health Records: Sharing records would let the user share their encrypted EHR stored in the IPFS in a secure manner. The user can choose the person or any institute to whom he wishes to share the health record thus maintaining complete control over his health record. For this purpose, the application provides users an option to select the receiver public key for encrypting the health record and thus ensure that only the authorized person who has the corresponding private key can decrypt this health record

      

    


    
      4. System Implementation Algorithm 1


      
        4.1. Smart Contract for Uploading and Retrieve Users Public Key


        
          4.1.1. Upload Public Key


          function add Public Key (New User Account, Public Key) Map new


          public key and information of account in key mapping


          end function


          This algorithm1 explains the functioning of the smart contract for uploading and retrieving a user’s public key. This algorithm has two functions which are to update and retrieve the user's public key. This functionality is used by system users. The first function of Algorithm 1 performs by adding Public Key to smart contracts. This function contains two variables; new user account and Public key. The function is used to map the new user account to the public key. This mapping list would be used later to retrieve the Public Key of a defined user.


          Retrieve Public Key


          function retrieve Public Key (user Id)


          if (mesg. sender = = Patient || Doctor) then if


          (User id) = = true then if


          retrieve public Key from specified user Id


          return (Patient record)


          to the user who requested the retrieve operation


          else


          terminate session


          end if


          end if


          end function


          The second functioning Algorithm1 retrieves the public key from the contract. The retrieve Public Key function contains the user id as a variable. This function checks whether the task is performed by authenticated users, that is by authenticated patients or doctors. For this, they use the term 'mesg. sender’ which is used to identify the address of the user. Then check if the User id is true or not. If the User id is true, retrieves the public key and then returns a patient record else the session is aborted.

        

      

    


    
      5. Algorithm 2



      
        5.1. Smart Contract for uploading EHR to IPFS function upload IPFS (encrypted EHR)


        if (msg. sender = = health Authorities || Patient) then upload encrypted EHR to IPFS then


        returns hashValue


        else Abort session


        end if end function


        The Encrypted EHR upload smart contract's operation is described in Algorithm 2 for IPFS. This includes features that let system users to submit data to IPFS. A hash value that serves as an exclusive identifier for the uploaded health record is returned once the file has been successfully uploaded to the IPFS network.

      

    


    
      6. Algorithm 3



      
        6.1. Smart Contract for Adding Hash Value of Electronic Health Records


        
          


          6.1.1. Add hash Data


          function add Hash Data (includes variables to add data)


          if (mesg.sender = = health Authorities) then


          add hash data of electronic health records then alert the user


          else terminate session


          end if


          end function


          Algorithm 3 explains the functioning of the smart contract for adding hash value of electronic health records. The algorithm includes the add Hash Data function. This function contains variables to add data. This function checks whether the task is performed by authorised health authorities. Then adds the hash data of electronic health records to the contract and alerts the user. If the task is performed by unauthorized user then the session is aborted.

        

      

    


    
      Conclusion and Future Work


      This article explains how blockchain and IPFS benefit the healthcare sector and how electronic health records are stored and managed effectively. We have provided a User Interface that enables easy upload and retrieval of the EHR to and from IPFS. EHR is encrypted using the Asymmetric encryption technique and these encrypted files are uploaded onto IPFS returning a hash value. This hash value can be used for easy retrieval of the files from IPFS in an encrypted form.


      We intend to implement a reward module within the current framework. For this purpose, the decision must be made based on the number of patients who will get a reward if they share their electronic health record data with any medical institute for research purposes.
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      Abstract


      This century has witness a substantial increase in elderly population. Health issues like depression and dementia are more prominent in these elderly populations which demand Assisted Living environment. The engagement of technology is seen as a solution for the Assisted Living environment. With the help of technology, Ambient Assisted Living (AAL) has become a field of research. As AAL strives to seamlessly connect information technology with people's daily lives, the buzz word called Internet of Things (IoT) exhibits significant promise for developing technical solutions in this field. Geo-fencing is one such location sensing tool that uses IOT and GPS for defining geographical boundaries and is used for putting e-fences to the needy people in their ambiances. This article aims to provide a safe tracker environment that allows the elderly people to continue with their daily activities. In this article, application built for elderly people is explained. Through this application, the person gets the direction to reach back home or the alert message is sent to the family member or the caretaker. The alert message is sent while the person is out of the fencing area to himself or to the care takers and the location of the person can be tracked. This app can also be modified for different users like person with disability, game like pub-G players etc. for the situations where the device sense that the person is in a danger zone or out of the geo-fencing.
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      1. INTRODUCTION


      Aging is similar to the evening of life, that cannot be avoided, nor is desired, and is a phase of life that is troubled. Even while it's true that no stage of life has ever been easy and every stage has problems associated with it, old age is harder than other phases of life since it takes more physical stamina and mental strength to deal with life's challenges. The elderly are heavily dependent on others at this point in their lives because of their ailments. They require someone who can meet


      their demands and with whom they can communicate their emotions. However, everyone in this capitalist society is struggling with their own issues. Nobody has the time to devote to them. More and more nuclear households are emerging as a result of shifting socioeconomic patterns, including women's increased economic independence and participation in the workforce as well as increased mobility, which is changing social norms of family elderly care. Despite the critical need, elder care in India is still largely disregarded, and the ecosystem is still in its infancy. This needs to change. In order for them to feel safe and secure, there should be some protection and care required. The phrase “assistive technology” is used to refer to “any instrument or system that enables people to carry out actions that they would otherwise be unable to carry out [1]”. Ambient assisted living (AAL) is a field of study that assists people with any type of impairment in keeping their independence in their homes for as long as is practical with the aid of information and communication technology (ICT). AAL address safety requirements include recognising a person's mobility and fragility, preventing accidents, and supporting them and their caretakers, if any, with daily activities. Many sensor based devises are used in AAL [2]. With the advancement in the IOT – internet of things and the GPS technologies there is significantly effective research in the area of AAL.


      A geo-fence is a virtual border that is created around a specific geographic place using GPS, RFID, Wi-Fi, or cellular data by devices such as mobile, desktop, or cloud-based apps or other software. A structure, residence, mile, or even a zip code can be geo-fenced, depending on their size. However, geo-fencing can only function if the precise placement of that designated boundary is made. Further it’s the placing of that defined boundary that should be accurate that makes geo-fencing work possibly. This article explains the use of Internet and GPS technology in mobile phones, to build general application that can be used to put fencing around any needy person. By creating a mobile app it is easier for senior/needy people get connected to themselves or to their caretakers.


      Caretakers or family members can view alerts when someone enters or exits the defined region using geo-fencing technology (also known as “geo-fences”). This is set up to monitor the user's activities in secure locations. However, geo-fencing is only likely to be effective when that precise defined boundary is placed. This technology is seen working in many different fields like time tracking, automating time cards, and even keeping track of company property such as vehicles, fleets, tractors, etc. By using the Geo-fencing app one can get the following benefits like:


      1. Mobile push notifications: This is a small pop-up message that appears on the cellular / mobile device of the user even when the software isn’t open.


      2. Trigger text messages or alerts: This is the alert message that immediately triggers from the software.


      3. Forced commercials through more than one digital: These are the commercials sent to the selected group of audience, as in the case of any e-commerce applications.


      4. Permit monitoring of asset: This is a control device that works on GPS to monitor the activities of the a assets like any vehicle etc.


      5. Reach or Target one’s pets or even one’s spouses: The tool containing GPS and mobile indicators is linked to a collar or body of the pet to keep track of them.


      6. To find lost smartphones and other assets: This facilitates discovering the area of lost cell phone when misplaced. Any lost object in IoT can be tracked by using the concept of Geo-fencing.


      7. Collection of location-based data.: One can target customers and track their behaviour within a specific range using geo-fencing. This data is used for the R&D purpose in marketing/Advertising etc...

    


    
      2. RELATED WORK


      
        

        2.1. Cloud-Based Framework Using Digital Twin


        In this paper [3], a cloud healthcare system's framework is built on the concept of digital twin. (Cloud DTH). Using wearable medical devices, for instance, is based on a universal and extendable framework in the cloud environment for monitoring, diagnosing, and predicting elements of a person's health with the aim of achieving personal health management, particularly for the elderly. Cloud DTH attempts to achieve human and technological interaction between virtual worlds and medical physics.


        In general, geo-fence scenarios can be classified based on their dynamics, delivery, and time constraints [4]. Each category has different implications for the architectural design of a Geo-fencing system. Its scope is expanding rapidly. Currently very few applications deal with geo-notifications, which are intended to alert mobile/stationary users to location-specific information in advance. Geo-fencing is the technology enables proactive location-based services’.

      


      
        

        2.2. A logistics Management Model-safe Track


        Cargo transport accounts for the majority of logistics costs in most businesses. As a result, companies are investing in tracking and tracing systems in order to improve services, reduce costs, and ensure cargo transportation safety. To contribute in this area, the authors [5] have proposed Safe Track, a logistics management model based on geofencing algorithms and radio-frequency technology. This model uses mobile devices to monitor detours in planned routes and respond to alarm notifications with the help of Geo-fencing.

      


      
        

        2.3. Use of Geo-fencing in the Field of Disaster Information System


        The authors [6] have implemented a disaster information system and is using geo-fencing technology to detect the movement of user’s clients using that system and deliver information about any risk for them. This helps to preserve their lives and also aids them in difficult situations. The system combines client-server architecture; the server gathers risk information from various online information sources or the user's input, and the client monitors the user's notification of the information as needed. The proposed system sets up a geo-fence—a virtual fence with risk data stored—at the dangerous location and monitors the user's entry and exit to keep an eye on their movement. This is very helpful for people who are living near flood-prone areas or areas where there are frequent occurrences of earthquakes.

      


      
        

        2.4. Child Abuse Prevention with the Help of Geo-fencing


        The model in this paper [7] aims the suppression of an increase in child abuse cases. In this study, the geo-fencing technique is employed to set up a virtual fence for kids and keep an eye on the child abuse prevention strategy. Every location that their children frequently visit will have a label assigned by the parents. Mobile devices or any electronic devices, such as tablets, smart watches, or smartphones, will incorporate this system. If the child or teenager’s moves through or beyond the fence, the child's parents will be contacted. This system also gives the child a panic button to use in case of any emergencies.

      


      
        

        2.5. Usage and Perception of Geofencing


        This paper [8] shows the use of geo-fencing as a service involving the use of mobile apps or other software that uses GPS and RFID to track a user's movement when they enter or leave a boundary that has been set up around a specific area. Sending the alert message depends on the geo-fence. Several industries, including social media, marketing, audience interaction, smart appliances, and security, employ this application. This highlights the advantages of geofencing by demonstrating how it can be utilised for more precise targeting, customised customer service, etc.

      

    


    
      

      3. TECHNOLOGIES USED IN GEO-FENCING


      The geo-fencing is a hybrid integrated technology which has mobile devices with GPS and IoT as the base. The other technologies which are used in Geo-fencing as needed by the applications are Wi-Fi, RFID, GSM/3G, Wi-Fi, ZigBee and cloud [9].


      The most crucial phase is to use a GPS to create a virtual border around a certain spot in order to make sure geo-fencing is configured correctly. This can be done by marking points on the region that create the shape of the boundary where one wish to catch people or devices using polygonal or circular geo-fencing option of the software creating geo-fencing. When creating a mobile app, circular geo-fencing software is used to quickly design a circle of 100 feet or smaller on a mapping region like Google Maps. When a user enters or leaves the virtual geo-fencing area or comes very close to the border that was created by a user's relative or the administrator, the alert message will be sent [10].


      Because users of mobile devices must opt-in to the region offerings on their devices for the geo-fencing to function, a geo-fence is often described inside the code of the utility programme (select the cell tool ID through GPS, Cellular, or Wifi networks). If going to a live performance venue, one might be able to download a mobile app to get information on the event regardless of whether or not the spectators are inside their virtual fence or not. Or, a retailer may create a geo-fence around their location that triggers mobile alerts for customers who have downloaded the store's mobile app. In those circumstances, the app is programmed with a geo-fence that is managed by the retailer, and customers can opt to accept the region and gain access to the app [11].


      Numerous end users can also install a geo-fence by using the geo-fencing features in their mobile apps. One can choose a location or address where he/she wish to place a specific alert or push message with this software, which includes Reminders. This is known as the “if..., then...” scenario. ” command, in which a software is set up to make a movement entirely dependent on another movement. For instance, a reminder app can be set to send notification once the user reaches a specified location. The query which is required to set such remainder is “If me at 5 ft from my front door Then switch on the lights.”


      Today drone technology has taken a new shape. Geo-fencing is embedded in the drone’s software and used as a security measure which allows them to limits access to certain areas. These areas are visible on drone app, and it notifies the drone users, when to approach these restricted areas. The ability to navigate geo-fencing, which is frequently put around airports, outdoor events, or even the White House, is built into almost every drone. Those drone-resistant geo-fences can be installed by the FAA upon request; certain restrictions can stop a drone in mid-air, while others will send the operator a warning message. In order for law enforcement to control the noise of unmanned drones, some drone geo-fences will request a user's authorisation. This process links the user's identity to their drone. Geo-fencing isn't just for mobile apps; it's also used to control and play music to cars in the delivery industry and farm animals in the agriculture industry [12].


      
        

        3.1. Defining the Geo-fence Boundaries


        There are many ways to define the boundaries of the fence when creating geo-fencing app. The two majorly defining geo-fencing boundaries are radii, polygonal geo-fences, and latitude-longitude geo-fences.


        
          3.1.1. Circular & Radius Geo-fences


          With round and radius-based geo-fences, the admin or software owner may access the geo-fencing software, choose the area they want to draw the border around, and select the number of feet they want it to be around that location. It can go as far as 5 feet and as high as 200 to 500 feet above the area that the virtual geo-fence is being built around.


          The biggest disadvantage of radius geo-fences is the possibility of blind noticed regions that is taken from the circular geo-fence without intending to instead of selecting the regions need to really identify or focus on [13].

        


        
          3.1.2. Polygonal Geo-fences


          Since 12 to 15 pointers can be used to define a region, polygonal geo-fences are more precise than those based on radius. Utilizing polygonal geo-fences is made easier by several commercial geo-fencing services. The procedure involves first taking a picture of the region used for geo-fencing from which few only locations are selected to mark the boundary.

        


        
          3.1.3. Latitude Longitude Geo-fences


          The final approach of geo-fencing involves using a more comprehensive system that is based on rectangles. One may find the latitude and longitude of the location which is needed as target in the geo-fencing. The geo-fencing tool allows use will then create a rectangle shape that may be 10 to 500 feet away from the target coordinate. The biggest problem with this method is determining the precise location because there is a risk of accidentally taking a photo of an undesired roadway or parking lot [14].

        

      


      
        

        3.2. Geo Positioning - GPS


        Using GPS technology, doctors and paramedical ensure they will be able to provide patients with timely care and also provide them with medicines and also keep track of them. It can track the patient’s movements and recovery process and gives them safety in case of emergency.


        Think about using a wearable gadget like a GPS locator if an elderly loved one occasionally gets lost or confused so that can be track them down in an emergency. The creation of GPS medical alert devices has altered how at-home care for the elderly is provided around-the-clock. The advancing technology does allow elderly people liberty and comfort for carers.


        A reliable tool for using all the advantages of GPS trackers is the GPS tracking system [15]. The GPS tracker and GPS tracking system work together inseparably to enable the majority of location tracking. Tracking technology is used to keep an eye on one’s family, children, pets, cars, bikes, boats, fleet, and cargo. The GPS tracking industry provides excellent chances to improve quality of life, increase property and family safety, or even launch a GPS tracking company. An ordinary application can be used to access the GPS Tracking system on the web; no specialised knowledge or abilities are required. Create an account, attach a GPS tracker, and use the detailed map to view location in real time. A reliable tool for exploiting all the advantages of GPS trackers is the GPS tracking system. The majority of position tracking is made possible by the interdependent operation of the GPS tracker and GPS tracking system. Excellent opportunities exist in the GPS tracking sector to enhance quality of life, increase property and personal protection, or even start a GPS tracking business. The GPS Tracking system on the web can be accessed using a standard programme; no specialised skills or knowledge are needed. To view location in real time, sign up for an account, attach a GPS tracker, and use the detailed map. The tracking system retains history and related information so that it may promptly and whenever be used to recall routes and events. Data is available in diagrams and tables with export options for further study. For businesses with their own vehicles, GPS tracking systems are crucial. Track employees, keep an eye on their location, receive alerts if they stray or use business vehicles improperly, and keep an eye on fuel fill-ups and thefts [16]. The system lowers maintenance expenses while helping to protect company assets. Such programmes are necessary for any object tracking in general.


        
          

          3.2.1. How GPS capture the location?


          GPS satellites circle the earth twice a day in a very precise orbit and transmit signal data to Earth. GPS receivers use trilateration to calculate the user's precise location based on this information. Essentially, the GPS receiver compares the time a signal was transmitted by a satellite to the time it was received. The time difference tells the GPS receiver how far away the satellite is. With distance measurements from a few more satellites, the receiver can now determine the user's location and display it on the unit's electronic map. This data is received by the GPS receiver and the geo-fencing application works on this calculated location of the targeted object [17].

        

      


      
        

        3.3. RFID


        Passive RFID solutions that use tags and barcodes only work over very short distances with expensive readers, making them ineffective for active tracking purposes.

      


      
        

        3.4. UWB


        Technology using high-speed radio communications offers the best location accuracy (up to 10 cm), but is also the most expensive.

      


      
        

        3.5. Wi-Fi


        In Wi-Fi-based RTLS, the beacon actually contains a Wi-Fi radio that transmits data to multiple access points within a building or area. This technology may be helpful when the required accuracy does not fall below 56 meters.

      


      
        

        3.6. Bluetooth


        Due to the widespread adaptation of the Bluetooth standard, BLE (Bluetooth low energy) beacons are therefore cheaper and easier to integrate into other everyday devices and systems than alternatives and carry, leaving the flexibility to tailor solutions to each part of the business operations.

      


      
        

        3.7. Cloud Computing


        Cloud computing helps to create a connection between clients, hospitals, pharmacies, and other medical entities. This makes data storage, patient treatment process, and other various facilities possible everywhere.

      

    


    
      

      4. BENEFITS OF GEO-FENCING FOR USERS


      
        

        4.1. Modify the Behaviour Habits


        Keeping cloud services for seniors with an age-friendly interface can help bring the desired changes to the behaviour, habits, and routine in an exceedingly brilliant way.


        Suppose someone is employing a wearable or at-home monitor that's made for providing patients with all the mandatory information, so whenever that person is attempting to eat unhealthy snacks, it warns the linked or connected person like the nurse or the caretaker. Also, it reminds or throws alert messages on the to the patient preventing them from indulging in such harmful habits. Sounds pretty awesome!


        A cloud service allows the Geo-fenced person to set a reminder, so they recognize when to require medications and when it’s time to exercise or eat their meal. This is well known, that as one gets older, they tend to forget to try and do basic chores. But, such technology can make help people by reminding them about the tasks that require to be completed. Technology has made lives comfortable.


        Reduces the value of hospital Using cloud services for seniors care has amazingly lessened the worth of living by reducing certain expenditures just like the price of Transportation or visiting hospitals on a weekly or monthly basis Purchasing expensive devices to check the health status One cloud – Multiple uses, one person will use ONE app for checking everybody’s vital that's needed to be taken into consideration. An awfully famous app called Heart Pal is formed for monitoring force per unit area and logging, tracking, and analyzing it.

      


      
        

        4.2. Helps Reduce the Risk of Complications


        Technology has played a necessary role in minimizing this risk as several global healthcare companies have introduced medical alert devices. Yes! Alert devices which they're going to be necklaces, bracelets, or the shape of any accessory. The senior wears them, and just in case of a fall or if the patient needs instant medical assistance, it gets activated, sending the signals for a medical emergency. It can significantly reduce the waiting hours for the doctors to return by and help. Download Report “Smart home technology” has been trending, and it deserves to be treasured. Such technologies which use voice assistants and sensor-based lighting are wonderful to help for seniors to speak


        As stated earlier, in any cloud computing when used in any application a private computing platform is the most effective way to manage an organization's allocated resources, particularly from a security perspective, and keep their information internally as part of organizational regulations without enlisting the help of external entities (such as outside the organization). According to the needs of the end-users, cloud computing supplies and administers an elastic pool of resources; private cloud computing is used when the resources are earmarked for a single business and public cloud computing is when multiple organizations share the resource pool. There is relatively little distinction between public and private computing; for instance, large-scale Internet services and applications are primarily managed by using public clouds, whereas virtualization technology is used by private clouds.

      


      
        

        4.3. Smart Tracking


        Safety is increased, hospital running expenses are decreased, patients receive more effective care with less effort, and they are likely to have access to beds and ventilators in an emergency thanks to tracking, which might include tracking a person or adjacent objects. Keeping track of everything would be tough without contemporary technology. Additionally, finding a nearby hospital, emergency services, and pharmacy becomes more challenging for the elderly. These folks can find everything around with the use of this sophisticated tracking, which will save them time and work.

      


      
        

        4.4. Alert System


        In the event that a person escapes the fence and is unable to return home, an alarm system is employed to notify the family members. The person can be located and tracked by the family and caregiver. Too many people experience disasters in their homes but are unable to call for assistance. To prevent significant consequences that could be brought on by falls and other restorative crises, it is imperative to seek immediate medical assistance or 24-hour emergency response. According to statistics, more than one in three adults 65 years of age and beyond will experience a fall every year. A medical alert for our cherished family members is therefore essential.

      


      
        4.5. Medical Alarm System


        Typically, it's a device that's linked to a 24-hour emergency response centre that responds quickly to any conceivable emergency, including fall detection. These clock rounds are easy to use and highly practical. These tools provide a safety net that will boost an elderly person's sense of freedom and personal fulfilment. Medical Alarm Types Medical alarms exist in a variety of forms, including smartphones, watches, bands, pendants, etc. that link by 3G or 4G connection and enable the elderly to stay in touch with their loved ones from anywhere in the world.

      

    


    
      

      5. IMPLEMENTATION


      [image: ]
Fig. (1))

      Proposed System.

      Fig. (1) shows the bird eye of the proposed System. This android application requires the mobile user, who in this case is an elderly person, to configure their profile with specific information as well as the name and phone number of any family members or caregivers. Now, as soon as the elderly person leaves the house, the tracker automatically begins following them. As soon as they leave the fence, which represents the geographical boundaries set up by the software administrator or the family members, an alert message is sent to the registered user in case the client is unable to find their way back home or has trouble remembering the area. There is an SOS button, often known as an emergency button, which needs to be pressed. The alert message is promptly delivered to the caregiver or relative through the SOS button. The information is preserved and connected to the cloud and database at the back end so that it may be used for any future effects. These secure servers host the web services. A real-time location system is used by the internet of things cloud, which also controls APIs. When necessary, these web servers may also contact the emergency services, so that the relative and their loved ones don't experience any issues.


      
        

        5.1. Architecture


        In Fig. (2), Geo-fencing Architecture showing the technologies used in the geo-fencing application, like GPS, database, and browsers for user interface. WiFi-based location services , Internet connection are the compulsory part of this Architecture.


        [image: ]
Fig. (2))

        Geo-fencing Architecture.

        [image: ]
Fig. (3))

        Geo-fencing system diagram.

        This is basically a cloud-based application used via internet. Just like the ‘Google Docs’ which is the perfect example of Cloud-based application. The system allows easy access to the person who is new to the technology like the senior citizens. The Fig. (3) above also explains in much easier manner wherein there is an elderly person who has a smart phone that has a tracker and a SOS button in the application which continuously keeps the track of the elderly when the person is away from the home. And if the person is finding it difficult to make his way back home the relatives or the caretaker immediately gets the alert message which helps them to find the person. The SOS button is the emergency button, if the person is in difficulty or facing any health problem the button directly sends the alert to the doctor and to the police station nearby so that the person gets a quick help needed. This is all done through the Amazon Cloud Service.


        The detail architecture is shown in Figs. (2 & 4) of the geo-fencing system consists of 2 main applications:1 where the client application runs on the end user’s mobile phone and 2 in which the server application provides a browser’s front-end which is seen by the caretakers that also includes relatives. This mobile client application is responsible for monitoring the location of elderly humans and their physical condition of elderly people. The main component is for configuring and reading the locations on the smartphone; sending to the server the data read from sensors (GPS position, temperature, humidity, etc) receiving from the server the geo-fencing areas and the external physical condition that they meet when they are outside the fencing area.


        [image: ]
Fig. (4))

        Tracking Architecture.

        Thus, Fig. (5) shows the flowchart of the working of the application. Where, geo-fencing gives users mobility so they may easily engage in outdoor activities. The whereabouts of old people are continuously tracked, and when the user is found to depart from the intended path, automatic alarms and notifications are delivered to the caretaker's device. There are two steps to this:


        Step 1 The user will only receive the notification if they are within or close to the geo-fencing area.


        Step 2: If the user does not arrive in the fencing area within the allotted time, a notification is issued to their family or caregiver.


        [image: ]
Fig. (5))

        Flow chart of proposed system.
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Fig. (6))

        Use-case diagram of proposed system.

        The user or the application is connected to the AWS cloud. There are few steps to create and manage the services, as depicted in Fig. (6) are given below:


        1.AWS Amplify is the framework use to deploy the static framework. Initialize the amplify project directory.


        2.API Gateway allows programming interface which make the application interactive.


        3. The Amplify CLI allows you to create, manage, and remove AWS services directly from your terminal.


        4.AWS Lambda helps you to upload code and the event details on which it should be triggered. It will execute the code when triggered by AWS service.


        5. After the creation and configuration of the app with user authentication, Now add an API and Create, Read, Update, Delete (CRUD) operations on a database using Amazon DynamoDB.


        The above Figs. (7 & 8) shows the tracking and geo-fencing for the elderly person where their smartphone is used to keep track of them. Using GPS technology, fencing can be put that leaves the boundaries in the places around their house or in that radius area [17]. This app monitors the person and as he is seen moving out of the fencing area the alert message is immediately sent to the caretaker and the family member. This app also keeps helps the senior citizens to keep track of their medicines and can get pharmacies near them, build the connection with the hospitals and doctors that can visit their homes and help them with their routine check-ups, also provide them with emergency services like an ambulance or a ventilator bed can be available to the nearest hospital and various lab test that can be done at their doorsteps.
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Fig. (7))

        Screenshot 1 showing geo-fencing and tracking.
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Fig. (8))

        Screenshot 2 of geo-fencing and tracking.
      

    


    
      CONCLUSION AND FUTURE WORK


      The senior population can benefit from a straightforward solution thanks to geo-fencing technology. When a person is away from their home and loved ones, it might be used to track them. Mobile clients were created with the ability to modify the location that is used to set up fences or borders, allowing for the tracking of the user's various activities. In this study, we deployed a cutting-edge cloud computing platform that efficiently computes data from various healthcare devices, enabling the monitoring of the elderly patient when he experiences any health difficulties by the doctors and other medical staff. Real-time location systems are used in cloud computing for elderly health care to track patients and guarantee their safety. In case of an emergency, this programme also keeps track of hospital services, pharmacies, lab testing, and ambulance services. This application may be created and used in the future. His innovation may eventually be included into a variety of gadgets, including digital watches and other wearable’s like bracelets. Collaboration between patients, their caregivers, and healthcare professionals will be encouraged as a result. There can be many activities planned for persons of a similar age as well as with youngsters to help elderly people who are lonely feel less alone, enjoy the company of young children, and possibly pick up some new knowledge and experiences. The report will also be updated to reflect the newest advancements in the information technology sector. Geo-fencing can also be used in games, where it will be simple to track players' locations and prevent causality. The same application can be adjusted for people with disabilities.
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      Abstract


      The vision of this device is to design and construct the blind-friendly embedded device. The blind and visually handicapped have difficulty utilizing mobile phones because social media and online banking programs on smartphones are difficult for them to utilize. For quick bank transactions, ATMs are used. If blind individuals use the ATM and it isn't designed with visually impaired persons in mind, there will be privacy concerns. Using mobile phones with the assistance of others may jeopardize their security and privacy. Touch screens were not designed with visually impaired persons in mind. They are uneasy using cell phones in public due to current technologies. When visually impaired persons walk, they use a stick, which can be replaced as well. By gaining access to all capabilities of smart phones, the developed system would assist visually impaired persons in making their lives much easier.
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      1. INTRODUCTION


      There are a total of 285 million people around the world who are visually defect as stated by the World Health Organization (W.H.O). The number of visually faulty people on the planet is believed to be 39 million. Over 1.3 million persons in the United States are completely blind, and the number of people who are visually defect goes up to 8.7 million.


      As stated by the American Foundation for Blind and the National Federation for Blind 100,000 of them are students. As a result of the success of public health program, disease-related blindness has decreased in recent years. Over the age of 60 the number of visually faulty people, on the other hand, is increasing at a rate of 2 million every decade All of these figures, however, are predicted to rise by 2020 [1].


      I am The Eye' is a device that allows visually impaired people to use their cellphones without even touching them. In today's world, there are a plethora of smartphones to choose from, but none of them are totally accessible to visually impaired persons. 'Am the eye' is a hybrid system that combines hardware and software. Smartphones are one of the most important technologi of current generation [2]. Almost all communication and transactions, such as current news, financial transactions, social/family updates, and so on, are done through mobile phones. The blind and visually handicapped have difficulty utilizing mobile phones because social media and online banking programs on smartphones are difficult for them to utilize. They are unable to fully utilize smartphones. Using mobile phones with the assistance of others may compromise their security and privacy. For quick bank transactions, ATMs are used. If blind individuals use the ATM, there will be privacy concerns, and it is not properly designed for visually impaired persons. Touch screens were not designed with visually impaired persons in mind. They are uneasy using cell phones in public due to current technologies.


      Am the Eye is a device that enables blind people to use their phones without having to hold them. The microcontroller-based system will be linked to the phone through Wi-Fi. then the user gets calls or texts, he will be notified and will have the option to return the call or text. Text from social media apps and text messages will be converted to Braille. Six LRA motors will be grouped in a braille dot pattern. It will vibrate to the beat of the music. It can express approximately five words in a single second. With this apparatus, he can walk without requiring a cane. The system will include a sensor that will detect road impediments. With this method, he can walk without needing a cane. A sensor in the glove will detect ground obstacles. By pointing to his hand, he can walk. They can recognize and communicate with the people in front of them with the help of AI. The use of ATMs is straightforward. The device will read the display and offer the user with information. Through this method, he will be able to use social media and ATMs. They can use it to text someone at any time using gloves that are already in their hand. The alphabet and number system will be included in the gloves. There will be notification mode, call mode, text mode, walking mode, and other applications that use mode. Notification mode: In this mode, the user will only get notifications from the Instant Messages App. They are not able to respond to text messages. They can switch to this mode if they want to use their hands freely. None of the switches are functional in this situation. This mode can be used to make a phone call to another person. Text Mode: He can use WhatsApp, SMS, and other social media in this mode. He will be able to text and send data in this status. Walking Style (used when walking around [3].


      The increase in the demand for orientation and navigation aids. The white cane and trained dogs are used as the most cost effective and basic navigational tool. Despite their widespread use, technologyies available in today’s world is not so beneficial to the blind as compared to the people with sight. This gadget helps by providing a comprehensive review on researches on different routing tactics and are suggested to the visually impaired persons. Unlike most other evaluations, this one includes navigation systems that may be used in a number of environments (such as outdoors, inside, and so on) and that use a variety of technologies (vision, non-vision, mobile-based, etc.).


      When technological advances were employed to create common items, people began to apply that advantage to assistive technology as well. These goods are intended to help people with impairments in their daily lives. Accessibility Aid were later coined to describe these types of assistive devices. Assistive technology, according to analysis, refers to innovation, A person with a disability can overcome physical, social, infrastructural, and ease of access obstacles to liberty and lead an active, productive life as an equal member of society with the use of apparatus, gadgets, instruments, facilities, systems, processes, and ecological adjustments. Research indicates that the use of assistive technology, particularly for navigation, is becoming more and more important in the lives of individuals with disabilities. Way finder, Envision, and other like services are a few examples [4].


      Mobile devices that have adequate computational power and sensor capabilities are also offering countless potential in the development of G.P.S devices as a consequence of technical advancements in the mobile sector. The biggest and most popular mobile platforms, according to Csapó et. al., are quickly becoming the de-facto norms for the use of assistive technology [5].


      There has been a great deal of research done on the creation of assistive navigational devices for just the visually impaired. It could be because the creation of route planning, wayfinding, information flow, communication, and other tools and approaches involves both technical and physiological components. The physiological causes of vision loss, variables affecting how individuals move, orient, and obtain information, in addition to the technical aspects involved in the creation of these technology and techniques, are some of these. The authors claim that it is difficult to convey the spirit of this environment with just one picture. There are various navigation systems available for the blind and visually impaired, but only a few of them can give dynamic interactions and flexibility for variations, and none of them fully operate. Numerous studies on various navigation gadgets and approaches used by vision impaired or blind people have been conducted. Tapu et al. conducted research on wearable devices that aid visually impaired people in navigating outside environments. A review of visual assisting approaches for indoor positioning and navigation was conducted by the authors of a review. The study examines a variety of electronic travel aids (ETAs), particularly those that use machine vision to help blind people navigate. Hojjat reviewed some of the most recent solutions for blind and visually handicapped people to navigate indoors. There are, however, fewer comprehensive reviews of navigation systems that operate both indoors and outdoors and are classified based on technological advancements [6].


      This review paper contributes by offering an organized conclusion of the results on various navigation techniques used by (or advised for) persons who are visually impaired. Unlike the majority of similar other evaluations, this one takes into account navigation systems that operate in a variety of contexts (such as outdoors, indoors, and so on) and employ a variety of underlying technologies (vision, non-vision, mobile-based, and so on). This paper would be better organized if the reviewed works were organized according to the underlying technology. Finally, the paper concludes with some recommendations based on the authors' extensive research. The ideas in this study can be utilized to design upcoming navigational aids for persons who are visually impaired, as per authors, who also feel that it can give a summary of current advancements in the area [7].

    


    
      

      2. MOTIVATION


      Only a few inventors and innovators are working to empower the world's blind and visually impaired in overcoming their constraints. The percentage of inventors working on helpful solutions for persons with impairments, on the other hand, is steadily increasing. Furthermore, we currently live in an era when inventions and new solutions are created in quite different ways than in the past. Academic research institutes were responsible for the majority of inventions only a century ago. Today, anybody and everyone can create an innovation [8].


      The “AM THE EYE” system was designed by improving the specific purpose designed walking aid stick into much complex device which can act as an eye for the visually challenged in this device the Three of the four sensors on the Glove oversee obstacle detection. The other sensor, which is located beneath the smart stick, detects potholes. The use a walking stick in these articles, whereas we use a glove and a wrist band, which is a lot more complicated and multitasking system.


      
        2.1. Devices Designed for Detection, Navigation and To Alert Blind


        A system for detecting impediments, darkness, and tracking the visually impaired person was proposed. The user is tracked using a GPS gadget. When the Infrared Sensor senses an obstruction, the camera is utilized to capture photos that will allow the user to determine what the obstacle is. The Light Dependent Resistor is used to detect darkness. The blind will receive these alerts via headphones. This device is portable, and it can function even if it is not connected to the internet [9].


        ● This device is specifically developed to track those who are blind or visually challenged. It makes it easier to communicate panic alerts to the appropriate caregivers, as well as the current position. This allows the vision challenged person to walk through map directions unaided.


        ● Both the impediment and the hole are detected by the ultrasonic sensor, allowing for obstacle detection. Moisture sensors are used to detect the presence of water. Radio frequency transmission is used to recover the stick if it is misplaced. Arduino oversees all of these modules. In urgent situations, it uses GPS for tracking and GSM for delivering alert messages.


        ● This method uses an ultrasonic sensor to detect impediments like pits and pebbles. A water sensor monitors the spread of water. When the detection is identified, the user receives an alert, and the buzzer begins to sound when impediments are detected. To locate the missing stick, radio frequency transmission is used. The blind individual is tracked by GPS, and the alert message is sent to the concerned users through GSM.


        ● Here, haptic feedback is used, and Bluetooth and USB communication are both supported. For USB and Bluetooth connectivity, two different controllers are used. To avoid message drops, the computer communication network transmission protocol is employed for acknowledgment. It makes use of a Kinect sensor to provide depth data, as well as an infrared projector that generates various patterns. Humans are detected by the Kinect sensor. For example, if a person weaves his hand, the user is alerted via headphones, and the blind learns that a human is present in front of him.


        ● This gadget utilizes a multi-sensor probe to identify humans while the user is going through a crowd. The PIR sensor detects movement by emitting infrared radiation. The sonar module provides the target distance and velocity, which assists in estimating the real distance.


        ● This gadget utilizes a multi-sensor probe to identify humans while the user is going through a crowd. The PIR sensor detects movement by emitting infrared radiation. The sonar module provides the target distance and velocity, which assists in estimating the real distance.


        ● Color, light, object, and banknote detection is possible with this Android app. The inbuilt light sensor detects light and emits a beep sound based on the strength of the light. RGB values are used to detect color. Bank notes that are spotted are identified using a database that has been previously stored. Text to speech is used to inform these detections.


        ● Two ultrasonic sensors detect impediments, while a moisture sensor detects water spreading. The user is notified of the detection via voice output. Think talk is used to upload data to the cloud.


        ● With the use of an ultrasonic sensor, obstacles are detected from the front, upper, and side. When an obstruction is detected, the user receives a vibration alert. The GPS module keeps track of the user's location.


        ● The video is recorded using a robot technology with a video processing equipment. Images will be taken from the video, and face detection will be performed using the library's face detection feature. The depth map is detected using a laser sensor, and the obstacles are detected by a camera. With the detection output, the decision module directs the robot. A smart glass and a cane are used. The smart glass detects obstacles, and the walking stick alerts the blind to the danger. In the event of a collision, the caretakers will be notified via an online platform.


        ● The signal is received by one sensor array and transmitted by the other. The emitter's signal will be detected by receivers. This aids in determining the range of distance. The device determines how far away the target is. Expected and actual distances are measured and matched because of this.


        ● Using an ultrasonic sensor, obstacles are detected in three directions: right, left, and front. When an obstruction is spotted, a buzzer will sound to inform the blind.


        ● In order to identify impediments, The gadget makes use of RADAR technology. It is based on the transmitter and receiver elements of the RADAR. The device's miniaturization and portability are two advantages.


        ● The tutor teaches the blind students how to use the touchscreen keyboard to pass information to the microcontroller. The data will be displayed tactilely to the students on the receiving end. Multiple blind students can be trained using this technique with the support of a single tutor.


        ● Text-to-speech technology is used in this application. Users who want to help the blind should input a message that will then be converted to voice. A blind person will be provided with earphones in order to hear the voice message.


        ● The whereabouts of blind people will be tracked based on the building's construction by detecting the direction and distance of movement. Data is collected and processed at several stages, and a map is created to aid the blind in his navigation. It aids blind people's indoor navigation.


        ● It operates on the basis of echolocation and picture processing. Images are captured using an image sensor. The collected images are used to identify both static and moving items. The obstruction is detected by an ultrasonic sensor, and the distance is calculated. The use of a GPS module aids blind people in their navigating.


        ● It is intended for use in the open air. It features buttons that can be used to conduct various tasks. Pressing the appropriate buttons initiates the SETUP procedure, navigation, help, emergency, and vision system. The prototype shown in Figs. (6 & 7) is currently in its early stages and could be improved.


        ● Blinds were asked to snap photographs in this experiment, and the findings were wildly wrong. According to the findings of the tests, blind people were able to shoot movies more easily than they were able to capture photos. It has the potential to work in the future, allowing blind people to register images on their own.


        ● They've experimented with both multi-story buildings and underground passageways. They calculated the difference between the estimated and actual locations. This prototype is useful for navigating large complexes of buildings.


        ● The device is a wheelchair with an ultrasonic obstacle detection sensor. It employs an infrared sensor to track the line, allowing the wheelchair to move in a precise path. The user must follow the path that has been set out for him. This device allows the blind to navigate independently.


        ● The obstruction is detected, and the real distances are calculated in this prototype. The information will be retrieved by connecting the smartphone to a Bluetooth module.


        ● Convolutional Neural Network is used for detection. Different entities, such as a cup, a ball, and a human, are used in the testing. According to the results of the tests, it has an accuracy of 80%. It is more precise and effective.


        ● It assists the blind in locating a nearby pedestrian signal, which allows him to cross the street safely. The depth and color images are obtained using the Kinect sensor. The blind is guided to the exact position of the pedestrian crossing as soon as the image is recognized by GPS.


        ● This technique enables blind people to read text that is embedded in an image. A laptop, a camera, and a voice synthesizer are included. To catch the texts, the camera offers a zooming option. Texts are discovered using the FDR approach. It is still in its early stages and is not yet ready for use.


        ● The obstruction, as well as its size, velocity, and position, are detected by the RGB-D camera. It aids navigation in a dynamic interior environment by using fuzzy integral- based gaze control. A vibrotactile vest is used to alert the wearer to the presence of an impediment. This method aids the blind in shopping malls. The photos will be saved after the webcam captures the picture. When the user walks barefoot, the Gait detector uses a pressure sensor to evaluate his foot position and size. A laser range finder gadget is used to determine a person's height. A microphone will be used to aid the user [10].

      

    


    
      

      3. METHODOLOGY


      Both hardware and software are equally important in our system. The requirements' minimal functionality, or required capability, is listed below. The ‘Am the Eye’ device must have an internet connection and a SIM card. A mobile phone is required of the user. It is designed specifically for visually challenged. It also comes with gloves and a wristband.


      Vibrations will be used to address the communication interface of Texts or Notifications. Specifically, six LRA motors will be installed in the band, which will vibrate in accordance with the braille format. The Pi will be connected to the phone via Wi-Fi.


      
        

        3.1. Architectural Strategies


        The system uses the following components Sensors-HCSR04 Ultrasonic Sensor, Network- WIFI., Edge/Fog/Mist –Nil, Storage-32gb SD Card, Data Abstraction- LBPH Frontal Face, Application Development-Nil, People and Business Process- Visually Impaired People, Security- Secured Networks.

      


      
        

        3.2. Data Flow Diagram


        The data flow in “AM THE EYE” is depicted in the diagram (Figs. 1 & 2). Because the device has numerous components, it depicts the path in which data flows inside the circuit. This diagram depicts how the program's components or steps are carried out.


        [image: ]
Fig. (1))

        Inputs from Gloves.

        [image: ]
Fig. (2))

        Inputs from Mobiles.

        The applications of “AM THE EYE” are depicted in this diagram. It illustrates the capabilities of the device. The graphics above demonstrate a system's high-level capabilities and breadth. These diagrams also depict the system's and its actors' interactions. As shown in, use cases and actors explain what the system does and how the actors interact with it, but they do not explain how the system works within.

      


      
        

        3.3. Schematic


        Figs. (3 & 4) displays a process's component elements in logical sequence. The process begins with the Raspberry-GPIO PI's pins being initialized. It is then connected to the smartphone's Bluetooth and Wi-Fi, and when a button is touched, it either listens for or executes a command; there are numerous commands in it, for example, a command to send a message, a command to walk, a command to read, and so on.

      


      
        

        3.4. Hardware Implementation


        The microcontroller will be connected to the mobile phone through WIFI. The user will be notified whenever he receives calls or messages, and he can return the call or text.


        Raspberry Pi (The Raspberry Pi) (System on Chip): The SoC from Broadcom Technologies is based on the ARM architecture. The ARM CPU operates at frequencies ranging from 700 MHz to 1 GHz. The SoC also has a video core 4 GPU, a fast 3D core, OpenGL, and Blue ray and H.264 video playback. Because smartphones and tablets are essentially miniature computers, they require many of the same components found in desktops and laptops to provide us with all of the fantastic things they can do (apps, music and video playback, 3D gaming, enhanced wireless capabilities, and so on).


        [image: ]
Fig. (3))

        Design & Implementation.

        [image: ]
Fig. (4))

        Working diagram.

        Linear Resonant Actuators (LRA motors): When compared to ERMs, it has a quicker response time and a longer utilization life. As a result, linear vibration motors (LRA) are increasingly being employed in phones, wearable vibration, and mobile phone vibration.


        The vibrations produced by an LRA, like those produced by Eccentric Rotating Mass vibration motors (ERMs), are based on a mass's motion, which causes repeated displacement.


        First, viewers should recall that the ERM has an off-center load, which causes the motor to revolve. To generate spinning, The armature windings connecting to the motor shaft receive a current. The shaft of the motor is forced to spin while it is under a magnetic field produced by magnetic materials on the inside of the motor's body. The electricity in the coils is switched around to ensure that the rotation stays in the same direction. To do this, a commutator that rotates with the shafts and windings is connected to fixed actual metal filters at the terminals of the motor. The various commutator segments link to the brushes as they rotate, and the power is inverted, keeping the brushes in position.


        Similar to how magnetic flux and electrical currents create force, LRAs also do so. As the magnetized mass moves, the voice coil—the armature windings' opposite—remains stationary. The mass has a spring attached to it as well, which makes it easier for it to retreat to the core. The LRA moves when the magnetic mass is moved up and down, which causes the vibration force to change as well. The LRA creates sound in a similar manner to how a speaker does. Audio waves are produced by displacement in the loudspeaker's speaker cone. In contrast, a loudspeaker is designed to work across a broad wavelength spectrum, whereas an LRA, as we will discover later, is restricted to its frequency response.


        Braille: Louis Braille invented Braille in 1821 as a linguistic system for blind people to read and write. It's made up of raised dots that are placed in “cells.” A cell is made up of six raised dots that are grouped in a 3*2 matrix under the fingertips.


        First, check to see whether any keys are pushed. Connect the electricity to the rows so that they are at maximum capacity. Then, set Rows R1-R4 to Low and verify the column status. Any key pushed in a Low column shows that one of the column's four keys is being pressed. If all columns are set to High, no key has been pressed. Find the key next. Because the column in which the pressed key is placed has been discovered, knowing the line would complete the testing. As a consequence, turn the rows Low one at a time until one is exposed – the remaining rows will stay High. The row can now be identified. Determine the status of each column in turn.


        The GSM Module or the mobile phone is used to make and receive phone calls. On Wikipedia, you may compute the mathematical computation and look up information on a specific subject. It will convert the text from the SMS into Braille format. There will be 6 LRA motors which are placed in the format of braille dots. It will vibrate in accordance with the text

      

    


    
      

      4. EXPERIMENTAL VERIFICATION/ANALYSIS


      
        

        4.1. Checking Messages and Texts Through GSM Modem


        For communication through a mobile sim card, the module features GPRS/GSM technology. It uses the 900 and 1800 MHz frequency bands to make and receive phone calls as well as SMS messaging.


        The AT command can be used to alter the baud rate from 9600 to 115200. The GSM/GPRS Modem's built-in TCP/IP stack allows you to connect to the internet through GPRS. It is suitable for SMS, Voice, and DATA transfer applications in the M2M interface.


        Using GSM SIM900A behind the usage of texts and calls is fully working in our system. The GSM/GPRS module's input voltage supply ranges from 3.2 to 4.5 V, with an average power supply current of 400 mA to ~1 A.

      


      
        

        4.2. Text to Speech (TTS) And Speech to Text Recognition (STT)


        TTS and STT are both used in our system. It works, and individual testing was completed successfully, producing the desired results. TTS is a type of speech synthesis that translates written text into spoken voice output. The first text-to-speech system was created to help the visually handicapped by providing them with a computer-generated spoken voice that “reads” text to them. Moreover, required texts will be turned into the appropriate speech, and the speech will be converted back into the required texts. There were no issues discovered when the python package easy-pyttsx3 was evaluated for known vulnerabilities and missing licenses. As a result, the package was judged safe for usage.


        The 4*4 Keypad shown in Fig. (5), which is connected to the Raspberry Pi, is part of our system. The 16 built-in pushbutton contacts on this 4x4 matrix keypad are linked to the column lines and the row. These lines can be scanned for a button-pressed state by Processing Elements. The Propeller assigns all column lines and all vertical lines to input in the keypad library. Then it chooses and raises a row.


        [image: ]
Fig. (5))

        4*4 KEYPAD.

        There are 16 keys on our keypad, each of which is assigned to a specific value. For example, the keys 0-9 are assigned for dialing numbers and sending SMS, while the keys A, B, C, D, *, # are assigned for specific modes such as calling mode, SMS mode, walking mode, face detection mode, notification mode, and so on.


        We had considered including bespoke gloves, but due to a lack of time and quantity constraint, we were unable to do so.

      


      
        

        4.3. Obstacle Detection Using Ultrasonic Sensor.


        The distance between two objects can be determined using an ultrasonic sensor. In the distance measurement technique, the time between the emission of the wave and the receipt of the echo is measured. In the air, the ultrasonic wave travels at the speed of sound (340 m/sec).


        ACTUAL RESULTS: 0 – 5V output (Output high when obstacle detected in range). The maximum angle of the beam is 15 degrees. 2 centimeters – 400 centimeters 0.3cm accuracy.


        We can identify potential stumbling blocks and determine which paths should be avoided. The ultrasound sensors, on the other hand, are simply employed to determine whether there are any impediments in front of the users.


        [image: ]
Fig. (6))

        Protype Model.
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Fig. (7))

        Protype Model.
      

    


    
      

      5. APPLICATIONS


      ● This technology will enable blind people to use mobile phones and other applications without the assistance of a third party.


      ● If a visually impaired person wishes to use a smartphone, they must seek assistance from others, which may endanger their privacy, credentials, and other personal information. As a result, they can be self-sufficient by using Am the Eye.


      ● Blind people's smartphones can be safer since they can have a lock-screen that they can operate independently using this device.


      ● They will be able to access social media and Instant Messaging with this gadget. They can text a person at any time by using a glove that is mounted on the user's hand. There will be every letter of the alphabet as well as all of the numerals.


      ● Notification mode, call mode, text mode, walking mode, and other programme using modes are among the options.


      ● Notification mode: The user will only receive notifications from the Instant Messages App in this mode. They can activate this mode whenever they want to be able to freely use their hands. In this state, none of the switches work.


      ● Call Mode: This mode can be used to make a phone call to someone.


      ● Walking mode: The visually impaired can walk without using a stick by pointing the glove on their palm in the direction they want to go.

    


    
      CONCLUSIONS


      Smartphones are one of the most important technology of current generation. Almost all communication and transactions, such as current news, financial transactions, social/family updates, and so on, are done through mobile phones. The blind and visually handicapped have difficulty utilizing mobile phones because social media and online banking programmed on smartphones are difficult for them to utilize. For quick bank transactions, ATMs are used. If blind individuals use the ATM, there will be privacy concerns, and it was not designed with visually impaired persons in mind. Using mobile phones with the assistance of others may compromise their security and privacy. Touch screens were not designed with visually impaired persons in mind. They are uneasy using cell phones in public due to current technologies. When visually impaired persons labor, they utilize a stick, which needs to be replaced as well. This gadget will make life easier for visually challenged persons by giving them access to all of the functions of smartphones. It would aid a visually challenged person in traversing public spaces autonomously. The suggested system aims to correct the flaws of the existing one. It makes an effort to address the issues that daily life for blind people entails. Additionally, the system employs safeguards to ensure their security. Independent movement is greatly aided by the Smart Malacca for visually challenged design, which integrates GPS, voice output, and ultrasonic sensors. The system's benefit is that it might provide millions of blind individuals throughout the world with a very affordable alternative. The suggested pairing of GPS with Ultrasonic Sensor creates instantaneous monitoring system that tracks and delivers feedback on the user's position, making navigation safer and more secure. A few tests were carried out in order to assess the accuracy and performance of the supplied system. The outcomes of this study demonstrate the rewards of our efforts to develop a low-cost, high-accuracy travelling assistance that assists the visually impaired in managing their everyday lives.. The embedded sensors, as previously indicated, detect information about the environment. When it comes into touch with an object, the design is such that it detects it and alters course with a high degree of accuracy. As a safety measure, a GPS module is also incorporated. Our overall purpose is to provide visually impaired people with an easy and joyful way of life at a reasonable cost.
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      Abstract


      Premature adolescents with Retinopathy of Prematurity (ROP), a fibrovascular proliferative condition, have difficulties with the maturing peripheral retinal vasculature. Early identification of ROP is achievable in stages 1 and 2, distinguished by a demarcation line and ridge that divides the peripheral retina from the vascularized retina. Because newborn retinal images have poor contrast, it is difficult to distinguish demarcation lines or ridges. This study used segmentation and convolutional neural networks to detect ridges, which are crucial landmarks in the diagnosis of ROP. Our contribution is implementing Mask R-CNN for identifying boundary line/ridge recognition, which enables doctors to identify ROP stage 2 more accurately. To combat poor image quality, the suggested approach uses a pre-processing stage of image augmentation. In this study, the utility of the Convolutional Neural Network was examined to localize ridges in labeled neonatal photos. The KIDROP study and a dataset comprising 220 photos of 45 infants were used. Using the segmentation of the ridge region as the ground truth, 175 retinal images were used to train the system. The system's detection accuracy was 0.94, with 45 images under test, proving that data augmentation detection in conjunction with image normalizing pre-processing allows accurate identification of the ROP in its early stages.
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      1. INTRODUCTION


      The most common reason for blindness in people of working age in developed countries is diabetic retinopathy. An estimated 93 million people would be impacted. According to a statement from World Health Organization and US Centers for Disease Prevention and Control, 347 million people worldwide have diabetes. Diabetes-related retinopathy (DR) is a condition that affects the eyes.


      The illness is at some stage in 40% to 45% of diabetic Americans. If DR is discovered early enough, the progression of vision impairment can be delayed or prevented. The condition, however, is often difficult to detect and treat because its symptoms are rarely noticed until it is too late to benefit from effective treatment. A trained practitioner examines a digital color fundus picture of the retina in depth to diagnose DR. Human assessors send their assessments late, usually several days later, so the continuation is missed, communication gets inaccurate, and treatment is delayed [1].


      [image: ]
Fig. (1))

      Diabetic Retinopathy (DR).

      While this strategy works, it has substantial resource requirements. Clinicians can identify DR by looking for lesions connected to vascular anomalies caused by the disease. Diabetes prevalence and DR detection shown in Fig. (1) often lack the necessary knowledge and tools in local populations where DR detection is most necessary. With the growing number of diabetics, the infrastructure needed to stop DR-related blindness will become even more inadequate. In the past few years, several initiatives have been developing an automated and comprehensive DR screening system using image categorization, pattern recognition, and machine learning. This challenge aims to test the limits of color fundus photography as a method of automated detection, ideally producing models with clinical relevance. In order to maximize the effects of winning models on enhancing DR detection, the winning models will be made public.


      Ophthalmologists can diagnose ROP phase identification by automatically identifying demarcation lines and ridge patterns. The distinction between the anteriorly vascularized retina and the caudal vascularized retina is shown by the demarcation line. The demarcation line turns into a ridge as it gets wider and taller. Fig. (2) displays enlarged images as well as many representations of demarcation ridges and lines. Due to a lack of gemstone ground observations, limited fundus scanning, and an inadequate understanding of ROP symptomatology, establishing boundary lines with earlier findings will lead to difficulty in curing ROP.
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Fig. (2))

      Examples of a demarcation line/ridge.

      Our suggestion to use Convolutional Neural Network for ridge identification in early ROP staging is the first of its kind [2] used the watershed approach for image processing to identify ridges in newborn pictures. But in addition to the ridge, additional locations that are not part of the ROP were also found. The native method [3] for the automated detection of ROP phases increases tubular properties which are helped to locate the ridge or demarcation line [4]. The same work is done by using multilayer vessel augmentation. Instead, the most effective method for locating the demarcation line/ridge is to employ the Mask R-CNN. This technique binds specifically the ridges or boundary line; however, it could be challenging to distinguish between phase 2 ROP because of the little differences between them.


      For several reasons, this study is primarily concerned with identifying ROP in different stages. First, healthy retinas are more subtly separated with their presence, size, and shape of the separating line (or ridges; following phases prefer to refer to them as the dividing line for conciseness). Stages 3 and 4 may easily be differentiated from Stages 1 – 2 due to the severity of the physical sign as shown in Fig. (3). A diagnosis during Stages 1 - 2 ROP is crucial for enabling physicians to suggest the appropriate therapy while vision is still curable, making it even more vital to diagnose ROP during Stages 1-2 as those with Stages 3 - 4 ROP have already permanent retinal damage.
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Fig. (3))

      a: outer retinal crest (only the demarcation line raised); b: delineation line between the capillary and vascularized portions of the retina; c: partial retinal detachment; d: ridge with jagged posterior caused by abnormal vasculature outside the photoreceptor cells toward the center of the eye.

      In contrast to the simplistic classification of Stages 1–3 of ROP using a Convolutional Neural Network model and item recognition system, this research presents a superior hybrid architecture. The object segmentation approach was used to first identify the demarcation lines on the incoming photographs before feeding the binary mask—rather than simply the originals—into a Convolutional Neural Network. It is then merged with the mask as a secondary channel and given as a 2 - Channel input into a typical Convolutional Neural Network architecture for categorization. The original image has been preprocessed into each black-and-white image. Areas of interest for our Convolutional Neural Network using an autonomous object segmentation method have been highlighted, providing extra information that a Convolutional Neural Network cannot generate on its own.


      Several tests are made to show the efficiency of the hybrid design. Along with evaluating the architecture, and independently training and assessing each of its component systems—a Convolutional Neural Network - only system and an object segmentation structure utilizing identical settings, then the outcomes are compared. Our hybrid design outperforms the Convolutional Neural Network -only system and the object segmentation method, separately, by 13% and 20% in terms of overall accuracy. This finding demonstrates that the added knowledge about demarcation lines directs the classifier's attention to differentiating characteristics, allowing the Convolutional Neural Network and object segmentation system to work together to provide predictions that are more reliable than those of either system working alone. Similar research on categorizing ROP stages using Convolutional Neural Network, object recognition, and convolutional networks is included in Section II. Section III discusses the dataset used in our trials as well as our methods, which include image preprocessing, the architecture's pipelines, and its crucial properties with transfer learning usage. Section IV describes the methodology used in this study and Section V proposed the segmentation model. Section VI lists the experimental setup and tests on our hybrid version, gives the results, and describes the training sets.

    


    
      

      2. LITERATURE SURVEY


      A variety of automated techniques have been suggested to help ophthalmologists diagnose the phases of ROP [5]. Authors suggested using a Convolutional Neural Network to categorize ROP phases. However, the demarcation line, which makes up a very minor portion of the entire picture, has a significant impact on determining the stage of ROP. Convolutional Neural Networks excel at categorizing huge portions of a picture but frequently struggle to concentrate just on minute details. Using a different strategy. Although not identifying the precise stage, the segmentation result (the existence of demarcation lines) was utilized towards binary categorization among normal and ROP [6]. They achieved this by segmenting the boundary lines in retinal pictures at the pixel level using the Masks R- Convolutional Neural Network architecture.


      Fully Convolutional networks (FCN) are used to create pixel-level binary segmented images that are input into inter-learning (MIL) modules together with the source picture in the [7] hybrid approach for classifying the stage of ROP. In this study, experiments are utilized to evaluate the efficacy of the FCN+MIL system with that of the MIL module on their own. When classifying images into different stages, normal retina, the hybrid configuration achieves a 5.36% increase in precision over the MIL segment separately. The hybrid setup's realization of the necessity of aiding the classifier's emphasis on differentiating characteristics and the usage of several photos for each patient are the causes of this accuracy improvement [8].


      The basic concept of this layout is that which most closely resembles the one proposed in this study among the comparable works considered. Even though a large portion of our work was finished before to the publication of this paper, our machine vision masks were incorporated in conjunction based on FCN, especially for improving the efficiency of the MIL modules.

    


    
      

      3. DATASET


      In partnership with a hospital, we were able to acquire a dataset of retinal scans of ROP patients taken by the RetCam3 imaging equipment. The original picture sizes are 1600 x 1200, 1440 x 1080, 640 x 480, and 720 x 480 pixels; however, when fed to our deep learning models, they are reduced to 299 x 299 pixels. One skilled physician uses the Visual Geometry Group (VGG) Image Annotator to annotate each image [9]. On the retina, the doctor marks a demarcation line with a bounding polygon and labels it with the stage it represents. This is the dataset for our object segmentation model. By separating the identical source photos into the several stages indicated by the polygon's label in each picture, a classifier dataset is created from them. In a 6: 3: 1 split, the train, test, and validation subsets of both datasets are divided. Table 1 provides the precise data breakdown. Fig. (4) portrays the illustration of how preprocessing works [10]. The preprocessed picture (right) emphasizes line characteristics, especially the demarcation line, whereas the earliest image (left) is hazy and challenging to interpret.


      
        Table 1 ROP Dataset (Total 8GB).


        
          
            
              	

              	Train

              	Test

              	Validate
            

          

          
            
              	Stage 0

              	15000

              	2500

              	1000
            


            
              	Stage 1

              	15000

              	2500

              	1000
            


            
              	Stage 2

              	15000

              	2500

              	1000
            


            
              	Stage 3

              	15000

              	2500

              	100
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Fig. (4))

      Preprocessing.

      Keep in mind that there is an imbalance between the various classes in the original dataset. Increasing the Stage 1 pictures by a factor of 5 to reduce this bias also provide each class the same consideration. Specifically, 4 copies of each Stage 1 photograph were made. Randomly, each duplicate image between [0%, 5%] down every edge is cropped, and then increase the clipped image's middle position by a factor between [100%, 110%]. To balance the classes, this approach produces vaguely distinct versions of the same image. Various versions of the same picture are preserved within each train, test, or validation dataset in order to avoid overfitted styles from achieving an inaccurately high accuracy [11].


      Low contrast lighting, fuzzy line details, and aesthetic variations across photographs from various sources hamper the original images. Both human and automated interpretations of the pictures are hampered by tizzy line features. The research work preprocesses the photos to unify input and highlight line characteristics before utilizing them for training. For the model to learn, the image must be grayscale first, so that color differences are eliminated.


      
        
          	[image: ]
        

      


      Where I' is the modified picture and Red, Green, and Blue respectively.


      After carrying out these specific preparation steps for our application, standardize the whole data by calculating the mean value of each pixel of each image, reducing the standard deviation, and making sure that all values are within [1, 1]. In Fig. (4), we can see a comparison between the original and the preprocessed image.

    


    
      

      4. METHODOLOGY


      Preprocessing, a feature extractor (Convolutional Neural Network), and fine-tuning layers make up our deep learning pipeline for ROP ridge detection. The whole pipeline for this procedure is depicted in Fig. (5).
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Fig. (5))

      End to end Pipeline for Ridge Detection.

      Typically, an object detection framework consists of three phases.


      1. To start, areas of interest or region suggestions are generated using a model or algorithm. The object localization component (ResNet-101-FPN and RPN) of the current method is the sizable collection of compact packs that span the whole picture.


      2. Based on visual attributes, the second stage determines which items are included in the proposals after evaluating visual features for each bounding box.


      3. In the last post-processing stage, non-maximum suppression (NMS) is used to consolidate overlapping boxes into a single bounding box.


      
        

        4.1. Annotations to Data


        Photos from the KIDROP project are used for this study [12]. There were 45 infants represented by 220 newborn photos in the experimental collection. Each image's ridge's ground truth was individually established by a different annotator. Each ridge was surrounded by bounding boxes, as shown by the annotator. The models were created, and their performance was assessed using these handwritten labels. To minimize the overhead caused by up-sampling the predicted masks to the original picture resolution, certain images, which were initially 2040 x 2040, and others, which were initially 1020x1020, were decreased in size to 1024 x 800.


        To create ground truth images, the demarcation line's perimeter is delineated. Clinicians validate the ground truth photographs.

      


      
        

        4.2. Pre-processing


        Variations in illumination, blurring, poor density, and poor contrast diminish the standards of the images, which reduces their specificity and sensitivity for prognosis and may even make it more challenging for the eye doctor to investigate the important eye highlights or distinguish between different retinal diseases [4]. A lack of quality in retinal imaging makes segmenting retinal diseases and making computer-aided diagnoses of retinal diseases more difficult, both of which are used in the process of automating detection and assisting ophthalmologists [6] A “principal sketch” of the retinal image is provided using an image-enhancing technique since fundus photographs are of low quality. The modified histogram equalization (MHE) approach has improved color photographs . We use the adaptive histogram equalization (CLAHE) approach on the Y component, which represents lightness. Sigmoid function parameters must be selected along with the input image's mean brightness in order to minimize the absolute mean brightness metric. The following equations illustrate image modification using the sigmoid function.


        
          
            	[image: ]
          

        


        Where ψ(f) = [1 + exp(c * (0.05 - f))] is the sigmoid function, f – input image, g – output image, c is the sigmoid parameters, set to 2.5


        The picture becomes blurry after CLAHE as depicted in Fig. (6). Wiener filtering was used to simultaneously invert blurring and eliminate additive noise. This strategy significantly improved the demarcation line, which is essential for identifying the ROP stage.


        [image: ]
Fig. (6))

        Retinal Image Enhancement Using the YIQ Adapt HIST Method.
      


      
        

        4.3. Localization of a Boundary Line or Ridge


        The delineation line/ridge was defined using Mask R – CNN. This design Mask R - CNN [8] applies the method in two phases which analyzes the image first and then offers suggestions. In this step, a thin neural network called the region proposal (RPN) explores the entire Densely Connected Network (FPN) top-bottom path and identifies regions that could potentially be contained.


        The proposals are categorized in the second step, which also creates bounding boxes and masks. Using a second neural network, this stage allocates the regions suggested by the previous stage to several distinct feature map levels. It then scans these levels to produce the object classes, bounding boxes, and masks. Mask R - CNN gets an extension that forecasts segmentation masks by region. A cutting-edge design for ridge detection is defined as Mask R-CNN.

      


      
        

        4.4. Framework


        As shown in Fig. (7), Mask R-CNN augments Faster R-CNN by adding a branch to predict segmentation masks at each region of interest (ROI) and a stem to categorize and confine the box [9]. Consequently, Mask R-CNN might be viewed as a paradigm for instance-level recognition more broadly. Mask R-CNN operates in an intuitive manner. A binary mask classifier and an object proposal network can be used to divide the model roughly into two components. Mask R-CNN is novel because it combines a classifier model with mask creation. The original quicker R-CNN provides a classifier and jumping offset as its two outputs. The precise spatial configuration of an item can be extracted by using a mask.


        [image: ]
Fig. (7))

        Mask R-CNN Framework.

        The mask branch, which is a compact, fully connected network that predicts a pixel-by-pixel binary image, was applied to each ROI. Mask R-CNN enhances the ROI pooling layer (“Uses Consistency layer”) so that the ROI can be more accurately matched to portions of the source picture Due to the finer match required by pixel-level segmentation. The Uses Consistency network employs object detection concepts, but instead of generating a single, distinct bounding box, it produces a variety of potential thresholding. The new regression model improves these boxes (Bounding Box Regressor). Then, each ROI receives a special masking prediction program.


        An end-to-end model with a Resnet-101-FPN backend that predated the Mask Addie model was employed in this investigation. The ImageNet dataset is used to train the model. It forecasts the masks of the locations that are recognized when allocated to one of the groups specified after training. Existing open-source TensorFlow-based technologies have been adopted for this process [10]. We were ready to use the p2p portion without making any changes; however, we had to modify the workflow for photo editing.

      


      
        

        4.5. Mask R - CNN with Pre-processed Image Comparison


        Pre-processing of the data is required to increase the generalizability of the model. The pre-processing stage of picture improvement also applies to low-quality newborn images. In some instances, the ridge will not be localized if the network is trained without preprocessing retinal pictures. Fig. (5) compares the appearance of the raw and treated images. In some situations, when the demarcation line is hardly apparent in the input photos, the effectiveness of pre-processing can be assessed visually to highlight the characteristics.


        As a result, one of the preparatory procedures that are crucial to ensuring the necessary precision of the succeeding phases is picture pre-processing. While the same image with enhancement may successfully detect the ridge under certain circumstances, training with raw images cannot always do so.


        Fig. (8) shows random examples of incorrect mask predictions using raw photos. The first, third, and fifth rows, respectively, include the following information: neonatal raw images given as input. Forecast mask utilizing this model. The images in the third, fourth, and sixth rows were better after pre-processing.


        [image: ]
Fig. (8))

        Random Samples of Incorrect Mask Predictions.
      

    


    
      

      5. OBJECT SEGMENT MODEL


      The Mask R - CNN layout is utilized to illuminate the dividing bars at the pixels level [13]. An understandable enhancement above Mask R- CNN is Faster R- CNN, which creates bounding boxes for all recognized items and other relevant particles from the image. In addition to the ballot measure network for regions (RPN) with present classifier along local branches inbred after Faster R-CNN, Mask R-CNN adds a branch to produce binary image places on each Region of Interest (ROI) by utilizing the ROI alignment layer that faithfully relates both the compact Du ROI and their preliminary location data from the object. The adjustments produce the outcome of a design that is further reliable, flexible, and efficient in separating and identifying objects.


      In this investigation, the Mask R - CNN variant that existed before to the Data set [11] and Resnet - 101 - FPN backbone-based accessible are employed. The hyperparameters and input file pipeline are the only components of the model that can be changed as shown in Fig. (9). As part of Mask R – CNN method, every demarcation lines are interpreted as belonging to the same class of objects, since the objective of our item segmentation approach for producing the binary mask in top shot independent classification of the demarcation lines based on the various stages of the ROP process.


      [image: ]
Fig. (9))

      The hybrid architecture's pipeline.

      Transfer learning strategies were used during training to adapt the pre-trained model to fit the needs of our classes. This lowers overfitting while maintaining a decent speed while training deep structures on our tiny dataset. Transfer learning enables us to enhance the general image analysis skills of the pre-trained parameters by fine-tuning them based on our use case (such as identifying shapes, patterns, lines, etc.) During the training, only the RPN, classifiers, and mask branch heads of each component were unfrozen.

    


    
      

      6. EXPERIMENT


      For each image, the model's detections were compared to the labels that had been set by hand as the image's “ground truth” to assess the model's performance. A few qualitative illustrations of the anticipated masks were randomly selected and presented in Fig. (8). Mask-RCNN system with a multilayer perceptron network has been utilized mainly in our study. The ResNet-101 multilayer perceptron network served as the basis for these experiments. Starting with weights obtained through which before on the ImageNet dataset, the Model is trained [11]. A total of 100 eras are trained for the next process using a stochastic gradient and a training ratio with the value 0.001.


      
        

        6.1. Basic Requirements for Implementation


        In Table 2, the requirement specification is given. A 16GB RAM computer with an Intel Core i5 7th generation 3.20 GHz CPU and an NVIDIA GTX 1080 8 GB GPU were used throughout the setup. To execute the Mask R-CNN code, libraries such as Python 3.6, CUDA 8.0, cuDNN, TensorFlow, etc. The output of prediction random samples shown in Fig. (10).


        
          Table 2 Setup of Experimental Environments.


          
            
              
                	Central Processing Unit

                	Intel (R) Core (TM) i7-8700 @ 3.20GHz
              

            

            
              
                	Graphics processing unit

                	GeForce GTX1080 Ti
              


              
                	Main Memory

                	32 Giga Bytes
              


              
                	Operating System

                	Ubuntu 20.04LTS
              


              
                	Packages

                	Python 3.10, CUDA 8.0, cuDNN, Keras, TensorFlow
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Fig. (10))

        Prediction of Random Samples.
      

    


    
      

      7. RESULTS


      For ridge identification in retinal images, the model's performance was assessed with precision and recall value. All successful detections are true positives, all unsuccessful ones are false positives, and all successful detections missed by the system are false positives. Our system has an F1 score of 0.93, specificity of 0.75, accuracy of 0.97, and recall of 0.90. The model was able to identify the ridge even when there was little camera light-ring impact in the image.


      The average sensitivity, specificity, positive predictive value, and negative predictive value reached were 61.49%, 99.67%, 53.81%, and 99.85%, respectively, in the pixel-based assessment of 30 reteam pictures used to compare the approach. As a comparison, the average sensitivity, specificity, positive predictive value, and negative predictive value produced using Mask R-CNN on KIDROP 45 pictures were 92%, 86%, 97%, and 53%, respectively.

    


    
      CONCLUSION


      In this study, the advantages of using deep convolutional descriptors are discussed, particularly the ridges in retinal pictures, for object detection. The accuracy of 0.94 for ridge identification using the mask R-CNN was equivalent to that of advanced techniques.


      Accurate ridge/demarcation line identification is crucial to help doctors treat ROPs. This study demonstrated a useful technique for identifying ridges in newborn pictures. It examines the effects of ridge formation, this technique can provide reliable and precise data, length of time needed to treat ROP, length of time medical procedures must be performed on patients, treatment for ROP stage 2, and ultimately their outcome, such as whether immediate treatment is necessary. To enhance the efficacy of the model, further data on newborn patients will be collected in future studies. The excellent segmentation of ridges and the application of this model for all ROP stage detections provided further directions for model growth.
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      Abstract


      Soft robotics is one of the trending subdomains of robotics. It involves the application of compliant materials for building robotic mechanisms and controlling them using robot programming. This chapter discusses some of the recent applications of soft robotics in the medical field and their future scope. Minimal Invasive Surgeries (MIS) and Natural Orifice Transluminal Endoscopic Surgeries (NOTES) are the two commonly used surgeries, and the most familiar form of these two surgeries is endoscopy. In this chapter, we will discuss how soft robotics can be applied in both MIS and NOTES. This chapter will review the soft robotics applications in the medical field. This chapter will also discusses soft robotics's challenges and future directions in the healthcare industry.

    


    
      Keywords: Soft robotics, Surgical, Healthcare, Compliant mechanisms, Robotics, Medical CPS.

    


    

    * Corresponding author Rathishchandra R. Gatti: Department of Mechanical Engineering, Sahyadri College of Engineering and Management Sahyadri Campus, Adyar Mangalore Taluk, India; E-mail: gattirathish@gmail.com

    

  


  
    
      

      1. INTRODUCTION


      Soft robotics is a subsection of robotics that concentrates on technologies that are very similar to the physical characteristics of living organisms. Soft robotics is used in several applications, such as consumer, healthcare, and industrial. The scope of the present review is limited to only medical applications of soft robotics. Some state-of-art applications of soft robotics in healthcare include robotic devices for Minimal Invasive Surgery (MIS), E-skin for biomedical wearables and prosthetics, abnormal cell detection using bio-impedance, and bio-mimicry. In Minimal Invasive Surgery (MIS), we use surgical instruments that are flexible or inflexible, which are placed inside the body through natural orifices or


      minor cuts made during the surgical operation. This MIS aims to perform surgical operations more safely and as quickly as possible and to lower the harm caused to the external tissue. MIS is preferred as a substitute for open surgery because it takes less recovery time, improves patient safety, and induces less pain than open surgery [1]. Soft robotic devices can perform minimally invasive surgeries causing minimal pain and injuries due to the flexibility of soft robotic materials.


      Biohybrid soft robots are another soft robot that conforms to utilizing biological tissue inside their structure. Skin in any organism is the medium between it and the environment for communication. E-skin is one of the favourite subjects explored in soft robotics. It is one example of biomimicry application of soft robotics. One of the E-skin applications is biomedical wearables. Bioimpedance is the reaction of living organisms to an externally applied AC. It is based on the structure of the tissue of the specific living organism. It shows a high ability to find the damage to biological tissues, monitoring the development of the tissue and decay of dying cells. Further, bio-impedance can also be used to detect abnormalities in cells [2].


      MIS and Natural Orifice Transluminal Endoscopic Surgery (NOTES) is the replacement for open surgery as it reduces pain and recovery time. The endoscope is the most well-known form of MIS and NOTES. An endoscope is a tool that was earlier used to visualize the patient's lumen. However, over the years, it has been developed to be used in surgical intervention. The study about MIS and NOTES was analyzed to show the clinical history and the restrictions to the present endoscopic instrument in the last decade [3]. Animals use the soft structure to move effectively in the complex natural environment, which inspired robotic engineers to adopt soft robotics technology into their designs. Learning how soft animals use their soft body to travel in complex and erratic environments can give invaluable ideas for future robotic applications in medicine, search and rescue, and disaster [4].

    


    
      

      2. MINIMAL INVASIVE SURGERY (MIS)


      MIS is the most popular and common surgery in the present world. In conducting MIS operations, there are many types of robots used. Those are as follows. Continuum Robots: continuum robots are devices that do not have a single rigid link or joint but can bend continuously. Octopus is the inspiration for these soft robots. Moreover, these robots seem like an appropriate selection for MIS applications because they need only one point to enter the body, and they can attain significant bending points.


      Paralytic robots are self-propelled devices inspired by the earthworm and snakes because these achieve motion by anisotropic friction. These robots have the potential to access without stretching the colon and without causing pain or damage to the patient, as present techniques do.


      Pneumatic actuation is the most commonly used actuation. Furthermore, a few sensors are used to give helpful information in the situation of MIS, such as a proprioceptive sensor, an electromagnetic sensor, an exteroceptive sensor, and a diagnostic sensor [1]. Inspired by biology, he envisions designing soft and controllable devices by taking octopus as a reference. Currently, the flexible surgical system aims to reach remote areas in the body. For such cases, soft robotics is used, which gives the tool to build a robot that can access remote areas inside the body and interact with the environment safely and actively. The surgical manipulator required for the surgery should be soft, flexible, and thin. Moreover, they should achieve elongation and soft multi-bending to obtain this fluidic or pneumatic actuation feature. There are drawbacks to MIS that even clinicians agree on it, that includes difficulties in instrument control, limitations in control, and rigidity in instrumentation that causes ergonomics [5].

    


    
      

      3. BIOHYBRID SOFT ROBOTS, ESKIN, AND BIOIMPEDANCE


      Biohybrid soft robots are a soft robot that utilizes biological tissue inside their structure. There are two main strategies to control biohybrid soft robots. The first one is directly triggering the biological cell used inside the robot to attain desired response or motion [6]. Furthermore, the second strategy is to generate the force through external stimulation, which affects the synthetic material associated with the biological one. In early-stage development, soft robotics was limited to rat muscle-based systems, but now researchers successfully developed robots with human skeleton tissue. Soft robotics is used in multiple rehabilitation and also in nursing care applications [2].


      Biohybrid robots based on living material currently look for promising solutions to overcome the disadvantages of the presently available actuation system. In the future, biohybrid robots may combine with different cells and tissue types for sensing and processing information and with vascular networks to carry oxygen, nutrients, and biochemical factors inside the body. As an emerging technology of biohybrid robots, micro-robots will be introduced in the future, called biobots. Due to their small size, these robots will be used for disease monitoring and diagnosis as they can enter the circulation system quickly. Secondly, it will be the best choice for drug delivery, which helps treat tumours [7].


      In soft robotics, E-skin is one of the most favourite topics researched. It is one example of a biomimicry application. It is an appeal to replicating natural skin for robots. Also applicable in the intelligent prosthetics field and biomedical. Another application is biomedical wearables. One example of biomedical wearables is called “Iconic skin, ” fabricated using hydrogels and acrylic elastomers [2].


      Bioimpedance is nothing but the impedance of a biological tissue caused by applying AC. Impedance is introduced in the medical field through two powerful techniques. Furthermore, the techniques are Electric Impedance Spectroscopy (EIS), used in dental applications, body composition, and cancer-related applications. Another technique is Electric Impedance Tomography (EIT). It is used to accomplish tissue imagining based on impedance measurements. It is also used to detect breast cancer [2].

    


    
      

      4. NATURAL ORIFICE TRANSLUMINAL ENDOSCOPIC SURGERY (NOTES)


      NOTES and MIS are slowly substituting purely open surgeries, reducing pain and recovery time. Endoscopy is the familiar type of MIS or NOTES. Endoscopy is an instrument to visualize inside the patient's lumen. It has now been advanced into an instrument for surgical interference. Soft robotics is a growing field inspired by nature, in which soft and flexible materials are used in different robotic systems. This new robotic pattern has more useful patterns to design modern endoscopes. Materials used in this soft robotics are safe to use inside the human body. MIS requires a small cut in the patient's body, but NOTES uses natural openings such as the mouth, anus, and vagina to enter the body's internal organs. Soft robotics has many features that may be advantageous for its application in the surgical field. Firstly, it is made up of soft materials, so damage caused to the internal tissue and organs will be less. Secondly, it has highly bending characteristics, so it can easily reach remote areas inside the human body. In soft robotics, there are few currently using actuators are there. They are shape memory actuators, cable actuators, fluidic elastomer actuators, and dielectric elastomer actuators [3].


      As NOTES altogether avoid skin incisions, instruments used for traditional surgeries are unsuitable for NOTES, so separate instruments should be developed for this system. A flexible endoscope is the better choice to give entry to the operation field for the NOTES procedure. The instrument is built based upon endoscopes, usually containing an over-tube as the outer surface and many working instruments inside it, such as a camera, manipulator, and light. There is some typical robotic system to perform endoscopic surgery. They are the i-snake robotic system, single port laparoscopy luminal robot, master and slave transluminal endoscopic robot, and dexterous miniature in vivo robot [6].

    


    
      

      5. BIOINSPIRED SOFT ROBOTICS


      Human-made robots were stiff, strong, fast, and precise. Nevertheless, inspired by biology and soft biological material, which will be the new mode of robotics. Inspired soft-bodied animals like octopus, earthworm, and snake and their flexibility, structure, and capability to move in complex environments inspire engineers to adopt them. Hence they designed soft robots with soft materials based on the structures of soft animals. These robots will be flexible and soft; hence, they are used in surgeries, for example, MIS and NOTES. In these surgeries, bioinspired soft robotic technologies are used [4].


      Biologically inspired robotics increases the utilization of flexible surgical instruments to give patients and surgeons a much smoother life. For example, the octopus structure inspired engineers to develop surgical tools. An updated kinematic model was suggested here, and a soft manipulator driven by cable was constructed to check live animal heart ablation. A 3D-printed soft manipulator is driven by cable combined with MRI for enhanced neurosurgery to eliminate brain tumors [8].

    


    
      

      6. CHALLENGES AND FUTURE DIRECTIONS


      Constructing soft robots for medical applications contains many challenges. Sensor integration, fabrication materials, portable and robust actuation power sources, nonlinear control in continuum soft robots, clinical adaptability, and regulatory affairs.


      Sensing Integration: Combining sensors with soft robots will give more precise instructions for robot control. Nevertheless, it is not very easy to combine both conventional sensors and soft robots because of the difference between the flexibility and elongation of the materials used for soft robots and conventional sensors. Current progress in combining sensors with soft robots has directed a few unique shape-sensing approaches. Most of the sensors work on the shape deformation principle, and this deformation will be converted into electrical signals. Hence, combining shape sensors with soft robots is the foremost thought during design. Mainly integration of extensively using electromagnetic and optical sensors for shape sensing is complex because the elongation ratios of rigid sensors and soft robots are different, which may cause sensing errors in real-life applications.


      Fabrication Materials: Most soft robots are made of conventional silicone materials. These materials' mechanical properties, such as elongation, tensile strength, and Young's modulus, are considered while fabricating a soft robot. However, these materials are restricted to only a few applications since they should be sterilized for medical applications. The development of multi-functional soft material (e.g. electro-active polymer and shape memory polymer) may give more actuation and sensing capability than conventional silicone material, where actuation and sensing principles using heat, electricity, light, and pH value may be researched in the coming times.


      Portable and Robust Actuation Power Source: For soft robots, portable and high flow density or power density source supplies are essential in medical applications. Various approaches to giving a pneumatic power actuation source were developed to achieve this requirement. The choice of the power source must reach the necessity of the application. Noise, temperature, continuous supply, and load are the toxic byproducts caused by the combustion approach. Energy system robustness is an essential element that should be studied in medical applications.


      Nonlinear Control in Continuum Soft Robots: Most of the robot control algorithms are based on the assumption that the robot contains a kinematic chain of rigid links. These control techniques might not be suitable for soft robot applications. Ongoing research on soft robots' path planning and manipulation show that the performance precision of these capabilities is significantly less compared to rigid robots. Hence we require a robust algorithm and modelling strategy to satisfy pneumatic non-linearity and internal and external distractions during soft robot operation.


      Clinical Regulatory Issue: Before clinically applying new medical devices, they should be evaluated by clinical, regulatory agencies such as European Medicines Agency (EMA) and U.S Food and Drug Administration (FDA). These agencies concentrate on recent medical technologies' user safety, reliability, and user-friendliness [9, 10].


      Clinical Adaptability: Prototyping soft robots that can furnish minimally invasive operations with increased flexibility, safety, and accuracy is the primary step towards clinical application. Present soft robot technology may enhance rehabilitation treatment and surgical procedures. However, the future design must incorporate more characteristics essential for clinical validation, significantly ease to use, time-efficient, highly repeatability, and cost-effectiveness. The learning curve must be short so that time for the training will be reduced, reducing the implementation cost [11, 12].

    


    
      CONCLUSION


      Soft robotics can give valuable instruments for the evolution of novel devices that can overcome the restrictions in the present surgical instrumentation. This paper gave an overview of recent applications of soft robotics in the medical field. Currently, purely open surgery is almost replaced by the MIS and NOTES by endoscopy. Moreover, using living tissues development of biohybrid robots currently looks promising to give solutions to overcome the disadvantage of the presently available actuation system. As an emerging technology, micro robots will be introduced in the future and will be called bio-bots. E-skin will be used to replicate the skin of humans and robots. As a result, biologically inspired robotics is trying to make life easy for surgeons and patients. Nowadays, every field, like industry, automobile, and manufacturing, is automated. In the future, the medical field will also be automated through soft robotics. New inventions will be taking place in the soft robotics to give innovative solutions to surgical tasks and methods to approach remote areas. Different surgical robots will be placed in real-world applications in the upcoming days and are awaited to give safer surgery in cyberspace.
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      Abstract


      Robotics began roughly 30 years ago in medical applications, but it is still relatively young for biological applications. Because of the precision, accuracy and reproducibility of robotic technology, robotic interventions in medical fields, such as robotic surgery, can enable doctors to work inside the human body, which is either non-invasive or minimally invasive, with improved surgical results. The importance of medical robots in the medical sector is intended to deliver good outcomes to assist people in doing complex tasks that need a significant amount of time, accuracy, concentration, and other routines that cannot be accomplished solely through human capability. Due to advancements in AI and IoT and their convergence to AIoT, the potential of medical robots has tremendously increased in the healthcare industry. The chapter outlines the various applications of robotics in the healthcare sector, including surgical, rehabilitation, telemedicine, and diagnostic. The advantages of robotics in Healthcare are highlighted, along with the discussion on the current and future challenges in their deployment and adoption. The role of AIoT in enhancing these healthcare robots' cognitive and other capabilities is also discussed. Finally, the future of robotics in Healthcare is explored, including emerging trends and technologies, their impact on the healthcare industry, and the potential for innovation and growth.
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      1. INTRODUCTION


      Robotics in Healthcare refers to using robots and automation technology in the medical field for various purposes such as diagnosis, treatment, surgery, and rehabilitation of patients. This technology involves the design, construction, and use of robots for performing various tasks in a medical environment. Robotics in Healthcare aims to improve patient outcomes, reduce costs, and increase the efficiency and accuracy of medical procedures and treatments. These robots can be programmed to perform specific tasks, such as conducting surgery, performing physical therapy, or monitoring patients remotely. The growth of AIoT has enabled the cognitive intelligence of these robots towards Artificial General Intelligence (AGI) from traditional specific machine learning tasks [1].


      Medical robots offer much potential for enhancing physician precision and skills during surgical operations [2]. Even though multiple commercial firms provide medical robots, the overall number of robots is relatively modest, and the industry is expected to develop slowly. Unlike industry robotics, medical robotics has yet to achieve critical mass. On the other hand, medical robots' benefits are projected to become increasingly apparent with time, culminating in a gradual growth in their use in medicine [3]. AI-enabled robotic surgical treatments have provided superior clinical outcomes and lower total medical expenditures by reducing hospital stays, recovery durations, and the need for recurrent surgery [4]. The range of applications now includes the whole medical treatment process, from diagnosis through operation execution, preoperative planning, and postoperative rehabilitation.


      Due to the diverse spectrum of products, technology and applications, computer-assisted surgery [5], image-guided surgery [6], medical robots, computer-integrated surgery [2], and virtual medical reality [7] have all been given importance. Each of the domains of this study that has shown promising applications in the medical sciences is referred to as medical robotics. These technologies are not designed to take the position of doctors; instead, they are meant to supplement their talents.


      Medical and Healthcare robots are designed to work in a range of settings. Micro-robotics is related to developing surgical tools such as minimally invasive surgery [8], image-guided surgery, computer-integrated advanced orthopaedics [9], and stereotactic guidance [10]. In contrast, Macro-robotics is concerned with developing wheelchairs and rehabilitation manipulators [10] to help the disabled and elderly. Bio-robotics [11] is the fourth category, which involves developing models and simulations of biological processes to better understand the human body and system. As previously stated, the economic and societal benefits of widespread robotics usage in medicine (notably surgery) are substantial. If all of the preceding steps are done, robots' full potential can be realized in the medical field, just as in industrial applications, for the betterment of society worldwide.

    


    
      2. Need for Robots in the Healthcare Sector


      The healthcare sector faces numerous challenges, including an ageing population, increasing demand for medical services, and rising costs. Robotics in Healthcare has emerged as a solution to these challenges, offering numerous benefits that can improve patient outcomes, increase efficiency, and reduce costs. One of the key reasons for the need for robotics in Healthcare is the ageing population [12]. The number of older adults is increasing rapidly, and many of them require medical care for various chronic conditions. Robots can be programmed to assist with tasks such as monitoring patients, providing physical therapy, and performing medical procedures, reducing the burden on healthcare providers and enabling them to provide better care to a larger number of patients [13]. Another reason for the need for robotics in Healthcare is the increasing demand for medical services. With the world's population growing, there is a growing demand for medical services. Robots can help healthcare providers meet this demand by automating tasks, freeing healthcare providers to focus on more complex procedures, and reducing patient wait times [14]. In addition, the increasing costs of Healthcare are also driving the need for robotics in Healthcare. Robots can automate time-consuming and repetitive tasks, reducing the need for human intervention and reducing costs. They can also perform medical procedures with greater accuracy, reducing the risk of errors and costs associated with malpractice lawsuits.


      Finally, robotics in Healthcare can improve patient outcomes by enabling healthcare providers to perform medical procedures with greater accuracy and speed. Robots can be programmed to perform procedures with precision and accuracy, reducing the risk of human error and ensuring that patients receive the best possible care [14]. In conclusion, the need for robotics in Healthcare is driven by numerous factors, including an ageing population, increasing demand for medical services, rising costs, and the desire to improve patient outcomes. By automating tasks, reducing costs, and improving patient outcomes, robotics in Healthcare has the potential to revolutionize the way medical services are provided.

    


    
      3. Rehabilitation Robots


      Rehabilitation Robotics aims to look into the use of robotics in motor rehabilitation procedures for individuals who have lost motor control and capacities due to diseases like stroke, as well as to create robotic and mechatronic technological assistance for disabled and older adults to live independently. This provides robots with a more significant role in rehabilitating neuro-motor functions and motor capacities by giving flexible and programmable tools and allowing for quantitative settings and assessing operations [15]. Automated tools have been successfully used to promote the psychological enrichment of the elderly and motor rehabilitation [16].


      Personal care for the disabled is another area where you can see rehabilitation robots. With the increasing number of people with disabilities, including those with physical and social disabilities due to birth and old age, mobility aids, from simple self-stabilizing wands for the visually impaired to smart/intelligent wheelchairs, There is a growing need for personal care to provide. Because disabled people are enough to be independent at home and lead an everyday daily life, complex technologies that allow people with severe disabilities to undertake tasks such as personal hygiene and getting on and off are still in the early stages of research.


      Robotics has traditionally been the most widely used in medical applications in rehabilitation robotics, including assistive robots, prostheses, orthotics, and therapeutic robots. Support robots promote the independence of people with disabilities by supporting people with disabilities in their daily work. Robots, for example, can assist a person with a handicap, such as non-functioning limbs, in performing routine domestic tasks without assistance [17]. Robot prostheses and orthotics are designed to replace missing arms, hands, and feet to help with limb weaknesses and imperfections. Therapeutic robots are a powerful tool for nerve rehabilitation of the limbs of people suffering from a stroke.


      Rehabilitation robots are divided into two groups based on treatment. The first method is always to move passively, as in Continuous Passive Motion (CPM) [18]. CPM does not require the patient's voluntary effort, as the robot controls and operates the limbs. CPM therapy reduces muscle tone and increases muscle, joint, and tendon mobility. CPM also stimulates brain regions with proper sensorimotor function, resulting in behaviour compared to normal movement. The second option is the activation movement, where the robot performs motion in response to the patient's signal. This signal that can be electrically recycled through Electromyography (EMG) corresponds to moving the limbs corresponding to the patient's intention [17].


      End effectors [19] and exoskeleton robots [20] are also rehabilitation robots. An end effector is a simple robot with a distally movable handle that allows patients to connect their hands and follow a predefined trajectory. This type of robot is characterized by adapting to the different sizes and shapes of movements required in the rehabilitation process. The end effector robot has the disadvantage of not being able to rotate, making it unsuitable for inward and outward movements. End effectors have recently been developed to facilitate bilateral rehabilitation training in which injured limbs coordinately mimic natural limb movements.


      
        3.1. Assistive Robots


        There are various commercial robot systems to support people with severe disabilities. Developed by Topping in 1987, Handy 1 is the most popular [21]. Assistive robots are a new type of robot since they share a workspace and interact directly with humans. Their distinguishing feature is their ability to use sensors and cognitive algorithms to sense their environment and individuals, communi- cate with people in multiple ways, navigate autonomously, and make decisions on their own. It was also created to help people with disabilities complete their daily tasks. Raptor is a wheelchair-mounted robot with four degrees of freedom (DOF) that allows people with disabilities to eat independently and reach things on the floor, table, or overhead [22].

      


      
        3.2. Prosthetics


        A prosthesis, often a prosthetic limb, is a device that substitutes a missing limb. You may come across various prostheses, but the most sophisticated is a robotic prosthesis. Robotic prostheses are artificial limbs that the user controls with microprocessors and nerve signals, as opposed to wooden or metal hands [23]. Given how long these solutions have existed, modern prosthetic options do not change much. Meanwhile, new materials and devices have made the prosthesis more practical because it is lighter, more flexible, and more adaptable to the remaining limbs' unique shape and personal style. The state-of-the-art C-Leg features a carbon fibre frame, a built-in computer that analyzes data from many sensors, and a hydraulic cylinder that activates the knee, mimicking the user's stride on various terrain [24]. These technologies are so sophisticated that users can use them to participate in sporting events.

      


      
        3.3. Orthotics


        Orthotics aims to improve function efficiency after acute or long-term damage. This encompasses soft tissue and bone injuries and changes caused by neurological abnormalities. They can be used with other physiotherapy procedures such as muscle strengthening and stretching, gait and balance retraining, and reach and grip strategies [25]. The exoskeleton contains human-like connections, joints, and actuators that help the patient move limbs and lift external loads. Using orthotics can help improve the alignment of the lower leg [26]. This can help a joint heal by stabilizing it or making it easier to operate. It can also prevent or repair lower-limb deformities, improving efficiency. Orthotics can also be used to lessen the risk of contractures and improve the effects of spasticity, whether resting or moving. In this situation, the orthotic will be custom-made for the person and most likely rebuilt as the child grows (in paediatrics) or as joint structures change [27]. In an ongoing study, researchers at the University of Washington are building an exoskeleton that can be controlled by muscle signals from the wearer's arm [28].

      


      
        3.4. Surgical Robotics


        Robotics is used in medicine because they enable unparalleled control and precision of surgical tools in less invasive treatments. These devices have previously been used to place an endoscope, conduct gallbladder surgery and treat gastro-oesophageal reflux disease and heartburn [29]. The area of robotic surgery is developing a robot that can do closed-chest, beating-heart surgery. Robotic equipment might be utilized in more than 3.5 million medical operations every year in the United States alone, according to one company.


        The use of robotic surgery systems to perform surgery on patients is known as robotic surgery. Similar to minimally invasive surgery, it can be performed alone or in combination with general laparotomy, depending on the scenario. The da Vinci system is the world's most widely used robot [30]. It consists of three parts: a surgeon's station, a patient trolley, and a viewing trolley. These components work together to allow the surgeon to see what is going on and mimic the moment of guiding the tool.


        Surgical robots are ideal for complex operations that require a high level of precision. In some cases, you may need help to perform complicated steps in the usual way. In such situations, robotic surgery may be the only option as it provides the flexibility needed to perform the procedure. Robotic surgery allows surgeons to assess the area undergoing surgery correctly. This gives the surgeon a clearer perspective. This is very important for the surgeon to perform the surgery accurately, as some are invisible to the human eye. In addition, users have more control over what is happening. Most modern surgical robots and computer-assisted surgery devices are intended to mimic, duplicate, and improve human skills. Systems attempt to improve the surgeon's ability to do medical treatments on the same scale rather than modifying or supporting established paradigms. However, the commercially viable technology is still in its early stages of development.


        In 1992, ROBODOC was the first surgical robot to perform surgery in the United States. Manual total hip arthroplasty is only sometimes accurate and can result in bone fragmentation. ROBODOC's 3D image-guided preoperative planning, which enables computer-controlled robots to execute the surgeon's planning correctly, helps avoid these problems [31].


        Because of the ergonomic design of the da Vinci system, the surgeon operates from a comfortable sitting posture at a console, with eyes and hands in line with the instruments and a magnified, high-definition 3-D view of the target anatomy. Some potential benefits of da Vinci Surgery robotic surgery include increased surgical precision, increased range of motion, enhanced visualization, including areas not visible to the naked eye, improved access to hard-to-reach areas, and improved ability to spare healthy tissue not impacted by cancer. During a da Vinci robotic surgical procedure, the surgeon makes a few tiny incisions within the patient to miniaturized implant equipment and a high-definition camera. Thanks to the 3-D imaging system, the surgeon may view a much larger, high-resolution 3-D image of the surgical site.


        Raven II is a surgical robot developed as a collaborative research [32]. The ultimate goal is to improve remote surgery capabilities while allowing the robot to perform some operations autonomously. The first iteration of the Raven platform was created in 2005 as part of a DARPA experiment on the future of military medicine. Raven II was developed as part of the National Science Foundation Network's efforts to advance surgical robots through collaborative research. Using Raven as a common platform, the lab can explore various topics related to surgical robots and related technologies and share their experiences and successes.

      


      
        3.5. Telemedicine Robotics


        Telemedicine robotics is a branch of healthcare robotics that involves using robots to provide remote medical services and care. These robots are equipped with cameras, sensors, and other advanced technologies that allow healthcare providers to monitor patients, diagnose conditions and provide treatments remotely [33]. Telemedicine robots can provide medical services to patients in remote or underserved areas with limited access to medical care. These robots can be programmed to perform various tasks, such as collecting patient data, conducting physical exams, and providing remote consultations. For example, telemedicine robots can monitor patients with chronic conditions, such as diabetes or heart disease, collecting data from wearable devices and other medical sensors [34]. This data can then be analyzed and used to inform treatment decisions, ensuring patients receive the best care. Telemedicine robots can also provide remote consultations, allowing patients to receive medical advice and treatment without leaving their homes. This is especially beneficial for elderly or disabled patients who may have difficulty travelling to see a healthcare provider in person.


        In addition, telemedicine robots can also be used to provide education and training to healthcare providers, helping them to develop new skills and techniques [35]. For example, telemedicine robots can be used to provide remote training for surgical procedures, allowing healthcare providers to learn and practice new techniques in a safe and controlled environment. Several types of telemedicine robots are used in the healthcare industry, such as remote consultation robots, monitoring robots, physical exam robots, telemedicine carts and telemedicine kiosks.

      


      
        3.6. Remote Consultation Robots


        These robots provide remote consultations to patients, allowing them to receive medical advice and treatment without leaving their homes. These robots are equipped with cameras, microphones, and other communication technologies that allow healthcare providers to interact with patients remotely [36].

      


      
        3.7. Monitoring Robots


        These robots monitor patients with chronic conditions, such as diabetes or heart disease. These robots are equipped with sensors and wearable devices that collect patient health data, which can then be analyzed to inform treatment decisions [37].

      


      
        3.8. Physical Exam Robots


        These robots perform physical exams on patients, collecting data on their health and wellness. These robots are equipped with cameras, sensors, and other diagnostic tools that allow healthcare providers to perform a thorough physical exam remotely [38].

      


      
        3.9. Telemedicine Carts


        These robots are mobile units equipped with cameras, microphones, and other communication technologies. These carts can be moved from room to room, allowing healthcare providers to provide remote medical services to multiple patients in a hospital or care facility [39].

      


      
        3.10. Telemedicine Kiosks


        These robots are stationary units equipped with cameras, microphones, and other communication technologies. These kiosks are often located in public places, such as shopping centres or airports, and can be used by patients to receive remote medical consultations [40].

      


      
        3.11. Diagnostic Robots


        Diagnostic robots diagnose medical disorders in patients using AI/ML techniques and IoT sensors from remote locations. Hospitals, clinics, and underserved communities can use diagnostic robots. These robots can collect patient data, analyze medical photos, and diagnose based on symptoms. Diagnostic robots can examine X-rays, CT scans, and MRIs to detect diseases and disorders [41]. These robots may assess vital signs and medical history to improve diagnosis and therapy.


        A Diagnostic robot uses patient data and machine learning algorithms to examine symptoms and provide a diagnosis. This robot can make a more accurate diagnosis in circumstances where a condition's symptoms are difficult to identify or often misdiagnosed. Diagnostic robots could transform the medical diagnosis, increasing patient outcomes and lowering expenses. Several diagnostic robots are used in the healthcare industry, including Image Analysis Robots, Symptom Analysis Robots, Vital Sign Monitoring Robots, Pathology Analysis Robots and Remote Diagnosis Robots.

      


      
        3.12. Image Analysis Robots


        These robots analyze medical images like X-rays, CT, and MRI scans. These robots use machine learning algorithms and artificial intelligence to detect signs of diseases and conditions in medical images [42].

      


      
        3.13. Symptom Analysis Robots


        These robots analyze patient symptoms and make diagnoses based on patient data and machine-learning algorithms. These robots can provide more accurate diagnoses, particularly in cases where the symptoms of a condition are not easily recognizable or are commonly mistaken for other conditions [43].

      


      
        3.14. Vital Sign Monitoring Robots


        These robots monitor patient vital signs, such as heart rate, blood pressure, and temperature. These robots use sensors and wearable devices to collect patient data and make diagnoses based on changes in vital signs [44].

      


      
        3.15. Pathology Analysis Robots


        These robots analyze pathology samples, such as blood or tissue samples, to detect signs of diseases and conditions. These robots use machine learning algorithms and artificial intelligence to analyze patient data and provide accurate diagnoses [45].

      


      
        3.16. Remote Diagnosis Robots


        These robots provide remote diagnoses to patients, allowing them to receive medical advice and treatment without leaving their homes. These robots are equipped with cameras, microphones, and other communication technologies that allow healthcare providers to interact with patients remotely [46].

      

    


    
      4. Role of AIoT in Healthcare Robotics


      AIoT (Artificial Intelligence of Things) plays a significant role in healthcare robotics by providing a platform for intelligent and interconnected devices. AIoT involves the integration of artificial intelligence (AI) with the Internet of Things (IoT) to create a network of smart devices that can communicate and exchange data. In Healthcare, AIoT is being used to enhance the capabilities of robots, enabling them to make informed decisions, learn from their experiences, and adapt to new situations. This allows robots to perform tasks more efficiently and effectively and improves patient outcomes [47].


      For example, AIoT can be used to develop telemedicine robots that can collect and analyze data from various sources, such as wearable devices, medical records, and patient surveys, to provide personalized recommendations and treatments. These robots can also use machine learning algorithms to analyze large amounts of data, providing insights into patient health that can inform treatment decisions. AIoT is also being used to develop robots for surgical procedures, allowing for greater precision, accuracy, and speed. Robots equipped with AIoT can use real-time data from medical devices and sensors to make informed decisions during surgery, reducing the risk of errors and improving patient outcomes.


      In addition, AIoT can also be used to develop rehabilitation robots that can adapt to the needs of patients, providing personalized physical therapy and rehabilitation [48]. These robots can use AI algorithms to monitor patient's progress and adjust their treatments accordingly, ensuring that patients receive the best possible care. In conclusion, the role of AIoT in healthcare robotics is significant, providing a platform for intelligent and interconnected devices that can improve patient outcomes and enhance the capabilities of robots. Integrating AI and IoT are transforming how healthcare services are provided and potentially revolutionising the healthcare industry.

    


    
      CONCLUSION


      At the beginning of this study, it became clear that medical robots provide great demand and benefits. Compared to the use of robots in the manufacturing industry, the use of robots in medicine, agriculture, and construction still need to be on an equal footing. For example, robots are not immediately accepted in the medical community because doctors perceive them as “competitors” and patients as potentially dangerous exotic machines. Surgical robots replace members of a surgical team that is rarely designed but augment the medical team by teaching superhuman abilities such as accuracy that would otherwise be physically impossible.


      From rehabilitative robotics to surgical robots, where remote monitoring and remote presence operations have been employed to give worldwide access to Healthcare, such as telepresence, there have been considerable breakthroughs in terms of advancement and improvement. This permits doctors in one area to operate on patients in another location using an integrated robotic surgical system, although the issue of remote presence still exists. In the future, financial considerations like the cost-effectiveness of medical robots and ethical ones like safeguarding patient privacy will need to be addressed.
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      Abstract


      Technology has changed almost all aspects of our life. Similarly, in the medical field, the new technology is Robotic surgery. Robotic surgery involves employing robots in the process of surgery. The employed robot, known generally as the surgical robot, is self-regulating, partially or entirely computer-controlled, and can be programmed as required for the surgery. As different surgical robots are employed for different types of surgery, robotic surgery improves patient care and ensures better treatment than regular surgery. The purpose of this article is to provide an outline of the main ideas of robotic applications used in surgery. This article aims to provide an overview of robotics's current and future applications in surgical operations and the advantages and disadvantages of surgical robots.
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      1. INTRODUCTION


      Robotically Assisted Surgical Systems (RASS) have performed over 7 million surgeries. From the first basic ideas in the 1970s until 2010, the Medical Robotics Database (Merida) was maintained by the Mannheim and Heidelberg University clinics in Germany. It featured more than 450 medical robotics initiatives around the world. Due to a variety of factors, just a few of these research initiatives resulted in commercially accessible systems: The creation of such systems involved high-risk and high-costs due to technological complexity, patent issues, regulatory difficulties, and a lack of uniformity [1]. In 1970, the procedure was performed as an open operation, in which a large cut was made in the organ, and surgery was performed. In 1980, keyhole surgery, also known as laparoscopy, was


      introduced. Instead of a large surgical incision, a tiny hole is made through the belly, and the procedure is performed [2].


      The fundamental issue with the standard laparoscopic procedure is the instrument, which is a straight item with x, y, and z-axis motion. All operations cannot be performed with this movement [3]. Pronation and supination bending is used in robotic surgery, and laparoscopy fails to capture this moment. Whereas robotic surgery prefers open surgery, open surgery is impossible with laparoscopy due to mobility restrictions [4]. A robotic surgery instrument inserted into the abdomen requires all the movements called an endo-wrist. The robot can do all the movement that can be done by hand. The doctor controls the robot, and there is no contact between the doctor and the patient during the surgery [5]. When compared to traditional surgery, robotic surgery offers a 12x magnification. The doctor can even have HD 3D vision due to the camera in the device, allowing him to manage the robot and do the treatment safely and effortlessly. The mechanical arm will control the robot's overall mobility, whereas the doctor controls the arm and transmits the movement to the robot [6].


      Shorter hospitalization, faster recovery, less discomfort compared to laparoscopic surgery, lower risk of infection, less blood loss, and improved surgical quality are all advantages of robotic surgery. Cost is one of the downsides of why robotic surgery is still not among the regular choices in the medical industry [7].

    


    
      

      2. WORKING PRINCIPLE OF A SURGICAL ROBOT


      The robot's operation is controlled by mechanical arms controlled by the surgeon’s hands. Following that, it contains an insertion into the human body, which is smaller in-depth than the other processes that require instruments to be delivered through this insertion. After insertion by the surgeon, he comes back to the table (at a remote location away from the operation) and performs surgery by viewing it from a 3D view [4, 5].


      One commonly used robotic surgical system is da Vinci, which consists of three essential components. The first is the surgeon console, the central sub-system for the machine to observe the doctor and is operated by the surgeon by sitting with the help of arms. The console may be positioned outside the room or in any place in the room. The surgeon sees the 3D perspective of the robot through the lens of the machine, and he controls the robot's movement using his hand, arms, and foot. Because the surgeon has little feedback, the person working near the screen must provide the necessary information to the surgeon [5].


      The second component is the vision system, which allows him to see the 3D view on the screen using two cameras and two lights to enhance the vision. A 12 mm endoscope is also used to get 6x to 10x visual clarity to achieve higher operation quality [4]. Any further information from the screen is unnecessary because the sight is superb and straightforward. The screen displays a clear view of the surgical site and the surrounding circumstances. Any other issue may be seen easily compared to any other technique [1].


      The third component is the robot's arms, which have three arms in the original series and four in the updated series. An instrument called an endo wrist is linked to the mechanical arm. The endo wrist is an essential component of the whole surgery. It is now like a human hand coming inside with a little hole and performing surgery because it can move in all seven directions like human hands. The computer reproduces the surgeon's hand movement, and the ultimate product is found in the endo wrist. This procedure is used to do surgery on humans using robotic surgery. The software plays a key role here by showing the required details to the doctor and maintaining the tools as suggested by the doctor [1, 5].

    


    
      

      3. TYPES OF ROBOTS USED FOR SURGERY


      
        

        3.1. Da Vinci


        Da Vinci is the most often utilized robotic surgery. It is commonly used for cardiac, head, neck, and gynecologic procedures. Da Vinci received FDA certification in 2011 and has since increased in popularity in the robotic medical field, becoming one of the most popular surgical robots. The da Vinci has been evaluated and analyzed, and the results and studies indicate that it is safe and may be used without issue [4]. da Vinci’s most recent model, the XI, was introduced in 2014 and was built for large operations with a movable platform. It has three degrees of freedom and can attain seven degrees of movement with an endo wrist. It has an 8 mm camera for visual reasons, through which the clarity may be observed in HD-3D clarity. The main disadvantage is that each surgical system costs $2 million, and the size is too large; the set demands space and must be inexpensive [1].

      


      
        

        3.2. Senbance


        The senbance TELELAP ALFA-X system used in Senbance robots, authorized by FBA in 2017, is used in the sentence console type robot surgery. It has an open remote-control system and is an updated version of da Vinci. The robot has four arms, each of which can insert a tool. It has three degrees of freedom, similar to Dar Vinci. The 3D screen is positioned here, and it is viewed with the aid of 3D glasses. In comparison to da Vinci, the movement is slower. In comparison to da Vinci, this provides a higher level of feedback and requires less eye-tracking software. The drawbacks are similar to those of da Vinci in size and cost, as well as the requirement for a total room for installation [4].

      


      
        

        3.3. Barack


        This Barack system was developed in partnership with UPD and BPC. The bitrate was formed in 2018 and received FAD/CE approval in 2021. It comprises a single cart, three robotic arms, and seven degrees of freedom. Its key characteristic is that it can do several functions. It has three arms and may be used in conjunction with a laparoscopy during a procedure. It also features a 3D perspective and the advantages of being smaller in size and less expensive [4].

      


      
        

        3.4. Monarch


        The first Monarch Robotic-Assisted Bronchoscopy procedure was performed in Hong Kong on December 7, 2021. marking the first monarch procedure to take place outside of the United States. The TARGET research aims to assess the medical safety and diagnostic performance of robotic-assisted bronchoscopy with biopsy using the Monarch Platform in a diverse group of patients with pulmonary lesions. Up to 1,200 patients will be enrolled in the trial, which will take place at up to 30 research centres. Lung cancer is the most significant cause of mortality from cancer globally. Each year, more persons die from the condition than from prostate, breast, and colon cancer combined. Because nodules are often tiny, deep in the lungs, and difficult to access, early identification and therapy are challenging. The conventional diagnostic tools for lung cancer have limits in terms of accuracy, safety, and invasiveness. These restrictions can result in false positives, false negatives, or side effects, including pneumothorax (collapsed lung) and bleeding, which can raise healthcare expenses and lengthen hospital admissions. The innovative MONARCH Platform from Auris Health, the first commercial robotic system for diagnostic or therapeutic bronchoscopic treatments enable clinicians to identify tiny, difficult-to-reach peripheral lung nodules with better precision than ever before.

      


      
        

        3.5. CyberKnife


        The Cyber Knife Device is the first radiation treatment system that includes a linear accelerator installed directly on a robot to deliver high-energy x-rays or photons used in radiation treatment. The robot moves and bends around the patient to give radiation doses from potentially thousands of different beam angles, greatly extending the available places to concentrate radiation on the tumor while reducing damage to surrounding healthy tissue. This robotic delivery and real-time imaging guidance have raised the bar for delivery precision, allowing stereotactic radiosurgery (and stereotactic body radiation therapy to be used for a broad spectrum of tumor types. The CyberKnife System employs cutting-edge technology to track tumors around the body, while its unique robotic design maintains radiation on target even when the tumor moves. The Cyber Knife System is the only technology that confirms the exact tumor position before administering the radiation beam and then adjusts the robot to accurately target the tumor. This helps to guarantee that radiation is administered to the tumor rather than where it was minutes before. The Cyber Knife System also includes Synchrony, the world's only real-time adaptive delivery system.

      


      
        

        3.6. Zeus


        The ZEUS Robotic Surgical Systems (ZRSS) was a surgical robot developed by an American robotics company. Its precursor, AESOP, was approved by the Food and Drug Administration in 1994 to aid surgeons in minimally invasive surgery. The RSS was approved by the FDA seven years later, in 2001. The ZEUS Robotic Surgical System was discontinued in 2003 because better technology than the previous one had been created, and the da Vinci surgical robot replaced it. The ZEUS Robot has three arms the AESOP (Automated Endoscopic System for Optimal Positioning) arm, which is used to view inside the patient's body, and the other two, which are used for suction and such procedures like the surgeon control.

      

    


    
      

      4. EVOLUTION OF SURGICAL ROBOTICS


      
        

        4.1. Current Use of Robotic Surgery


        As you can see, robotic surgery is growing more popular and well-known, playing an increasingly important role in the medical business. As previously said, there are numerous distinct surgical robots, each with its specifications and applications [1]. Fast recovery, minimal blood loss, and no infection after the operation can all be handled by robotic surgery. This will develop a lot, and high technology will be included in it in the future, and it will progress to the next level [5, 6].

      


      
        

        4.2. Future use of Robotic Surgery


        Robotic surgery in the future has made significant technological advancements and will soon be available in every hospital. Currently, the cost is considerably high, but as time goes on, the cost will decrease and be affordable. Since robotic surgery is still in its early stages, the capital Investments are high and will gradually decrease due to economies of scale. As this industry grows, the demand for robotic surgical equipment will [6]. The technology will go to the next level, and the software will program so that there is less or no blood wastage during surgery. As with the benefits, there are numerous drawbacks to features.

      

    


    
      

      5. TYPES OF ROBOTIC SURGERY


      
        

        5.1. Gastric Surgery


        Robotic surgery for gastric cancer remained relatively unknown outside of Korea and Japan. It has been utilized in the early stages of gastric cancer and has similar indications as laparoscopy surgery. Many studies and demonstrations suggest that robotic surgery for gastric cancer is a safe and effective method. It has comparable short-term consequences to regular laparoscopic surgery, including the need for postoperative medications. It also allows for a shorter stay in the hospital and a quicker recovery. Robotic surgery for gastric cancer is preferred because it uses sophisticated endo wrist function and is like open surgery [2, 5]. However, no difference in the number of lymph nodes removed between the robot and laparoscopic groups has been identified in investigations, and the benefits of robotic surgery for patients with gastric cancer, like those of other surgeries, remain elusive. Robotic surgery takes a long time, and the only difference is that there is more blood loss and more expensive. While surgical dexterity may have some advantages, there is yet to be proof of this. Robotic surgery for bariatric surgery is safe and results in decreased postoperative morbidity in trials, notably in western nations. Compared to the robotic Roux- en-Y gastric bypass has a shorter learning curve and lower costs. Four robotic surgery states are very successful and safe. Even though robotics has not demonstrated any advantages over laparoscopy, clinical outcomes of robotics suggest that they minimize hospital stays and problems. However, the surgery duration is longer, and the cost is more than laparoscopy, laparoscopy is cheap in terms of cost, but it is an entire pain process compared to robotic surgery. There is a chance of blood loss in this surgery [2].

      


      
        

        5.2. Colorectal Surgery


        Rectal cancer surgery is treated with robotic surgery in colorectal surgery. The da Vinci surgical system has been widely used for total mesorectal excision (TME) in rectal cancer because the robot's capacity is fully utilized in complex procedures or surgeries on areas that are difficult for the conventional laparoscopic approach, such as the mediastinum or pelvis. For (TME)in rectal cancer, many approaches have been implemented and are being employed [3]. Various technologies such as single-state total robotic TME, dual-docking robotic time, and hybrid robotic are implemented and deployed, with the pelvic stage being the only focus. Various technologies such as single-state total robotic TME, dual-docking robotic time, and hybrid robotic are implemented and deployed, with the pelvic stage being the only focus. Nowadays, with the help of robotic TME, the number of surgeries has increased. By combining the data and displaying the reports, good results have been achieved, and a long-term effect has been reported regarding voiding functions. Even though specific cost issues will be left unsolved. The robot's role in colon surgery is still unclear, but it does play a key role in showing the 3D vision of the operation. Through this process, the operation can still be done clearly and safely. However, the advantages outweigh the disadvantages because the operation time is longer, and the surgery costs more than laparoscopic colonic surgeries. Robotic surgery is also used for other surgeries. The reports state that the surgery is done safely, and the time taken to recover from the hospital is faster than laparoscopic and open surgery [2].

      


      
        

        5.3. Kidney Surgery


        The typical method of kidney therapy is an incision in the lower abdomen. The wound might be tiny or significant, depending on the type of surgery performed and the individual's circumstances and difficulties. Typically, a bigger incision is necessary, although this varies depending on his age and the depth of the incision. It is also an excruciating procedure. Large wounds can hurt the body, resulting in blood loss, a lengthy recovery period, and other issues. Hence they recommended that minor wounds be made using little incisions. Laparoscopy kidney treatment came into existence in 2010, although it also goes 7cm in section. Whereas laparoscopy has the same recovery rate and disadvantages as laparoscopy regarding kidney treatment, the amount of wounds is less than in other surgeries, and the recovery is faster. The operation can be viewed in 3D view by the doctor, allowing the operation to be done clearly and safely. The amount of pain recovery is faster than any other surgery; the only problem is that it takes more time and is more expensive [8, 9].

      

    


    
      

      6. ADVANTAGES OF ROBOTIC SURGERY


      Since the inception of robotic surgeries, the quality of operations has improved, and the outcomes have been superior to those of other procedures. The most important aspect is the postoperative period, which includes issues such as blood loss, infection, and many others. However, with robotic surgery, you may prevent all these postoperative symptoms [7]. The cost is relatively high where it is, but because of the benefits it delivers, it is Vert. In traditional surgery, the doctor must stand near the patient and use the monitor to direct the tool while simultaneously holding two tools and inserting the camera through one of them. However, with robotic surgery, it is unnecessary to be near the patient once the incision is completed since the robot performs the rest of the work and offers a 3D view of the procedure. The primary issue in laparoscopy is that the instrument can only move on the x, y, and z-axis, which means that all procedures cannot be performed. However, in robotic surgery, a specific motion allows it to move on all axes, allowing operations to be performed quickly. When compared to traditional laparoscopy, there are several benefits. The primary advantages are that there is no pain since it is painless compared to paper scope, and the recovery time is faster when compared to other surgeries [5]. Compared to other procedures, the number of days spent in the hospital will naturally minimize the length of stay in the hospital and the success of the surgery. The essential point is that the doctor's surgery is simpler and easier to do than laparoscopy, and the patient benefits from the advantages in many ways. Many studies state that all processes are safe and may be completed without difficulty. Compared to laparoscopy, the inspection for surgery is exceptionally tiny, which minimizes the possibility of infection and blood loss. The patient is less affected, and the doctor can operate it more easily. In robotic surgery, as compared to other types of surgery, the quality is excellent; it is better than the doctor's procedure and flawless. Open surgery is preferred in robotic surgery; however, due to movement limits, open surgery is not practicable with laparoscopy. An endo-wrist is robotic surgery equipment implanted into the belly and performs all the basic motions. The robot can do any maneuvers that can be performed by hand, with the doctor controlling the robot and no interaction between the doctor and the patient throughout the procedure. Robotic surgery has a 12x magnification when compared to conventional surgery. Because of the device's camera, the doctor can see in HD 3D, allowing him to control the robot and do the therapy securely and efficiently. The mechanical arm will control the robot's entire motion, where the doctor manipulates the arm and sends the information to a robot embedded within the human body. The danger is reduced when the election takes place where the camera also goes in so that the operation can be done more perfectly than before. Any other problems detected throughout the procedure can be checked for more excellent safety. Where doctor can scaly operate the machine compared to other operations, so by this process, the operation will be done safely, and the amount of pain to the patient is less compared to other operations. His chances of recovering are faster than others, and he can be active as before, faster [3, 7].

    


    
      

      7. PROBLEMS FACED BY ROBOTIC SURGERY


      Still, we have a better understanding of how robotic surgery works, how it is employed, and how the procedure is performed. While robotic surgery has numerous advantages, it also has significant drawbacks. The primary challenges with robotic surgery are cost and training. Nevertheless, the cost of surgery for each procedure varies. The significant cost gap between robotic surgery and general laparoscopic surgery is why many institutions do not provide robotic surgery. However, while robotic surgery has many advantages, the surgery cost is relatively high [5]. In today's world, cost counts because people are unwilling to spend so much on robotic surgery. Instead, they choose to go for the less expensive option of laparoscopy. Another issue with robotic surgery is training. Whereas in other laparoscopy surgeries, trainees can perform surgery and are trained in a way that allows them to gain experience, in robotic surgery, the trainer cannot control the robot. In this situation, the trainer cannot learn how to control the robot; instead, they must learn it separately. As a result, several medical education institutes have come up to provide training at an early level so that they do not run into problems with features, assisting the future generation of robotic development. Another issue with robotic surgery is that it takes longer to finish than laparoscopy [6]. This is because the surgeon controls the process with his hands, and the process must be completed securely. The robot's maintenance is excessive. The hospital's maintenance costs are too high, and the robot surgery's storage space necessitates additional room. The hospital should pay a large sum for purchase and maintenance, and patients should also pay a large sum for the operation. The doctor's fingers are directing the robot arm during surgery. The doctor cannot alter the patient's position. Another person must be present to modify the patient's position. As technology advances, robotic development occurs, and different technology is applied to different surgeries. However, it may be difficult for a surgeon to keep up with all of this, and there may be some errors, and they must learn all of the new technology that has recently been implemented in the market, which may be a challenge for them to accomplish [3].

    


    
      CONCLUSION


      Since its discovery, robotic surgery has played a vital part in the medical business. It is the simplest way for a patient to cure faster and without pain during the surgery, and it decreases hospital stays and allows patients to recover quickly. da Vinci, Senbance, and Barack are some different forms of surgical robotics used in surgery. Before the introduction of robotic surgery, laparoscopy was the only choice for surgery. During laparoscopy, the patient experiences blood loss and infection. All of this will not happen with robotic surgery, and the only reason it is not more well-known is that the procedure is costly, and not everyone can afford it. It will be deferentially available for everyone in features. As technology advances to the next level, robotic surgery will continue to operate automatically without requiring many surgeons; instead, a single surgeon can do comprehensive procedures. Due to the rapid advancement of technology, a shortage of employment may arise. As a result, technology does not need to be overly developed or underdeveloped; instead, it should be developed so that it aids in solving the problem rather than contributing to its creation. Robots are being utilized to treat Robotic Gastric Surgery, Robotic Colorectal Surgery, Robotic Kidney Surgery, and various other issues. There will undoubtedly be a robotic solution for all of them. As previously said, there are several benefits as well as drawbacks. It involves mechanical movement when the doctor attempts to move his hand, and the moment is received in the robotic machine, and the robotic arms do the surgery.
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      Abstract


      The Internet of Things (IoT) is a quickly expanding environment which combines software, hardware, physical components, as well as computing tools for data collection, sharing, or rather interaction. The IoT enables a unified platform for humans to interact with a wide range of physical and virtual objects, like personalised healthcare domains. Due to the explosive growth and advancement of the internet, traditional patient care strategies have enhanced with the replacing e-medical records mechanisms. The use of IoT technology provides medical modern healthcare equipment device setting for both physicians and clients. IoT devices and Artificial Intelligence are beneficial in many implementations, starting with remote weather monitoring to mechanical mechanisation. Furthermore, medical care applications are showing a strong interest in IoT devices due to cost savings, easiness of using it, and an increase in service quality. The most recent services for IoT-based healthcare, which have been investigated and are still facing challenges in the clinical setting, are required for intellectual, creative solutions. An exploration of prospects for artificial intelligence and the internet of things in the medical sector is provided in this chapter.
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      INTRODUCTION


      In latest days, artificial intelligence (AI) has gained significant traction, been widely embraced, and revolutionised a number of industries, such as health care system, commerce, banking, wealth management, market research, transport, property investment, logistical support, and food science. The Internet of Things (IoT) is a collection of interconnected gadgets that are coded to act either selectively or jointly using the information gleaned from every connected gadget. IoT gadgets usually have internet connectivity, processors and memory, sensors to gather useful data, and are a component of a network with vast numbers of other comparable gadgets.


      Edge computing, which can effectively control a modest quantity of information within a constrained bandwidth and provides us with improved local safeguards, quick response times, and reduced latency, or fog computing are the two options used to process the collected data locally. With a decentralised architecture, fog computing offers the very same benefits as edge computing for data security and delay because computing is done at a fog node that is a part of the local area network. The intellectual ability is still nearer to the data's origin. Even so, cloud computing is the better decision when intensive data processing and data processing are needed owing to the data's quantity and speed, though it is at the price of significant costs and delay and potential data security issues [1]. Because of its Enhanced performance, better data security, and higher responsiveness in comparison with fog and cloud computing architectures, edge computing is receiving more attention lately, particularly for IoT systems [2].


      According to several studies, AIoT (Artificial Intelligence of Things) is a union of AI's computational power and IoT's combined interoperability that exceeds the boundaries on the intellectual ability of smart devices by enabling them to do extremely difficult tasks that are completely impossible with existing architecture. According to Ghosh et al., A lot of people are using AIoT in a variety of industries, including retail, healthcare, transportation, and home appliances [3, 4].


      Healthcare facilities can quickly try to assign outpatients to treatment facilities with less congestion thanks to health prediction model. They expand the patient base that receives health care. The frequent problem of abrupt shifts in healthcare patient flow is addressed by a health prediction system. Throughout many hospitals, emergency situations such as the influx of ambulances at the times of natural mishaps and vehicle collisions, and standard outpatient necessitate, are what drive the demand for healthcare services. Healthcare facilities will often have problems in individual patient flow data in actual times like, to meet requirement, while facilities close by might only see a small number of patients. To encourage interaction, the Internet of Things (IoT) sets up a link among digital and physical objects. Through cutting-edge microprocessor chips, it lets the instantaneous collection of data [5].


      It is important to remember that healthcare is the process of improving and maintaining health by identifying and preventing disorders. Diagnostic tools could be utilized to examine inconsistencies and ruptures that occur under the skin's surface. Similar to this, specific anomalous conditions like insomnia and heart disease can be tracked [6]. Modern healthcare facilities are under pressure due to the booming population and the erratic spreading of persistent diseases. The demand for medical services is very great. In general, the demand is for nurses, physicians, and hospital beds [7].


      There may be ways to relieve the strain on medical practices using the Internet of Things (IoT). If few cases, healthcare centers use RFID systems to lower healthcare costs and improve clinical care. Notably, medical monitoring programmes make it simple for doctors to keep track of their patients' cardiac impulses, which helps them make an exact diagnosis [8, 9]. A variety of wearable appliances were developed in providing steady wireless data transmission. Regardless of the positive impact it has in healthcare, data security is a major drawback for both patients and healthcare personnels [10]. To protect data integrity, many researchers have evaluated the use of IoT and machine learning for monitoring individuals suffering from abnormalities in their health.


      In the healthcare industry, the IoT has ushered in an impact where experts can proactive patient engagement. The IoT with machine learning assesses the demand for emergency care and develops a plan to deal with the issue all through seasonal times. Crowding in waiting areas is an issue that many outpatient departments deal with [11]. Hospital visitors have various illnesses, some of which require immediate medical attention. It gets most difficult when people those who require urgent attention should await in an extensive queue. In developing nations with hospitals with inadequate staffs, the issue is made worse. Because hospitals are often overcrowded, many patients often leave without receiving medical care.


      By enabling physical equipment and objects to see, hear, and think, AI and IoT enable their connectivity as well as enable them to cooperate. For exchanging information and speaking, they make judgements. Utilizing a wide range of embedded devices, sensor systems, protocols, and their applications, AIoT technology allows previously nonintelligent objects to become intelligent. This allows previously nonintelligent devices to become connected to the Internet and develop into intelligent devices. The healthcare profession makes use of several AIoT-based medical services, including e-health and telemedicine systems, diagnostic test, preventative measures, rehabilitative services, and monitoring equipment.


      Remote monitoring of health is technically possible, according to studies in key sectors, but there are some situations where the advantages could be larger. It may be possible to supervise non-critical patient data from residence, instead of being at a hospital, reducing the need for healthcare resources like bedrooms as well as physicians. This could increase senior citizens' access to medical care who can stay in their homes for prolonged duration. In fact, it could improve availability of patient care, lessen the strain upon hospitals, plus give individuals better influence over their health.


      
        

        2. BRIEF BACKGROUND STUDY


        A widely held belief has been the subject of several recent studies [12, 13], which have emphasized the Internet of Things as a viable remedy for reducing the need for medical practices. This study spends a significant amount of time tracking people who have specific diseases, like Parkinson's disease or diabetes [14-16]. More research is being done to advance a range of goals, like assisting patients in getting better by monitoring their development over time. Additionally, emergency medical services have been discussed in similar works [17] but have not yet received much attention.


        Multiple studies have concentrated on recovery process after physical harm. As per the study in [18], this puts a light upon the procedure for building a framework that can result in a patient-specific rehabilitation programme centred upon the person's illness. In order to achieve this, the person's treatment plan is linked to a graph which lists the signs, conditions, and treatment options that prior clients had already encountered. In many of the cases, the doctor completely followed the recommendations made by the framework within every case and did not alter the recommended treatment plan. Portable monitors that record overall action threshold values and gait trends can be used in conjunction with perception sensing devices like cameras in the residence to examine the onset of Parkinson's disease are assessed in [19] to see if they are appropriate to be utilized in a strategic plan to monitor Parkinson's patients. Around each other, such technologies may be able to offer a more precise diagnosis.


        The investigators also proposed that advances in machine learning would someday enable advancements in drug therapies. The researchers recommend [20] a useful method for people who have diabetes to physically measure their blood glucose levels at fixed times to track their blood sugar levels. The paper then examines dual categories of blood glucose issues. The initial one is a rise in blood glucose levels, and the other one is an unquantified blood glucose level. Depending on the extent of the abnormality, the technique also determines who needs to be informed: the patient, their paternity and family groups, or medical professionals. Although that strategy is used and is effective, automating blood glucose monitoring might make it better. The researchers suggested developing a tool that predicts cardiac issues using elements that are readily accessible on the market and a simple transmitter [21]. The cardiac rhythm is determined by a microcontroller's interpretation of ECG sensor data. Then, this data is sent via Bluetooth to the users' mobile phones, where it is analysed and shown via an application. The researchers concluded that as heart disease prediction models change, the process will extend. Respiratory rate tracking could yield even greater benefits and is believed to help identify cardiac issues [22].


        A wearable medical sensor (WMS) platform developed by researchers contains a variety of tools and programmes [23]. The application of WMSs and their advancements were thoroughly examined by the authors, who also evaluated their performance against that of other platforms. The benefits of employing these tools to keep track of individuals with certain disorders' wellness like heart disease and Alzheimer's disease were debated by the researchers. A monitor and control system based on a wireless sensor network as well as fuzzy logic network was proposed in [24].


        The investigators combined WSN with MEMS-based body sensor networks (BSN) to establish a BSN that continuously tracks unusual changes in patients' wellbeing. Noticeably, the researchers created a system for measuring medical evidence using components like a temperature, pulse, and microcontroller [25]. The developed scheme also included base station appliances that could be used to remotely control patients' temperatures and pulses and transmit data to the doctor. Particularly, in emergency situations, the system send message to both the patient's loved ones as well as healthcare professionals [26]. Consequently, using this system, doctors can issue remotely medications to patients.


        In addition, hospitals are now able to keep an eye on patients with long-term diseases vital signs thanks to the IoT deployment [27, 28]. Such data is used by the system in numerous ways to forecast patient health status. IoT sensors are positioned on the body of the patient to track their action, recognize them, and forecast one ‘s probable state of health. For instance, the IoT sensors system keeps track of diabetic patients to forecast disease trends and any unusual patient condition. With the help of the health prediction tool, individuals might get information for alternate facilities where they might get therapy.


        If a patient stays in the same facility rather than travelling to another one, individuals may be forced to stand in big lines or be sent back without treatment. In order to remote patient observation using data from medical sensors. A clinical surveillance platform that uses BSN and Zigbee was suggested by the researchers in [29]. They notably used standards like the Zigbee IEEE protocol, temperature signaling, spirometer data, and other parameters to evaluate the patients' wellbeing [30]. The collected data are then transmitted over radio frequencies as well as shown on visual gadgets like desktops or portable electronics.


        As a result, the suggested platform could track patient characteristics like temperature, insulin, breathing, EEG, ECG, and BP while relaying the information to a database over Wi-Fi or GPRS. As soon as the sensor data are provided to Zigbee, the data gets transmitted to a another network where they can be viewed on devices like emergency devices and the cellphones of medical practioners and family members [25]. As a result, by strengthening the relationship between patients and doctors, IoT and machine learning assimilation help with the administration of patient healthcare.


        The Internet of Things provides hardware- and software-based sensor networks for patient supervision and monitoring. The latter consists of devices like the Raspberry Pi board, temperature, blood pressure, and pulse rate sensing device. Capturing sensor data, putting it in the cloud storage, and analyzing it to look for wellness discrepancies are all steps in the software process [31]. However, anomalies typically arise when unidentified body parts experience anonymous activities. In order to combine the heart rate sensing device with Raspberry Pi boards and show irregular findings, machine learning methods are used. Because there is such a large amount of data, cloud computing is used to store the data and improve data analysis [32]. The Raspbian Jessi and Raspberry Pi boards are consistent with many easily available cloud computing platforms. In order to identify any oddities in the stored data, these gadgets use machine learning algorithms [33]. As a result, the use of machine learning in IoT facilitates forecasting of oddities brought on by unrecognized actions and movements in many body parts.


        Big data are fed to the generic algorithm as opposed to traditional techniques, which merely generate code, and analysis is carried out using the data that is available [34]. IoT and machine learning systems can quickly train a system by employing simple data to anticipate health abnormalities thanks to big data. The amount of big data trained has a direct correlation with prediction accuracy [35]. Big data therefore increases the prediction power of machine learning methods utilized in healthcare prediction platforms.


        Luckily, machine learning-based patient load prediction models allow hospitals to quickly share patient load data. In order to guarantee proper planning, previous data are collected and is made use in forecasting the patient load in a hospital. The training of a classifier that can identify particular health occurrences, such as accident amongst older patients, is done using IoT devices with embedded machine learning techniques. The clustering algorithms are capable of quickly spotting unusual patient behaviors patterns and alerting medical staff. Similar to this, a patient's daily activities are tracked using IoT microchips that model lifestyle routines. The data is used to look for unusual patterns in aged individuals.

      


      
        

        3. INTERCONNECTION BETWEEN AIOT AND HEALTHCARE CENTRE


        By enabling physical items and machinery to view, listen, and react and transmit the data to conclude the result. The AI and IoT connect physical devices and machinery system receives this information. Then linking previously inanimate objects to the internet through many gadgets. This AIoT technologies transform them into sentient beings [36]. The medical industry uses a number of AIoT-based healthcare services, such as diagnosis, preventative, rehabilitative, and monitoring tools, wearable health devices and telecare graphs, and monitoring devices. Radio frequency identification systems and wireless body area networks are significant but not essential elements of IoT technology.


        While remote health tracking is technically possible, according to studies in related domains, the requirement is in a range of situations is much larger. By using trackers, non-critical patients can be treated at home rather than admitting in the hospital. This could ease remote health monitoring the burden on hospital resources like beds, devices, staffs, and doctors [37]. By improving healthcare affordable in rural locations, it might be used to help older people stay at home for longer. It gives people more control over their health and the capacity to enhance access to professional treatments while also relieving burden on healthcare facilities.


        The triboelectric sensor study uses several DBN to dynamically identify keystrokes and derive features from raw electrical impulses a triboelectric keyboard. This obtained results for gait detection using a triboelectric sensor described in this study are preliminary, still, without further AI research. Based on gait pattern measurements, several methods for automatically classifying gait patterns have been presented. In situations when the feature's location inside the segment is irrelevant, a one-dimensional (1D) CNN-based methodology for extracting meaningful characteristics from shorter parts of the entire data-set has been shown to be more effective. The evaluation of sequences in each time the sensor data that have been separated into stable and noisy states thus benefits from using this method [38,39].


        Sections/Areas utilizes AIOT are as follows:


        1. Health Insurance Companies: Many insurance companies are investigating different options for rewarding customers who use and contribute to the health-related data gathered by AIoT enabled devices. For clients who deploy AIoT enabled devices, several potential strategies for enhancing treatment compliance and obtaining higher compliance levels are obtained. They could offer facilities for quantifiable activities under their supervision. Additionally, it would help insurance companies lessen liability claims. This kind, like IoT data collection tools, may professionally manage insurance company claims. It is likely that they might be able to examine insurance company reimbursement claims.


        2. Physicians: For more reliable documentation of the patient's health, both health-measuring and health-monitoring instruments are used rather than just one or the other. If a patient is getting therapy, commercially available recordable clinical treatments can show if they are accomplishing their treatment objectives. The IoT can create innovative patterns of patient interactions due to rising involvement of healthcare staff in the delivery of healthcare. The information from the devices helps medical professionals make suggestions for their patients and produces predictable outcomes.


        3. Hospitals: IoT implementation in healthcare facilities will help many individuals. There will also be several areas that require more principles of effective, like fitness and medical conditions that can be managed more successfully with IoT device. As they can be watched and assessed live by sensing devices like units, equipment, or instruments like a wheelchair for elders, nebulizer medication, or blood sensor are great for detecting only once. Regardless of how far away they are, the doctor, patient, sensor devices, and access to traditional tools and technologies like X-ray that can all entirely obtain quick, accurate results. Patients must be educated/made aware of the significant risk of spreading infection.


        4. Patients: The IoT has changed older people's life by allowing them to continuously manage their health conditions (24/7 service). An alert is sent to the patient's family and approved medical personnel when they are discharged from the hospital or go home, enabling them to be recognized and admitted to the hospital if they need further care. Patients can track their health and well-being with wearable bands and wireless connected equipment’s using mobile phone software or other devices. Devices usually programmed to do a range of things, such as track physical activity, check blood pressure periodically, including calculating calories.

      


      
        

        4. ISSUES IN IOT HEALTH CARE


        Adopting Iot aspect to healthcare initiatives can lead to significant improvements in this field. The distinction amongst the present form and the environment of the long term must also be considered. The dual crucial factors in this scenario are to strategize the transformation and segregate all energy into assisting the technique in reaching its maximum potential. Primarily, the main thing that comes to mind is the requirement for interoperability services. Even though, technically possible to join all agents devices and computer systems into one sizable network, doing so calls for required requirements and protocols. Making compromises on better expectations and configurations that can be incorporated with much more performance and will enable the system to optimize in the future is in everyone's best interest and beneficial. For such a vast amount of data to be managed, new standards are necessary. To manage the massive amounts of data acquired, networking technology and data format standardization are needed. The main concern is that these of the Internet of Things are kept separate from one another, it will lead in making difficult for them to incorporate into a single “IoT.”


        The effort in large transition to an interconnect network in which data from the past are blended into the current system. This may be the biggest obstacle to accumulating comprehensive and seamless data. Data management is incredibly challenging in the healthcare industry for many reasons. Additionally, patient information is convoluted. It supports a wide variety of involves a systematic and regularly divides files based on their location. The collection of this information into useful repositories, the creation of standardized databases, and the availability of this data to decentralized gadgets so they can highlight and change settings it in real-time/near-real time are some of the main objectives for future medical systems.


        The primary objective is to make efficient health care that is more impactful, effective, and can be used by a large population. This turn's goals are a function of that objective. Although the framework for such a scenario is already in place, the great challenge is figuring out how to move forward with the ultimate objective of providing basic healthcare facilities that take full advantage of technical innovations. The ideology of change management immediately comes to mind when trying to discuss it. Several organizational transition models exist, ranging from minimal risk/high reward (up) to elevated risk/low reward (down). This factors also applicable in terms of health care and IoTs (Internet of Things). The adoption of this system that uses network devices and information to make the transfer of healthcare Centre data to all providers [40] serves as an illustration of how this notion applies to enterprises.

      


      
        

        5. AIOT WEARABLE DEVICES


        Initiatives in healthcare are using the IoT. The burden of the blood scarcity could be lessened by the influence that scarce healthcare resources have on the employment of laboratory technicians and by the reduction in healthcare professionals brought on by the deployment of IoT-enabled health devices. Using transdermal medicine to pacer systems, electronic optimizers/measurements, and


        drug monitoring, doctors can treat infections, monitor patient for their well-being, and assist therapies.


        However, expansion comes with many benefits and risks. These very legitimate worries about healthcare protection have been raised by many people. Data thieves have access to the information that AIoT embedded devices collect and save. The utilization Healthcare devices and networks would need to be improved for general adoption. The use of AIoT concept in healthcare is significantly hampered by cybersecurity.


        1. Blood Coagulation Tester: Roche has introduced a coagulation tool with Bluetooth functionality. The AIoT system can be used by patients to monitor the rate of blood clotting. The first AIoT platform is created specifically for patients taking anticoagulants is from Roche. Since they stay within their prescribed treatment range, patients who self-test are less likely to hemorrhage or suffer a stroke. Because test results could be sent electronically to the patient's doctor, fewer patient visits were necessary. The Roche device also encourages patients to test again, lets them make notes on their test results, and highlights test results usually fall outside of a certain range.


        2. Associated Inhalers: Asthma sufferers can use inhalers that increases their reservoir, giving them better control over their ailments and course of treatment thanks to asthma software. A sensor developed by Propeller will enable remote operation of an inhaler/spirometer. Patients with COPD and asthma who wear a sensor are informed of their thoughts and information that could be useful in making decisions about their health. The usage of medications and the presence of allergens is detected by sensors and software, which also forecasts and notifies clients of these changes. The sensor also generates a report that the patient's physician can consult.


        3. Glucose Monitor: The management of glucose has always been a challenge for the more than 35 million diabetic Americans. Manually tracking and recording glucose levels takes time, and it only records a patient's glucose/sugar levels throughout the test. Continuous monitoring is insufficient to identify a problem if levels suddenly change. These worries might be allayed by IoT systems that enable continuous, automated glucose monitoring of patients. This system first alert patients when their blood glucose levels are abnormal, which eliminates the need for record-keeping by hand. One of the issues is to create an AIoT system for glucose monitoring:(1) It is tiny enough to be used covertly to track progress without bothering patients, (2) It does not utilize more energy that it needs to be recharged frequently.


        4. Blood Laboratories with Bluetooth: Five electrodes each have an enzyme coating and can detect chemicals like glucose and lactate that make up the implant. As soon as the object is located, it is scanned, and Bluetooth is turned on in the user's PC. The elderly and chronically ill would benefit most from this wonderful discovery because it would decrease their dependency on doctors. Once implanted, an implantable device eliminates the need for additional blood tests, which reduces the need for laboratory staff. An automated lab that eliminates the need for in-person patient interaction would cut down on the time needed to collect all necessary laboratory tests, which would benefit the already overcrowded healthcare system in a variety of ways.


        5. Cancer Treatment Connector: All patients received care while sporting a Bluetooth gadget, like in this pilot research. Through Bluetooth, their pain, heart rate, and weight were recorded, and a programmed for tracking their blood pressure and pulse was running all the time. Every day, a patient's weight was also recorded to give their doctor crucial data. The medication may be changed every day. By assisting patients with any emerging adverse effects, labelling, and allaying their concerns, and enabling the recognition of effects generated by the deployment of advanced healthcare practices and smart health practises, technology has contributed to the simplification of patients' treatments. The problems and annoyance of patients may be reduced via smart technology therapies.


        6. Robotic Surgery: Surgeons can carry out sophisticated procedures that is done with our the man’s hands by putting tiny Internet-connected robots into the human body. Simultaneously, the number of surgical incisions would be drastically reduced thanks to robotic treatments carried out by tiny AIoT devices. This will lessen the discomfort of the procedure and speed up the patients' recovery.


        7. Contact Lenses: The extracapsular cataract excision and lens stiffening procedures are made to address the acquired long term cataract ophthalmic issue in the eye. The long-lens rejection, which results in long-fickleness, is the subject of a study endeavour. It will look at lens healing, refracts light, and tightening to make sure recovery. Sensi med signals were created by Swiss researchers, and they use nonsurgical equipment to find variations in focusing on high that may indicate glaucoma.


        8. Depression-Monitoring Smartwatch: Patients can regularly track their feelings and condition for MDD using a tracking system. To put on a smartwatch is this. In this situation, wearable technology with devices that gauge the severity of depression will be acceptable and have a higher influence than step counting. A


        depression application could provide clients and their near ones with more information regarding their issues, like other IoT applications.

      


      
        

        6. APPLICATIONS OF IOT IN MEDICAL HEALTH SERVICES


        Choosing the appropriate issue to be addressed by machine learning is the initial stage in creating a machine learning commodity. The medical industry is a sector with rich data. A model can be developed to advance learning, but it also needs to possess the ability to affect healthcare. With the assistance of academics, there is now a benchmark for IoT systems. In fact, in the study [35] the researchers provide a plan for project planning. The IoT will aid in the creation of a particular place in a few possibilities, like: IoT data-centric, virtualized, and with an internet backbone. Considering various uses for smart developmental activities, these points of views provide a blueprint for designing advanced cities.


        Once examining that viewpoint, focus is on information because an enormous amount of information produced by connected devices, which would generate an enormous data. The idea of all data flow facets, such as data analysis, transmitting, handling, as well as demonstrate, is referred to as “data-centric IoT.”


        Data collection is the first stage of the data flow, and it greatly affects subsequent stages like internet connectivity, storage systems, electricity use, and systems analysis. When the architecture is fixed or portable, the method of collecting data can combine random sampling and continuous sample selection. Participatory sensors have erupted as a more contemporary sensor system that was developed and implemented using RFID as well as WSN. Raw data needs to be gathered and processed in order to yield useful intelligence and knowledge. Preprocessing and event detection are typically recommended during this step, the latter being carried out using detecting occurrences in long-term time series records. Algorithms need to be resilient as well as adaptable in handling data from various temporal as well as spatial aspects. Things are made simpler by advanced hardware for computers as well as emerging modern devices, which also improves the usability and accessibility of knowledge display. Among the most cutting-edge technologies available today, multitouch displays let users connect to and navigate data using a touchscreen interface. By far more accurately describing data, 3D displays enhance data visualization.


        The cloud-centric IoT, which completely takes advantage of cloud computing's potential, is built to enable IoT enabled features as well as Intelligent machines while maximizing its advantages. In this system, data is generated by network-connected sensing devices, which are then stored in the cloud with the aid of professionals who create applications that supports frameworks. Additionally, experts in machine learning are hired to transform unstructured data into knowledge and understandable dialect. IaaS, PaaS, and SaaS, along with many other cloud computing services, are widely accessible. As a result, the public wouldn't have access to the information collected by sensing devices, the software that keeps the gadget working, or the algorithms that does interpretation of the data. An IoT architecture set upon the cloud will bring together all aspects of distributed computing and provide resources for both storage and processing that can be tried to scale upward or downward.


        You can choose between a network-centric and object-based IoT architecture or one that is Internet-based. In the Internet-based system, data transfer over the Internet will be given top priority as it is an essential component of the design. Object-oriented designs can be made with the aid of intelligent devices. The WSN, RFID, and crowd sourcing paradigms are some of the general sensing frameworks. RFID tags are used to recognize both items and actions. Whenever the user asks a question the symbols, the symbols reply with their distinct IDs, which will be sent to the user back. Application of RFID in a IoT enabled city is natural gives rise to increased RFID technology usages in the vehicles and access privileges sectors. WSN is a key example of the detecting model and involves 4 crucial tasks: gathering important data from outside sources, analysing the data, decrypting the data, and sending the outcomes.


        Because there are so many different wired and wireless protocols and different kinds of sensors, different distributed collaboration networks, network operation, and service quality are all included in an IoT design. The same as the innumerable AIoT applications that are part of the Padova Smart City Project, each with a unique collection of traits, traffic patterns, latency specifications, network configurations, and power sources. It is a great sample of the varied IoT architecture.


        Real-time patient condition monitoring is now possible thanks to a number of smart healthcare solutions that have emerged with the rapid creation of accessory which can be wore with biosensors and wireless communication technology. However, there are a variety of security issues with these systems. For instance, a password guessing attack on AIoT devices can compromise the privacy of health data. After introducing the security issues with medical AIoT, this chaper looks into the security flaws in creating credential and proposes a method for strengthening credentials that takes clients' sensitive information into account. Their interoperability can be further inhanced using the semantic web concepts. [41-44].

      


      
        

        CONCLUSION AND FUTURE WORK


        Given its high level of responsibility and stringent regulations, the healthcare industry is one of the most complex, making it a crucial and significant area for innovations. The healthcare industry now has a wide range of possibilities thanks to the Internet of Things, which also holds the potential to solve a number of issues. By utilizing the medical IoT, there will be many possibilities for telehealth, remote monitoring, and other uses.


        Thanks to ML models, this might be feasible. Delivering healthcare help to people at residence is one of the goals of e-Health and is notably worth when it is being used with AIoT. AIoT solutions are frequently made to be cost-effective while also motivating patients at home to increase patient involvement. Everyone will have a higher quality of life because of greater health promotion. The chapter's conclusions indicate that IoT in the healthcare profession was always in developing stage. In many subfields, the utilization-constraining usages appears to have significantly impacted the healthcare system. The various research made on this topic also risen in 2018, along with the quantity of medical AIoT studies and research areas, which prompted the inclusion of new research subject in the following decades.


        The medical sector industry is huge with complexity, with links between patients, nurses, lab staffs and insurance providers. Despite being a growing trend in the medical field, AIoT is still in infancy when it comes to use in various medical areas. Although AIoT and healthcare share many similarities, there are some areas where AIoT has not been made use due to interdisciplinary challenges. Researchers involved in in understanding this domain may find this topic intriguing. In the near future, this understanding will be obtained through both qualitative individual discussions and quantitative literature surveys.


        To further comprehend the consequences and influence on various AIoT applications, academicians interested in the topic may want to look into several potential AIoT-H implementations. To improve patients' health, IoT healthcare apps need to be safe and secure. Also consider the risks to patients' security and privacy, and any other problems. The components of the application architecture can be examined in the future to analyze privacy and security issues related to IoT healthcare apps.
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