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Preface

 

 We developed this book as a way to share fundamental, new techniques for understanding and processing spatial data. Each of these techniques, which we call “spatial gems,” falls in the gap between something commonly found in textbooks and something that is the focus of a research paper. While a gem may have already been published as a small part of a paper, extracting it into a gem makes it much more likely to be found and used by others. We were inspired by the series of Graphics Gems books started in 1990 by Andrew Glassner. 

 Where appropriate, a good gem will include numerical examples so programmers can verify their implementations, but it should not be a research result with multiple test cases. Rather, a spatial gem should teach how to do something useful. Spatial gems should be reproducible and usable. Thus, we encouraged chapter authors to provide implementation details and code whenever possible. Different from a research paper, a spatial gem should not focus on describing “Look at what I can do!” but rather should instead say: “Look at what you can do!” 

 While this book is not a traditional research workshop proceedings, we developed an annual workshop to select and refine the chapters. The workshop is part of the Association of Computing Machines (ACM) conference International Conference on Advances in Geographic Information Systems, the world’s premiere research conference on geospatial data processing. For this book, potential chapter authors submitted their chapters to a review committee of senior researchers in the field. Authors of accepted chapters were invited to attend the workshop, where we worked to refine each chapter. Authors traded their chapters among each other and then exchanged ideas for improvements. This volume of the book represents chapters gathered over two years of the workshop. It is the second volume in the series.

 


Introduction

Here are short summaries of each spatial gem. 

(1)Graph Sampling for Map Comparison—Comparing two road maps is a basic operation that arises in a variety of situations. A map comparison method that is commonly used, mainly in the context of comparing reconstructed maps to ground truth maps, is based on graph sampling. The essential idea is to first compute a set of point samples on each map, and then to match pairs of samples—one from each map—in a one-to-one fashion. For deciding whether two samples can be matched, different criteria can be used. The total number of matched pairs gives a measure of how similar the maps are. 

Since the work of Biagioni and Eriksson in 2012, graph sampling methods have become widely used. However, there are different ways to implement each of the steps, which can lead to significant differences in the results. This means that conclusions drawn from different studies that seemingly use the same comparison method cannot necessarily be compared. 

In this chapter, we present a unified approach to graph sampling for map comparison. In particular, we point out the importance of the sampling method (GEO vs. TOPO) and that of the matching definition, discussing the main options used precisely and proposing better alternatives for both key steps in detail. Furthermore, we provide a code base and an interactive visualization tool to set a standard for future evaluations in the field of map construction and map comparison. 

(2)Fast 3D Euclidean Connected Components—We present an efficient algorithm and implementation for computing the connected components within a 3D cube of voxels, also known as the Euclidean union–find problem. There may be over  109 voxels. The components may be 8-connected or 26-connected. Computing connected components has applications ranging from material failure in concrete under increasing stress to electrical conductivity in complex metal objects to elasticity in 3D printed parts. One key to efficiency is representing voxels by 1D runs of adjacent voxels. We also compute each component’s surface area. As a special case, 2D connected components of images may easily be computed. 

(3)Multi scale Aggregation Over Sliding Windows—Aggregates over sliding windows are an important part of many analyses over raster images, including computation of basic statistic quantities, regression analysis, fractal dimensions, and topographic analysis. For those analyses, the most appropriate window size is not always obvious a priori, and the window sizes may be very large. An algorithm is presented for aggregating windows iteratively with a performance that is logarithmic in the window size. The main limitations of the algorithm are that aggregation functions must be additive, in the sense that performing aggregations based on prior aggregates must be possible, and that window sizes are powers of two. When those assumptions can be met, the algorithm can be used in a variety of contexts that would otherwise either require a substantial reduction of resolution or take excessive computation time. 

(4)Gaussian Process for Trajectories—The Gaussian process is a powerful and flexible technique for interpolating spatiotemporal data, especially with its ability to capture complex trends and uncertainty from the input signal. This chapter describes Gaussian processes as an interpolation technique for geospatial trajectories. A Gaussian process models measurements of a trajectory as coming from a multidimensional Gaussian, and it produces for each timestamp a Gaussian distribution as a prediction. We discuss elements that need to be considered when applying Gaussian processes to trajectories and the common choices for those elements, and provide a concrete example for implementing a Gaussian process. 

(5)Mean Chord Length of a Square—This chapter derives the mean chord length of a square. For a circle, a chord is a straight-line segment connecting any two points on the perimeter. The same is true for a square. The chapter shows that for a square of dimensions  l × l, the mean chord length is  ρl, where  ρ ≈ 0.7098, assuming a certain reasonable distribution of chords. The mean chord length is useful for choosing the dimensions of cells in a square grid for discretizing spatial trajectories. 

(6)Object Delineation in Satellite Images—Machine learning is being widely applied to analyze satellite data with problems such as classification and feature detection. Unlike traditional image processing algorithms, geospatial applications need to convert the detected objects from a raster form to a geospatial vector form to further analyze it. This gem delivers a simple and lightweight algorithm for delineating the pixels that are marked by machine learning algorithms to extract geospatial objects from satellite images. The proposed algorithm is exact, and users can further apply simplification and approximation based on application needs. 

(7)Implementing Simulation of Simplicity for Geometric Degeneracies—We describe how to implement Simulation of Simplicity (SoS). SoS removes geometric degeneracies in point-in-polygon queries, polyhedron intersection, map overlay, and other 2D and 3D geometric and spatial algorithms by determining the effect of adding non-Archimedean infinitesimals of different orders to the coordinates. It then modifies the geometric predicates to emulate that, and evaluates them in the usual arithmetic. 

A geometric degeneracy is a coincidence, such as a vertex of one polygon on the edge of another polygon, that would have probability approaching zero if the objects were distributed i.i.d. uniformly. However, in real data, they can occur often. Especially in 3D, there are too many types of degeneracies to reliably enumerate. But, if they are not handled, then predicates evaluate incorrectly, and the output topology may be wrong. 

We describe the theory of SoS and how several algorithms and programs were successfully modified, including volume of the union of many cubes, point location in a 3D mesh, and intersecting 3D meshes. 

(8)Probabilistic Counting in Uncertain Spatial Databases Using Generating Functions—Many applications using spatial data require counting the number of spatial objects within a region. In cases where the locations of objects are uncertain, this count becomes a random variable. This spatial gem gives an efficient solution for computing the probability mass function of this random variable, that is, computing for each integer  n the probability of having exactly  n objects within the region. 

(9)Statistics for All Walks on a Lattice Graph—Trajectory data from a moving entity may be handicapped by the temporal gaps between location measurements. We can make inferences about the locations visited during the gaps by postulating all possible paths between pairs of temporally adjacent measurements. These paths are modeled as walks on a spatially discrete grid, represented as a lattice graph. From the collection of possible walks, we can compute statistics about the possible location visits between the measurements, including the probabilities of visiting discrete grid cells and for how long. The chapter shows how to compute these statistics. 

(10)Online Heatmap Generation with Both High and Low Weights—Heatmap is a common geovisualization method that interpolates and visualizes a set of point observations on a map surface. Most online web mapping libraries implement a one-pass heatmap algorithm using HTML5 canvas or WebGL for efficient heatmap generation. However, such an implementation applies additive operations that accumulate the rendering of point weights on the map surface grid, making it inappropriate for visualizations that require the highlighting of both low and high weights. We introduce hilomap, an online heatmap algorithm that highlights surface areas where points with both low and high trends are located. An HTML5 canvas-based reference implementation on OpenLayers is presented and evaluated. 
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CHAPTER 1

Graph Sampling for Map Comparison

Jordi Aguilar, Kevin Buchin, Maike Buchin, Erfan Hosseini Sereshgi∗, Rodrigo I. Silveira†, Carola Wenk∗


1.1Introduction

Many situations ask us to compare different roadmaps, for example, roadmaps reconstructed with different algorithms from the same data, or simplifications or generalizations of a given map. When comparing two roadmaps, one wants to take into account both the geometry and topology. Graph sampling was first introduced by Biagioni and Eriksson [2012a, 2012b] and Liu et al. [2012] for comparing a reconstructed roadmap with a ground truth map. The basic idea is to first sample both roadmaps with points at a fixed distance, then match points on the two maps within a given distance threshold using a 1-to-1 matching, and finally use the number of matched and unmatched points to compute precision, recall, and F-scores. 

 These graph sampling scores have been used in many papers to evaluate map construction results [Ahmed et al. 2015a, 2015b, Chen et al. 2016, Bastani et al. 2018, He et al. 2018, 2020, Stanojevic et al. 2018, Tang et al. 2019, Buchin et al. 2020, Van Etten 2020]. The method has proven useful as it makes little assumptions about the roadmaps, and thus allows comparison of a variety of immersed graphs, and is efficient to compute. However, the two key steps, sampling and matching, allow wide freedom in their implementation, and the resulting scores vary greatly based on these. Indeed, Table 1.1 shows how two implementations of the graph sampling method, with the same settings, produce different values for precision, recall, and F-score.1 In the literature, the presented F-scores vary widely, as can be seen in Table 1.4. Hence, we revisit the graph sampling method here. 


Table 1.1Graph sampling scores computed by different implementations, with local sampling, 370 seeds,  r = 300m,  dmax = 15m and sampling interval 5m, on Biagioni’s reconstructed map vs. cropped Chicago (OSM)



	 Chicago 
	 Precision 
	 Recall 
	 F 



	 Sat2Graph’s TOPO [He et al. 2020] 
	 0.947 
	 0.353 
	 0.514 



	 Biagioni’s [Biagioni and Eriksson 2012a, 2012b] 
	 0.971 
	 0.523 
	 0.679 







1.1.1Related Work

There are several methods for comparing roadmaps. Many of them have been developed for determining the quality of map construction algorithms that construct maps from trajectory data or satellite imagery. And since roadmaps are immersed graphs, that is, all vertices have associated locations and edges have associated curves in 2D or 3D, methods for comparing shapes and graphs are also available for comparing maps. See Conte et al. [2004], Ahmed et al. [2015a, 2015b], Buchin et al. [2023] for surveys. 

 The path-based [Ahmed et al. 2015c], shortest path-based [Karagiorgou and Pfoser 2012], and traversal [Alt et al. 2003] distances represent each graph with paths, compare them, and thus measure connectivity to some extent. The Hausdorff distance [Alt and Guibas 1999] considers nearest neighbor assignments of points only while the Fréchet distance requires establishing a homeomorphism between the graphs [Fang and Wenk 2021]; however roadmaps are generally not homeomorphic. Less strict requirements on a roadmap between the two graphs are imposed by the weak and strong graph distances [Akitaya et al. 2021] and the contour tree distance [Buchin et al. 2017, 2023], but many variants are NP-complete. The local homology-based distance [Ahmed et al. 2014] compares the topological features in local neighborhoods by comparing locally computed persistence diagrams of the distance filtrations of the graphs. Edit distances, see, for example, Cheong et al. [2009], can also be defined but are usually NP-complete. Methodology for locally evaluating map construction algorithms for hiking data trajectories has been provided in Duran et al. [2020]. Graph sampling [Biagioni and Eriksson 2012a, 2012b, Liu et al. 2012], the method discussed here, is, arguably, the most popular method for comparing two roadmaps. 

 




1.2Graph Sampling Methods

Graph sampling methods for map comparison typically have a simple structure. First, point samples are computed from each map using some sampling method. Second, a matching between the point samples of each map is computed, according to a matching rule. Intuitively, the rule determines when two points should be identified as the same in both maps (as shown in Figure 1.1). Finally, the number of matched points is used to calculate one or more scores, typically precision and recall, which measure the proportion of points matched. 

 Hence the implementation of a graph sampling method involves two key decisions: a sampling method and a matching rule. Since there are multiple options for each, and they can have an important effect on the final scores, this section discusses each of them in detail. In the following, the two graphs to be compared are always denoted  G and  H. 


1.2.1Sampling Method

The sampling method determines which points are sampled from each map. It is important that the sampling is dense enough to include all roads in the map and that the number of samples along a road segment is proportional to its length. A simple way to achieve this is by sampling along each edge of the graph at a fixed distance between consecutive samples (as long as this distance is smaller than the minimum edge length). Some care must be taken at intersections to ensure that the distance between consecutive samples is maintained across them as much as possible. Typically, the sampling is implemented using a graph traversal. This ensures that consecutive samples on paths from the root to the leaves are spaced at the fixed distance. 



[image: Two subfigures display pairs of road maps of a location, depicting one prior to graph sampling and one after graph sampling. In a one-to-one scenario, sample points on graph G are paired with corresponding samples on graph H if they are located within a specified proximity to each other.]

Figure 1.1A highway intersection and its matching. Blue represents G and red is H.


 There are two major approaches to graph sampling: 

(1)In global sampling, the roadmap  G is sampled in its entirety with points at a fixed distance (typically 5m), resulting in a point set  PG sampled from  G such that  |PG| is proportional to  len(G). Here,  len(G) denotes the total length of all edges in  G. The set  PG is a deterministic discretization of  G. For the second graph  H, the point set  PH is computed analogously. 

(2)In local sampling, one proceeds in two phases. First, a set  S ⊆ ℝ2 of seeds is computed. Typically,  S is chosen at random on  G. Second, for each  s ∈ S, the graphs  G ∩ Us and  H ∩ Us are sampled deterministically. Here,  Us is a neighborhood of  s, usually a disk centered at  s with a fixed radius  r. Typically, the sampling is performed using a graph traversal in  G ∩ Us starting at  s ∈ G and a graph traversal in  H ∩ Us starting at a nearest neighbor  sH ∈ H to  s, sampling points at a fixed distance.

 Another important aspect of sampling is the graph traversal. The graph  G can be interpreted as an undirected graph or as a directed graph with edge directions and/or turn restrictions at vertices. (Not all roadmaps, in particular reconstructed ones, come equipped with edge directions or turn restrictions.) In addition, a traversal may traverse only a single connected component, or it may traverse every connected component. Actual roadmaps are of course (strongly) connected, but some reconstructed maps may not be connected. And in particular, local sampling may result in multiple connected components in smaller neighborhoods. 

 


1.2.1.1Global versus Local Sampling

Global sampling is a deterministic sampling method, and for a fixed sampling distance and fixed graph traversal algorithm (in particular one that traverses all connected components), the sets  PG and  PH are uniquely determined. For a fixed matching rule (see Section 1.2.2), precision is  k∕|PG| and recall is  k∕|PH| (or vice versa), where  k is the number of matched samples. The resulting graph comparison method, based on global sampling, has previously been termed GEO [Biagioni and Eriksson 2012a, Liu et al. 2012]. 

 Local sampling, on the other hand, introduces much more variability into the sampling process, and therefore the sample sets and the resulting scores are not well-defined. The choice and the number of the seeds pose the first problem. Table 1.22 shows an example where precision, recall, and F-scores vary widely for different numbers of random seeds. The precision values for the cropped ground truth, for example, vary between 0.702 and 0.938. If seeds are randomly chosen, some areas of the map may be oversampled and some undersampled; it is not clear how many random seeds to choose. One way to alleviate this problem may be to choose seeds in a systematic way such that  G or  H or both are covered in a well-defined way. He et al. [2018], for example, compute seeds by sampling the ground truth map at a fixed distance of  50m. One more caveat is how to tackle seeds in  G that don’t have a close enough sample  sH ∈ H. In this situation, seeds have been omitted from score calculation [Biagioni and Eriksson 2012a] or have been used for computing recall only [He et al. 2018]. Another source of variability in local sampling is the aggregation of the scores, see Section 1.2.3. 

 Local sampling was initially introduced [Biagioni and Eriksson 2012b] with the intent to measure topological differences between two roadmaps; Biagioni and Eriksson [2012a] called this method TOPO. For each seed  s ∈ S, this graph comparison method only traverses one connected component in  G ∩ Us starting from  s and one connected component in  H ∩ Us starting from  sH, and it uses edge directions and turn restrictions in  G and  H (as well as bearings and a greedy matching, see Section 1.2.2). So, the only topological feature this method captures is local connectivity. It is, however, extremely sensitive to the definition of locality, that is, the choice of the radius defining the local neighborhood  Us. See Table 1.3 for an example where precision, recall, and F-scores vary widely for different choices of radii. The precision numbers for the cropped ground truth, for example, vary between 0.702 and 0.881. It is not clear how this radius should be chosen in order to provide a useful comparison of local connectivity information. Intuitively, the local neighborhood would need to be very small to even contain more than one connected component. In the literature, the choice of radii includes  100m [Chen et al. 2016],  300m [Biagioni and Eriksson 2012a, 2012b, Ahmed et al. 2015a, 2015b, He et al. 2018, Buchin et al. 2020, Van Etten 2020],3 and a quite large value of 2,000m [Stanojevic et al. 2018], which is 1/4 of the map diameter (for Chicago). 

Table 1.2Local evaluation with different number of seeds with  r = 300m and  dmax = 15m on Biagioni’s reconstructed map vs. OSM ground truth on Chicago data



	 Biagioni [Biagioni and Eriksson 2012a] 
	Chicago
	Cropped Chicago


	 # seeds 
	 Precision 
	 Recall 
	 F 
	 Precision 
	 Recall 
	 F 



	 10,000  
	 0.859
	 0.183 
	 0.301 
	 0.894 
	 0.543 
	 0.676 



	 2,000 
	 0.821 
	 0.196 
	 0.316 
	 0.917 
	 0.534 
	 0.675 



	 1,000 
	 0.780 
	 0.185 
	 0.299 
	 0.938 
	 0.551 
	 0.694 



	 200 
	 0.661 
	 0.154 
	 0.250 
	 0.702 
	 0.479 
	 0.569 



	 100 
	 0.879 
	 0.171 
	 0.287 
	 0.931 
	 0.618 
	 0.743 




Table 1.3Local evaluation with different radii r (in m),  dmax = 15m, and using 200 seeds on Biagioni vs. Chicago (OSM)



	 Biagioni 
	 Chicago 
	 Cropped Chicago



	 r 
	 Precision 
	 Recall 
	 F 
	 Precision 
	 Recall 
	 F 



	 900 
	 0.884 
	 0.111 
	 0.197 
	 0.881 
	 0.456 
	 0.600



	 600 
	 0.817 
	 0.126 
	 0.218 
	 0.836 
	 0.478 
	 0.608



	 300 
	 0.661 
	 0.154 
	 0.250 
	 0.702 
	 0.479 
	 0.569 



	 150 
	 0.576 
	 0.238 
	 0.337 
	 0.716 
	 0.495 
	 0.585 



	 100 
	 0.556 
	 0.347 
	 0.427 
	 0.757 
	 0.492 
	 0.597 



	 50 
	 0.558 
	 0.554 
	 0.556 
	 0.813 
	 0.462 
	 0.589 




 Due to the variability introduced by local sampling, and the limited (and not well-specified) benefit of comparing local connectivity, global sampling may be more beneficial to use in practice since it is well-specified and reproducible. 



1.2.1.2Graph Sampling Used in the Literature

Graph sampling scores have been widely used to evaluate map construction results [Ahmed et al. 2015a, 2015b, Chen et al. 2016, Bastani et al. 2018, He et al. 2018, 2020, Stanojevic et al. 2018, Tang et al. 2019, Van Etten 2020]. Most use a  5m sampling interval and variants of local sampling. However, often not all parameters (e.g.,  r, number of seeds) or other choices (e.g., traversal, matching rule, score aggregation, map cropping method) are specified, affecting reproducibility, in particular for local sampling. Biagioni and Eriksson [2012a] use both global sampling (GEO [Liu et al. 2012]) and local sampling (TOPO [Biagioni and Eriksson 2012b] with directed road traversal), and they use a cropped ground truth. While the locality radius  r and the number of seeds are not specified, in the code that James Biagioni made available to us the default values were  r = 300m and  100 random seeds, so we assume these parameter choices were made. Stanojevic et al. [2018] also use both global sampling and local sampling (with  r = 2,000m and  200 seeds). Ahmed et al. [2015a, 2015b] use local sampling based on the code provided by James Biagioni (using  r = 300) and do not crop the ground truth. They introduce the use of  a fixed set of seeds for all comparisons in order to increase reproducibility; they use  1,000 seeds. He et al. [2018, 2020] and Van Etten [2020] use local sampling with  r = 300m. Bastani et al. [2018] also use local sampling; they present F-scores averaged over multiple cities, and they introduce a new score based on matching intersections. Chen et al. [2016] use local sampling and take  1% of the GPS points of the input trajectories as seeds and  r = 100m. Tang et al. [2019] use a global approach to compute F-scores and manually cropped ground truth maps. 

Table 1.4Varying F-scores comparing the same reconstructed maps in different papers for  dmax = 15

[image: image]

 Most values were visually transcribed from plots. All used  r = 300m, except Stanojevic et al. [2018] used  r = 2,000m. The number of seeds is  200 for Stanojevic et al. [2018] and ours, it is  100 for Biagioni and Eriksson [2012a], and  1,000 for Ahmed et al. [2015a, 2015b].

 Even though graph sampling has been widely adopted as a method for comparing roadmaps, there is a large variability in the precision, recall, and F-scores in the literature. In Table 1.4 we show F-scores from different papers [Biagioni and Eriksson 2012a, Ahmed et al. 2015a, 2015b, Stanojevic et al. 2018, Tang et al. 2019] including ours, that were computed on the same reconstructed maps4 and OSM ground truth for Chicago. Most values were visually transcribed from plots in the papers, and may therefore contain some noise. The table includes F-scores for local and global sampling methods using (full) and cropped OSM ground truths and  dmax = 15. Our F-scores were computed using greedy matching and local sampling parameters  r = 300m and  200 seeds. While all use OSM ground truth maps, only Ahmed et al. [2015a, 2015b] and Tang et al. [2019] and this article use the OSM maps from mapconstruction.org. The locality radius is  r = 300m for all except for Stanojevic et al. [2018], which is  r = 2,000m. The number of seeds is  200 for Stanojevic et al. [2018] and this paper, it is  100 for Biagioni and Eriksson [2012a], and  1,000 for Ahmed et al. [2015a, 2015b]. It can be seen that the F-scores vary widely in each row. For example, for Biagioni’s reconstructed map the local sampling scores vary between 0.25 and 0.58 for OSM, and between 0.57 and 0.78 for cropped OSM. The values for global sampling on cropped OSM are a bit more consistent—note that two approaches agree on 0.78 for Biagioni’s map and two agree on 0.61 for Ahmed’s map. 




1.2.2Matching Rule

The matching rule defines when a pair of points, one from each map, should be considered the same. Recall that a matching is a 1-to-1 correspondence (i.e., no point can be matched to two points). All matching rules include a distance condition, establishing that only points that are closer than some maximum distance threshold  dmax can be considered to match; this is the simplest possible rule. In principle, the more points that can be matched, the more similar the two maps will be considered. 

Maximum Matching If the matching rule is only based on  dmax, the simplest approach is to match as many pairs of points as possible, as long as they are within distance  dmax. This is equivalent to finding a maximum matching in the bipartite graph whose vertices are the sampled points on each map and whose edges are all pairs of points (from different maps) at distance at most  dmax. 

Greedy Matching While a maximum matching guarantees to match as many points as possible, it involves finding a global solution, which may be costly in large graphs. Also, all pairs within distance  dmax are considered equivalent. Instead, one can find a locally maximal matching that is as large as possible, albeit possibly suboptimal, and gives priority to matching pairs of points that are close to each other. A greedy matching can be computed by choosing one point from one map, and matching it to the nearest point in the other map, if possible. If not, the second nearest point is tried, and so on, until the  kth one (for a parameter  k). 

 Unfortunately, greedy matching is not clearly defined—there are multiple ways to implement it, leading to different methods. In particular, the order in which points are matched can result in very different matchings. 

 Algorithm 1.1 shows a greedy matching algorithm that follows the ideas in Biagioni’s implementation of graph sampling as used in Biagioni and Eriksson [2012a, 2012b]. It consists of two steps: First, assign a nearest neighbor to each point. This produces an assignment that is not 1-to-1. In a second step, a 1-to-1 matching is greedily computed from this initial matching. Note that a point is only matched to one of its  k nearest neighbors (typically,  k = 10). 

 The greedy matching has two interesting properties: (i) it gives priority to matching points that are close to each other, as it tries to match closest pairs first. Moreover, (ii) it is more selective than the maximum matching: if none of the  k nearest neighbors are available to match a point, the point is not matched. Thus, one can expect fewer matched pairs with this method, but possibly better matched pairs.  

Weighted Maximum Matching We propose a new matching rule that combines the strongest points of the maximum and greedy matching. The idea is not only to try to match as many pairs as possible, but also to take the distance of each matched pair into account. We can formalize this as follows. We consider the same graph as in the maximum matching, but now each edge  pq has a weight, defined as  dmax −||p − q||, where  ||p − q|| is the Euclidean distance between  p and  q. The goal is now to compute a matching of maximum total weight, where the total weight of a matching is the sum of the weights of all edges in the matching. 

 The matching obtained may contain fewer edges than a maximum matching, but is expected to contain shorter edges. An important advantage of the weighted maximum matching is that it is unambiguously well-defined. Moreover, if no additional constraints are used, it produces matchings that are crossing-free (see Figure 1.2), which increases the accuracy. A disadvantage is that it requires a globally optimal solution; thus it can be computationally more expensive. Indeed, the best known methods to compute a weighted maximal matching have complexity  O(nm + n2 log ⁡ n) [Gabow 1990], for  n and  m the number of vertices and edges, respectively. In our context, if  dmax is small, one can expect  m to be  o(n), or even constant. 

[image: image]

Bearing Conditions Matching rules can include other aspects in addition to distance. The most important one used in the literature is bearing. The idea is that two points should be matched only when they belong to edges with a similar orientation. The most common way to take it into account is to require that the angle between the two edges is at most  45∘. A canonical example to motivate including bearing is to avoid matching two points that are very close to each other but belong to edges that are perpendicular; in such a case, it is reasonable to argue that the points should not be considered the same since their edges have opposite orientations. 



[image: Six panels illustrate six different configurations for aligning sample points on a hypothetical crossroad formed by two parallel roads intersecting with two additional parallel roads. In the initial panel, denoted as “MM (without bearing),” the sample pairings exhibit numerous intersections and appear disordered. Meanwhile, in the “MM (with bearing)” panel, the number of pairings remains the same, but they exhibit a discernible order. “Greedy (without bearing)” closely resembles “Greedy (with bearing)” in regions with sparse samples. However, matchings between samples from perpendicular roads might occur near the intersections. The last two panels display “WMM (without bearing)” and “WMM (with bearing),” where the resemblance between these two configurations is more apparent, and only a few samples near the intersections are mismatched.] 

Figure 1.2Example illustrating three different matching rules, without and with bearing. Two maps are compared; map 1 with blue edges and map 2 with red edges. A pair of matched samples is shown with a magenta segment between a sample in map 1 (cyan) and a sample in map 2 (pink). Unmatched samples in map 1 are represented in orange; unmatched samples in map 2 are represented in green. Sampling distance has been set to  5m and  dmax = 50m. (a) MM (no bearing). (b) Greedy (no bearing). (c) WMM (no bearing). (d) MM (with bearing). (e) Greedy (with bearing). (f) WMM (with bearing).



1.2.2.1Matching Rules Used in the Literature

All sampling-based methods use some type of matching, but very few papers specify exactly how the matching is computed. In most cases, the description of the matching part only states that two points are matched whenever they are within the distance threshold (see, e.g., Chen et al. [2016]; Stanojevic et al. [2018], and Tang et al. [2019]) without explaining what is done when the nearest neighbor is already taken, which is often the case. 

 The exceptions that we are aware of are RoadRunner [He et al. 2018], which uses a maximum matching, and Biagioni and Eriksson [2012a, 2012b]—together with a few other papers that reused their code [Ahmed et al. 2015a, 2015b, Buchin et al. 2020]—that implement greedy matching rules. The weighted maximum matching is proposed in this work for the first time. As for bearing, it is included in several papers [Biagioni and Eriksson 2012a, 2012b, He et al. 2018, Stanojevic et al. 2018], although the exact bearing threshold used is not always mentioned (RoadRunner [He et al. 2018] uses  30∘). 

Comparison of Matching Rules Figure 1.2 presents a simple situation where each map has only three edges, shown in blue and red, respectively. Both maps are sampled in the same way (globally, using sampling distance  5m). The resulting matchings are shown for the three matching rules (maximum matching [MM], weighted maximum matching [WMM], and Greedy) with two variations: with and without bearing. 

 Already in the first row, we can observe striking differences between the three matching rules. Maximum matching, as expected, matches at least as many points as the other rules, but at the cost of including pairs that visually do not seem to correspond to each other. In contrast, the two rules that give priority to shorter edges (WMM, Greedy) produce correspondences that are much more aligned with intuition. Note that the greedy matching fails to match some points around the intersections of the map edges. This can be explained by the fact that it is limited to matching among the 10-nearest neighbors. Using such a hard constraint can lead to being too selective in situations like the one shown. 

 The first row also shows that only taking distances into account can result in matching points that belong to clearly different edges. That is the case in the figure with matchings between horizontal and vertical edges. The second row, which restricts matching pairs to those with bearing differences of less than 45 ∘, solves this issue. This justifies the inclusion of bearing restrictions in the matching rules. 

 




1.2.3Score Calculation

Precision and recall are the two scores typically used to quantify the results of graph sampling methods. In this context, precision is the number of matched samples divided by the total number of samples on  H (typically the reconstructed map). Recall is the number of matched samples divided by the total number of samples on  G (typically the ground truth map). They are useful for measuring the ratio of correct predictions and the ratio of covered ground truth, respectively. These two scores are often combined using the F-score, defined as the harmonic mean of precision and recall (i.e.,  F = 2 ∗ (precision ∗recall)∕(precision + recall)). 

 As mentioned in Section 1.2.1, in global sampling precision, recall, and F-score are computed from matched samples taken over the entire graphs. In local sampling, however, there are different options for aggregation. The number of matched samples and total samples can be aggregated (summed) over all seeds, and precision, recall, and F-score are computed using those total number of samples. Or precision, recall, and F-score can be computed for each seed individually and then aggregated in some way, for example, by taking the mean. While it is reasonable to use such local aggregation in combination with local sampling, it does add extra variability to the computation, which should be clearly specified when presenting results. Moreover, unless exactly the same aggregation is used, results will not be comparable across different works. 

Cropping the Ground Truth Map In the context of map reconstruction, the recall values can easily become distorted if the ground truth map used is not appropriate for the reconstructed map. Often, the ground truth map used is significantly larger than the reconstructed map, including roads that are not covered in the GPS dataset. This causes a dilution in the recall value, which also affects F-scores. One way to overcome this situation is to crop the ground truth such that it only contains the roads traversed by GPS trajectories. This can be done manually (see, e.g., Tang et al. [2019]) or using map-matching algorithms (e.g., as in Biagioni and Eriksson [2012a]). As can be seen in Tables 1.2 and 1.3, the difference in recall between cropping the ground truth or not is significant. However, the use of a cropped ground truth adds an extra level of variability to the experiments since there are various methods and settings to choose from, making the experiments unlikely to be reproducible if the method used is not specified in full detail (something that seldom occurs in the literature). It is also possible to overcome this problem by obtaining the number of matched samples. When working without a reliable ground truth, using the number of matched samples instead of the recall and the F-score avoids having to compare near-zero and unrealistic recalls. 

 



1.2.4Graph Sampling Toolkit

The Graph Sampling Toolkit consists of three components: the core is the graph sampling evaluation program. Additionally, there are tools for cropping maps and an interactive visualization program. The toolkit is available on GitHub: https://github.com/Erfanh1995/GraphSampling Toolkit. 

 




1.3Discussion/Conclusion

Local sampling does not preserve topology, introduces many choices and parameters, and thus the resulting scores are much less reproducible (see Table 1.4) than those computed with global sampling. Global distance on the other hand is uniform and reproducible; hence, it would be a suitable choice for future evaluations. However, as has been done in Ahmed et al. [2014, 2015c], local sampling can be used to visualize local differences by plotting the heatmaps of all computed scores. 

 While graph sampling is an effective approach for map comparison, it is still a discrete method. A feasible continuous method might be the key to achieving more comprehensive results. 
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1.Sat2Graph’s [He et al. 2020] TOPO code is available on GitHub and Biagioni’s code [Biagioni and Eriksson 2012a, 2012b] was made available to us by James Biagioni.

2.Using an adaptation of James Biagioni’s graph sampling code to implement local sampling in undirected graph traversal, we achieve the results in Tables 1.2–1.4.

3.This assumes Biagioni and Eriksson [2012a, 2012b] used  r = 300m as in the code provided by James Biagioni.

4.The trajectory data and reconstruction code are publicly available, for example, at mapconstruction.org. However, reconstructed maps may still differ if parameters were set differently.
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CHAPTER 2

Fast 3D Euclidean Connected Components

W. Randolph Franklin, Salles Viana Gomes de Magalhães, Eric N. Landis,


2.1Introduction

The general connected component problem takes a graph G=(V,E) as input. V is a set of vertices, and E is a set of undirected edges. Each edge connects a pair of vertices, thereby making them adjacent. A connected component contains vertices joined by the transitive completion of the adjacency relation. 

 The 3D Euclidean case is a useful specialization that has been studied less. Here, the universe is a 3D grid of binary voxels. A 0 value for a voxel represents a solid voxel, that is, a vertex. An edge is implicit whenever two adjacent voxels are both solid. The adjacency relation may be either 6-adjacency or 26-adjacency. With 6-adjacency, two voxels are adjacent if exactly one of their coordinates differs by one, for example, (10,20,15) and (10,19,15). With 26-adjacency, one or more coordinates differs by one, for example, (10,20,15) and (11,19,16). 

 Since 3D illustrations are difficult, Figure 2.1 shows 2D connectivity. The original image was a scanned 2D map from the USGS. The greyscale image was thresholded to produce a B&W image of size  18,573 × 19,110 bits or pixels. Then the black pixels were grouped into components using 8-connectivity. Each component was then randomly colored. The figure is a  2,000 × 2,000 detail of the full image, for which 32,858 components were computed. 

 Note the complexity of some of the components such as the dark green one in the lower right that contains several letters and sections of roads. Its zigzag shape is assembled gradually as smaller subcomponents are combined. This 2D example was computed by treating it as a  18,573 × 19,110 × 1 3D problem. The components in a full 3D example can be much more complicated. Imagine a ball of yarn composed of several long strings of yarn all tangled together, with each string as one component. 



[image: Scanned image where each connected component has been colored with a different color.] 

Figure 2.12D connected components.


 Secondarily to computing the components’ voxels, we compute each component’s surface area. Also, we wish to process datasets with well over  109 vertices and edges. This paper presents various improvements to implement this efficiently. 

 This algorithm builds on the classic union–find or merge–find algorithm, which computes the connected components for a general undirected graph. Initially, each vertex is its own component. Then, each edge is processed in turn. A find operation finds which components contain the edge’s endpoints. If those two components are different, then a union operation combines them into one component. The time is very slightly over linear [Tarjan 1975]. Specifically, the time to execute  n union and  m find operations on  n elements is  O(n + mα(m,n)), where  α(m,n) is the functional inverse of Ackermann’s function. 

 It uses the disjoint-set data structure, Galler and Fisher [1964] to arrange the vertices in a forest of trees, with each vertex having a pointer to another vertex. Each tree is one connected component. The union–find algorithm reads the data and rewrites vertex pointers several times. Various implementations exist in addition to Landis et al. [2007], Nagy et al. [2003], and Nagy et al. [2001], but they often build upon general union and find algorithms. Since they do not exploit the geometric coherency in the Euclidean case, they can be very slow, and take much more space, compared to what is described in this note. 

 Applications include material failure in concrete under increasing stress, geological porosity and percolation, electrical conductivity in metal objects, elasticity in 3D printed objects, solving mazes, image processing, equivalence of finite state automata [Sedgewick and Wayne 2011], and compiling sets of equivalence statements in Fortran. 

 Parallel connected component algorithms, although not necessary for the Euclidean case, include Zhang et al. [2020a, 2020b]. 



2.2A Better Data Structure for the Euclidean Case

The key to our efficiency in time and space is the careful choice of data structure that is specialized for the Euclidean nature of the data. The efficiency is enhanced by several small optimizations. The details follow. 

(1)The universe is a 3D voxel grid or array of  g × g × g bits, indexed with  x,  y, and  z coordinates. 

(2)Let  n be the number of solid voxels.  n ≤ g3, and typically,  n ∼ g3∕2. Each solid voxel is considered a vertex of a graph. 

(3)Each pair of adjacent voxels defines an edge of the graph. The edges are not stored explicitly since they can be enumerated by scanning the voxel grid for adjacent pairs of solid voxels. 

(4)The major new data structure is a run. A run is a sequence of consecutive solid voxels with constant  x and  y coordinates, and sequentially increasing  z coordinates. The runs in a connected component are formed into a tree; and each run contains the index  r of its father. Runs are indexed from 1 up. 

The root run is marked by making its parent’s index 0 or negative. A negative number is used to store some useful information about the whole component like its surface area. It is convenient to assemble the runs into trees to facilitate the operations. This assembly is done in such a way that each run’s father has a larger index than the run, and the root run has the highest index of any run in the tree. 

The runs may be considered to be a forest of trees, with each tree representing one connected component. Initially, each run is in a separate tree, of which it is the root and only element. Trees will be merged and grow, as described later. 

Possible alternatives to the run include storing the voxels separately or using 2D slabs. The run format is much more compact than the former, while simpler than the latter. 

(5)Abstractly, a run is the tuple  (x,y,zl,zh,r). However, for large datasets there may be several runs with the same  (x,y), so all such runs are grouped together in a ragged array indexed on  (x,y). Only  (zl,zh,r) is stored explicitly for each separate run. 

Ragged arrays: 

(a)This solves the problem of implementing a read-only array whose elements have widely varying size, with many elements being empty and a few very large. Equivalently, there may be from 0 to many elements for each key. 

(b)It is defined abstractly as follows. 

There are  m keys, assumed for this description to be integers from  0 to  m − 1. The more complex case used in this note, where the key is an ordered pair, follows easily. There are  l (key, value) pairs. The value retrieved with key  i is an integer  li and a list of  li items of some fixed length type, say integer. Note that  l = ∑ ⁡ ili. 

(c)In our case, the explicit data stored for each run is the tuple  (zl,zh,r). 

(d)Our implementation of the ragged array goes as follows. 

All the values for the whole ragged array are stored consecutively in one data array  a, of size  l, ordered by key. There is a dope vector  d of size  m + 1.  li = di+1 − di. The  j-th item with key  i is  adi+j. Random items can be read in constant time, which compares favorably to using a linked list for the items with the same key. If we assume that one integer has size  1 word, and one item has size  s words, then the total space for the ragged array is  m + 1 + ls. This again compares favorably to using a linked list or C++ vector to store the items with the same key. The space used when a key has no values is only one word (in the dope vector). This again compares favorably to C++ vectors. 

Our algorithm inserts elements into the ragged array in order of increasing  (x,y). So, new elements are always appended to the end, and the construction is efficient. 

However, if that were not the case, we could construct the ragged array with a read twice, write once, algorithm. Using the dope vector temporarily to store counts, we would read the data once and count how many times each key is used. Then, we would partially sum those counts to create the actual dope vector, read the data again, and populate the data array. However, our algorithm is designed so that this is unnecessary. 

(6)Finally, we can compute the total surface area of each component because we already compute the adjacencies of each new run to compute or update the adjacent run pointers. The component’s surface area is the sum of the surface area of each run minus double the area of overlap between every pair of adjacent runs. That adjacent area is computed as each run is formed and inserted into the ragged array. This ability to compute the areas is a unique advantage of this algorithm.

 



2.3Connected Component Algorithm

This section describes how many small components are gradually united into a few large ones. 

(1)The input data is a sequential file of  g3 bits, ordered with  x varying slowest and  z fastest. Each bit is considered to be a voxel to emphasize its geometric nature. 

(2)The first part of the algorithm builds the ragged array of 1D runs and forms a preliminary forest of trees of connected runs. 

(a)While reading the input data sequentially, each empty voxel or the end of a row delimits a new run  (zl,zh) with known  x and  y. 

(b)We search the ragged array for any runs that overlap in  z and that are adjacent below or to the left, that is, with exactly one of  x′ = x − 1 or  y′ = y − 1. 

The process involves first checking the runs with  (x,y − 1) in the ragged array. Note that we can find the list of those runs in constant time. Searching down the list for runs with overlapping  z takes time linear in the number of runs in the list. A binary search would be faster but is unnecessary. 

We then check the runs with  (x − 1,y) for overlaps in  z. For 26-adjacency, the two runs may also be diagonally adjacent, so the  (x − 1,y − 1) list must be checked. Here, two runs also overlap if their ending  z-s are offset by one. 

Various uninteresting but necessary boundary conditions must be handled. 

(c)If the two runs are adjacent, then they are part of the same component (tree), so we record that fact as follows. 

We trace the pointers of each run to the root of its tree. Remember that the id of the root is that largest id of any run in that tree, and that the root run will point to fictitious run  0. Of the two root runs of the two trees, pick the one with smaller id. Change its run pointer from  0 to the id of the higher numbered root run. Then repeat the trace from the two runs to the root, making all runs that we touch point to the new root. This flattens the tree. 

(d)Finally, we optimize the trees and compute mass components, as follows. After all the runs have been processed, we pass through the run array from the maximum to minimum numbered run. We link each run directly to its component’s root. Simultaneously, we compute the volume of each component. It may be stored in any convenient data structure.

(3)We also thoroughly instrument the code with counters and timers in order to understand its performance in practice. It might be that a beautiful optimization offers no significant improvement, and so ought to be removed. 

 



2.4Implementation

The research program written to demonstrate this technique is 600 lines of C++ code. It is freely available for nonprofit research and education. The data files are very compressible, so we use a file system (zfs) that does that automatically and quickly. 

 If we wish to minimize the I/O time because the computation time is more interesting, we can put the current directory into an in-core filesystem that exists in the main memory (DRAM). In Linux, that location is /dev/shm. It can use up to  1∕2 of the physical main memory. The cost of reading and writing reduces to the cost of converting between the internal binary number format and the external character string, which is insignificant here. 

 Earlier implementations of our algorithm, with application to analysis of tomographic images and cracking, damage, and fracture in concrete under stress, are described in Landis et al. [2007], Nagy et al. [2003], and Nagy et al. [2001]. That earlier code is available for nonprofit research and education at https://wrfranklin.org/ConnectedComponentsImplementation. The current code is being cleaned up and will be posted soon. 

 


2.4.1Implementation Validation

Permuting the grid’s  x,  y, and  z indexes or rotating it around any diagonal or even the grand diagonal completely changes the number, lengths, and connectivity of the runs. However, it does not change the number of components, or their sizes, or the total surface area. We made such changes to some large datasets, and compared the outputs. There was a complete match. This may not be completely definitive but is a good check. 

 




2.5Examples

The testbed was a Lenovo P73 laptop with dual 6-core Intel Xeon E-2276M CPU @ 2.80GHz and 128GB of DRAM. The OS was Ubuntu Linux 21.04. The only important requirement there is that there be enough real memory because paging is too expensive. Because of the efficient data structures, much larger datasets are possible than if each voxel were stored separately. For extremely large datasets, we see how the algorithm could be designed to page nicely. 

 We measured CPU time, which was within a few percent of wall clock elapsed time. When the program was rerun, the time changed by less than 5%. 

 


2.5.1Random Voxels, 26-Connectivity

The first test dataset is a  1,000 × 1,000 × 1,000 universe of random uncorrelated voxels, with the probability of any particular voxel being solid as 0.5. We used 26-connectivity. Some output statistics are in Table 2.1. 

 With 26-connectivity when half of the voxels are solid, the components are geometrically very complicated, zigzagging up and down. This algorithm handles that well. Ninety percent of the time was spent reading the data and building the forest of trees. That is why it would be difficult to design a parallel version of this algorithm. In contrast, all the subsequent steps were very fast. 

Table 2.1Statistics for random dataset with 26-connectivity



	 Property 
	 Value 



	 Universe size 
	  1,000 × 1,000 × 1,000 



	 Number of voxels 
	 1,000,000,000 



	 Fraction of solid voxels 
	 0.5 



	 Number of runs 
	 250,243,747 



	 Number of components 
	 35 



	 Average number of runs per component 
	  7.2 ⋅ 106 



	 Time 
	 47s 






2.5.2Random Voxels, 6-Connectivity

The next test used the same dataset but processed it with 6-connectivity. That caused the components to be much smaller, simpler, and more numerous. That made the execution faster. Some output statistics are in Table 2.2. 



2.5.3Concrete under Compression

The motivating application for this work was Landis’s study of how concrete fails under compression [Nagy et al. 2001, 2003, Landis et al. 2007]. Figure 2.2 shows three cross-sections in different directions from a smaller example of a concrete cylinder, perhaps a few centimeters long, being compressed to partial failure and scanned in the Brookhaven National synchrotron. 

 The problem is that 2D sections do not capture the 3D nature of the fractures. Therefore, it was proposed that computing the connected components in 3D might be useful. Some output statistics are presented in Table 2.3. 

Table 2.2Statistics for random dataset with 6-connectivity



	 Property 
	 Value 



	 Universe size 
	  1,000 × 1,000 × 1,000 



	 Number of voxels 
	 1,000,000,000 



	 Fraction of solid voxels 
	 0.5 



	 Number of runs 
	 250,243,747 



	 Number of components 
	 8,963,541 



	 Average number of runs per component 
	 28 



	 Time 
	 33s 






[image: Figure showing 2D cross-sections of a scanned concrete cylinder. These scans show fractures in the concrete being seen by different angles.] 

Figure 2.22D cross-sections of 3D data from scanned concrete cylinder.


Table 2.3Statistics for concrete dataset



	 Property 
	 Value 



	 Universe size 
	  1,024 × 1,088 × 1,088 



	 Number of voxels 
	 1,212,153,856 



	 Fraction of solid voxels 
	 0.5 


	 Number of runs 
	 20,216,828



	 Average run size 
	 30 



	 Number of components 
	 4,539,562 



	 Average number of runs per component 
	 4.5 



	 Maximum number of runs per component 
	 2,993 



	 Time 
	 11.4s 






2.5.4Random Dataset Properties

The program is efficient enough to perform repeated experiments to determine the properties of random datasets. So, we asked this question: How many components are generated for various universe sizes and fill factors or fractions (probability that a voxel is empty)? We did 10 runs each for many combos of universe sizes and fill fractions for 6-connectivity. Then, we did one run each for some combos of sizes and fill factors for 26-connectivity. Figures 2.3 and 2.4 show the results. The error bars for the 6-connectivity are 1 sigma to each side of the mean. The 26-connectivity cases are the curves scrunched to the left. 

 We observe that the fill fraction giving the maximum number of components is independent of the universe size. For 6-connectivity, p=0.2 (approx.) gives the most components. For 26-connectivity, p=0.05 does. This independence is reasonable since connectivity is a local property. 

 We then reanalyzed the above data to show how component size (volume) depended on universe size and fill factor. The lower group of lines is 6-connectivity, while the upper group, which does not extend all the way to the right, is 26-connectivity. The 26-connectivity lines are more irregular since we ran fewer cases. 

 For component sizes much smaller than the universe size, the universe size was irrelevant, which is reasonable. The limiting case for a fill factor approaching 1 is one component whose size is the universe’s volume. 

 It’s not clear what the functional relationship is. In one dimension, component sizes (lengths) would be exponentially randomly distributed, with mean length= 1 1−p. However, here in 3D, neither the component volumes nor their lengths appear to follow this. This suggests an area for theoretical work. 



[image: Plot with the x axis showing the fraction of voxels which are empty and the y axis showing the mean number of connected components (for various universe sizes and connectivities).] 

Figure 2.3Number of components vs. fill fraction.





2.6Comparison to Matlab

Matlab (R2021b) has two functions for computing 3D connected components. bwconncomp computes the components; its functionality is closest to ours. bwlabeln labels each voxel with its component id. Collecting the info for each component, if needed, would take extra time and programming. We tested two datasets of random voxels:  1,0243 and  2,0003. Matlab generally cannot process the large dataset. For the test cases it can run, it’s slower and uses more memory. We used 5GB for the little case and about 37GB for the big case. Matlab bwconncomp used 93GB and then crashed, probably because it needed more. Different data would perform differently but there’s no reason to think Matlab would be better. Random data is probably harder because it has so many components. Table 2.4 has the numbers. 



[image: Plot with the x axis showing the fraction of voxels which are empty and the y axis showing the mean component volume (for various universe sizes and connectivities).] 

Figure 2.4Component size vs. fill fraction.


Table 2.4Comparison to Matlab



	 N 
	 Conn 
	 Program 
	 CPU Time 



	 1,024 
	 6 
	 Matlab bwconncomp 
	 117 



	 1,024 
	 6 
	 Matlab bwlabeln 
	 41 



	 1,024 
	 6 
	 Ours 
	 37 



	 1,024 
	 26 
	 Matlab bwconncomp 
	 103 



	 1,024 
	 26 
	 Matlab bwlabeln 
	 78 



	 1,024 
	 26 
	 Ours 
	 59 



	 2,000 
	 6 
	 Matlab bwconncomp 
	 crashed 



	 2,000 
	 6 
	 Matlab bwlabeln 
	 661 



	 2,000 
	 6 
	 Ours 
	 282 



	 2,000 
	 26 
	 Matlab bwconncomp 
	 crashed 



	 2,000 
	 26 
	 Matlab bwlabeln 
	 crashed 



	 2,000 
	 26 
	 Ours 
	 446 




  



2.7Summary and Future

This note presented an algorithm that is efficient in space and time, with implementation, for computing the connected components of a 3D grid of over  109 bits or voxels. Although 2D datasets can also be processed as a special case, this algorithm operates in 3D. 

 Future possibilities include parallelizing it, or modifying it to page efficiently in virtual memory. 
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CHAPTER 3

Multiscale Aggregation Over Sliding Windows

Anne M. Denton


3.1Introduction

In geographic information systems (GIS), sliding or moving windows are used extensively for smoothing as a way of denoising and toward gathering focal statistics estimates [Stewart Fotheringham et al. 1997, Wu et al. 2006, Krivoruchko 2011]. Arguably, the need for sliding window based smoothing has increased substantially with the prevalence of high-resolution remotely sensed data that are collected by small satellites, drones, or airplanes. While such high-resolution sources offer resolutions that cannot be achieved with conventional satellites like Landsat, the individual pixel values are commonly noisy. Current GIS offer great flexibility in the selection of the shape of sliding windows with the goal of providing an appropriate and adaptable aggregate at the center of the window [ArcMap n.d.]. However, this level of generality means that the user has to select one size, and the appropriate size for aggregation may not be known beforehand. Increasing the window size can reduce noise, but eventually it may wash out features, and the most expressive size may only become clear after doing the analysis. 

 With windows that are powers of two, aggregates from one iteration can be aggregated to create windows of twice the size. Note that while the presented approach is limited to windows that are a power of two, high-resolution images typically require processing over such large windows that even the limitation to powers of two creates ample processing choices. Conventional choices of window sizes for smoothing are odd numbers such as 3, 5, or 7 to ensure that there is one raster point at the center of the window that can be aligned with the derived features. The presented approach does not have that property, but, for high-resolution data, an offset by half a pixel is often not serious and can also be resolved by the GIS reraster operation if needed. 

 The proposed technique is useful in a large number of applications besides denoising. It is applicable for any application for which the aggregation measure is additive, that is, the result of the aggregation can be computed by aggregating prior aggregates [Glick 1978]. Clearly, there are many types of processing, such as computing a median, for which this is not the case. However, even seemingly complicated quantities, such as fractal dimensions, often require nothing but sum and max functions, both of which are additive and allow use of the presented techniques [Denton and Goetze 2017]. The same is true for general linear regression, including polynomial regression, which exclusively relies on additive aggregates regardless of the basis function and can be computed as discussed here [Denton et al. 2016]. Some other processing objectives, such as slope and curvature computations, can be developed based on the same aggregation strategy [Denton et al. 2018, Gomes et al. 2019]. Other applications, such as sliding-window generalizations of wavelet transforms, are possible. 

 Figure 3.1 shows the concept. In the first aggregation step, a sliding window aggregation is done over windows of size  2 × 2. When aggregates over  4 × 4 windows are computed in the second step, all the relevant  2 × 2 aggregates are already available without a need to go back to the original data. As a result, the aggregation of  4 × 4 windows only takes twice as long as the aggregation of  2 × 2 windows or, more generally, the aggregation of  w × w for  w = 2d with  d ∈ ℕ takes  d = log ⁡ 2(w) as long as the aggregation over  2 × 2 windows. The efficiency of the algorithm comes from the massive reuse of aggregates. In Figure 3.1, that reuse can be seen for the third window. Two of the  2×2 aggregates that are needed for this window are the same as were used for the first window. Any aggregate that is more than the window size away from the perimeter of the image will be used toward four higher-level aggregates at the next level. Since the algorithm leads to a doubling of window size in each iteration, the complexity per raster point is  O  (log2(w)). In a brute force implementation, each window would have to be scanned, corresponding to a per-raster-point complexity of  O(w2). 



[image: Three panels show the first three sliding windows of an image. The construction of 4 × 4 windows from their four constituent 2 × 2 windows is graphically illustrated. It can be seen that the third window reuses results from the first window.] 

Figure 3.1Schematic depiction of the aggregation process. The top row shows the first aggregation to  2 × 2 windows; the bottom row shows the second aggregation from  2 × 2 to  4 × 4 windows. From left to write the first three windows are highlighted.


 In Figure 3.1, it appears as if the window aggregate is treated as representing the raster point located in its top left corner, although logically the aggregate represents the center of the sliding window. Note that any further analysis is correctly attributed to the central location by means of a shift in the Geo-TIFF meta-data by  (w − 1)∕2 in each dimension. Note also that, as with any sliding window approach, the output raster of an image of width  N and height  M only has  (N − w + 1)×(M − w + 1) aggregates that are derived from full windows of size  w. Windows that are centered on points that are closer than  (w − 1)∕2 to the border would extend beyond the extent of the raster. If there is a wish to let the output raster have the same dimensions as the original image, the frame can be padded with values from prior iterations. 



3.2Concepts

The approach is possible because additive aggregate functions can be rewritten as aggregates of the previous iteration. For summation, the aggregation of  yij over a window of size  w ranging from  i = i0 and  j = j0 up to and including  i = i0 + w − 1 and  j = j0 + w − 1, respectively, can be rewritten as follows: 



 yi0j0(w) = ∑
i=i0i0+w−1 ∑
j=j0j0+w−1y
ij  (3.1)
  = ∑
i=i0i0+w∕2−1 ∑
j=j0j0+w∕2−1y
ij + ∑
i=i0+w∕2i0+w−1 ∑
j=j0j0+w∕2−1y
ij  
  + ∑
i=i0i0+w∕2−1 ∑
j=j0+w∕2j0+w−1y
ij + ∑
i=i0+w∕2i0+w−1 ∑
j=j0+w∕2j0+w−1y
ij 
  = yi0j0(w∕2) + y
(i0+w∕2)j0(w∕2) + y
i0(j0+w∕2)(w∕2) + y
(i0+w∕2)(j0+w∕2)(w∕2)  



Note that in 3.1 the top left corner,  (i0,j0), is used as designation for windows of all sizes, but for any further processing the window is considered to represent the center  (i0 + (w − 1)∕2,j0 + (w − 1)∕2). A fully recursive specification of the aggregation can be written as follows: 



	  yij(w) =  {   yij(w∕2) + y(i+w∕2)j(w∕2)     + yi(j+w∕2)(w∕2) + y(i+w∕2)(j+w∕2)(w∕2) forw ≥ 2    yij  for  w = 1    
	(3.2)




  

In the example of denoising, the summation of the raster values is the only aggregation needed since the window size is known. For polynomial regression among raster bands, some aggregates of squares and higher powers of raster values are needed, and so are some aggregates of products between different bands. This is possible since the raster value  yij does not have to be an original value drawn from any raster map. It could instead be the original value taken to any power, the product between different bands, or any other function of one or more raster values. While this creates a need for multiple aggregations, there is no fundamental difference in the process other than initial element-wise multiplications over the arrays that hold the data. 

 The computation of fractal dimensions using box counting relies on using the maximum function as well as summations to produce the multiple scales that are an inherent part of the computation of the measures. Conducting the aggregation for the maximum function is as straightforward as the summation since the maximum and minimum functions also have the property that aggregates can be computed from prior aggregates. Even an explicit representation of the geographic coordinates within the plane can be done, although it requires some additional mathematical derivations. For topographic attributes, these computations are needed and can be done with the same computational complexity as the aggregation described here. 

 Although the recursive representation is concise, efficient implementations are iterative. When using Python with NumPy, it is moreover advantageous to use an array-based implementation in which four one-dimensional arrays are aggregated in a single step rather than iterating over array elements one at a time and aggregating four individual raster points. Algorithm 3.1 shows the pseudocode. The procedure Main initializes the raster from input and sets the current number of aggregations  d to zero. For regression or other advanced processing goals, the imported raster values may have to be processed. The Aggregate procedure is called from the Main procedure as many times as the window size is intended to be doubled (d).  

 One iteration, as shown in the function Aggregate, consists of flattening the array, which is assumed to hold the raster points using a row-wise storage organization, and then aggregating that array and three copies that have been shifted by  delta = w∕2, by  N ∗ delta, and by  delta + N ∗ delta, respectively, corresponding to a left shift by delta, an upward shift by the same distance, and a left and upward shift. The three shifts correspond to the arrows in Figure 3.1. Once the aggregation is complete, the resulting array is shaped to be  N − w + 1 wide and  M − w + 1 high. 

Algorithm 3.1: Iterative Aggregation 

procedure Aggregate(d, yold)
   w ← 2d
   delta ← w/2
   N ← WIDTH(yold)
   yflat = FLATTEN(y)
   yagg ← yflat + SHIFT(yflat, delta) + SHIFT(yflat, N ∗ delta) + SHIFT(zflat, (N + 1) ∗ delta)
   znew ← SHAPE((N − w + 1, M − w + 1), zagg)
return d, znew
end procedure
procedure Main(file_name,max_d)
   z0 ← import_raster()
   d ← 0
   while d <= max_d do
        zd+1 ← Aggregate(d, zd)
        d = d + 1

   end while
return z0 ... zd
end procedure




3.3Evaluation

Figure 3.2 shows the comparison of a Python with NumPy implementation of the described algorithm with a default brute force algorithm that neither uses the iterative doubling of window size nor the array-based implementation. Since both implementations return the same result, no quality comparison is included for this simple experiment. 

 In practice, most application domains of the algorithm use somewhat different algorithms: For statistics analyses, windows are used that approximate circular neighborhoods, which improve the statistical quality of the result somewhat but do not allow for the fast multiscalar analysis. Fractal and similar computations are normally either done over nonoverlapping squares or the result of using segmentation as preprocessing, which gives high-quality results but at a much lower resolution than the sliding window approach. Finally, topographic measures are typically done over windows of size  3 × 3. For high-resolution elevation models, such an approach requires smoothing as preprocessing step with a resulting loss of information. 



[image: Two lines depict the computation times of the brute force and iterative algorithms on a logarithmic scale as the window size increases from 2 to 32. While the line corresponding to the brute force algorithm increases linearly from less than 1s to more than 100s, the one for the iterative algorithm shows a logarithmic increase that remains less than 0.01s for the entire range of window sizes.] 

Figure 3.2Runtime comparison between the described iterative algorithm (blue) and a default brute force implementation that aggregates the points in the largest window (cyan). In addition to being faster, the iterative algorithm outputs results for all power of two window sizes up to the maximum.


 Figure 3.2 shows that the scaling of the iterative algorithm does indeed taper off in a double-logarithmic representation, as is expected for an algorithm with logarithmic performance, while a brute force implementation is quadratic, that is, slope 2 in a double-logarithmic plot. The array-based implementation also results in a substantial improvement in the prefactor when implemented in Python. Faster implementations of the comparison algorithm using conventional techniques are conceivable, for example, through incremental updating [Bhatotia et al. 2012]. Implementing it in a language without Python’s large overhead would reduce the prefactor. However, such an implementation would not return the full multiscalar results offered by the iterative algorithm discussed above. 

 Returning results for a spectrum of window sizes make the iterative algorithm much more versatile. Instead of deciding on the desired window scale from the start, the user only has to provide an upper bound for the scales that are to be returned and can choose the best window size based on the output quality. While acceleration strategies for window-based approaches that use incremental updating can improve on the brute-force approach, they do not result in the multiscalar output. For high-resolution data, for which analyses can be done over a much larger spectrum of window sizes, the multiscalar output is particularly important. The logarithmic performance moreover allows exploring a large range of different window sizes. 



3.4Summary

Multiscale aggregation over sliding windows in raster data that is useful in feature generation tasks for high-resolution raster imagery was presented. The approach has logarithmic scaling as a function of the window size and can be applied in many contexts, provided that all aggregation measures are additive, that is, can be computed as aggregates of prior aggregates. It furthermore produces all window sizes that are powers of two as byproduct of the computation. With the increases in resolution in raster data, this algorithm is expected to become increasingly more important. 
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CHAPTER 4

Gaussian Process for Trajectories

Kien Nguyen, John Krumm, Cyrus Shahabi


4.1Introduction

The availability of devices with location tracking capability has helped generate a tremendous amount of trajectory data of humans, animals, vehicles, and drones, which is valuable in various applications [Zheng 2015]. However, trajectories may have missing locations between their measurements and uncertainty in the measurements depending on how they were captured. Interpolating missing locations between measurements, or making predictions about future locations, is often necessary in order to derive high utility from trajectories. This work presents Gaussian Process (GP) as a powerful and flexible technique for trajectory interpolation and prediction. 

 A trajectory  S is defined as a sequence of time-ordered noisy location measurements  S = {x1,x2,…,x|S|}, where each measurement or data point  x (bold symbol) includes  x.lon and  x.lat as the longitude and latitude,  x.t as the timestamp, and  x.σ as the accuracy or uncertainty. Previous work [van Diggelen 2007] showed that it is reasonable to assume Gaussian noise for location measurements such as GPS points. Therefore,  x.σ can be considered as the standard deviation of independent Gaussian noise of longitude and latitude. Figure 4.1 shows an example of a trajectory with its measurements shown as black crosses, uncertainty as the blue area, and some predictions made by a GP, which is explained later. 

 GP has been studied and applied extensively [Williams and Rasmussen 2006]. There have been several works that applied GP for different types of trajectories such as in robotics [Heravi and Khanmohammadi 2011, Cox et al. 2012, Barfoot et al. 2014, Cao et al. 2017, Hewing et al. 2020], video surveillance [Ellis et al. 2009, Kim et al. 2011], batch trajectories processing [Tiger and Heintz 2015], sensor trajectories in active sensing [Ny and Pappas 2009], travel-time prediction [Idé and Kato 2009], and human motion [Wang et al. 2007, Hong et al. 2019]. This work describes how to apply GP for trajectory interpolation and prediction, especially GPS-based trajectories. 



[image: An illustration of a Gaussian process trained from data making predictions. The x axis shows a timestamp from 0 to 30 and the y axis shows latitude from − 100 to 100. Ten observed data points over time are shown in the middle from the timestamp around 10 to 20. The prediction mean is described as a line going through the observed data points and extended both to the past and future timestamps. Prediction uncertainty is described as the gray area extending equally from the mean line to both smaller and larger latitude values. On the line of prediction mean are three predictions for timestamp 26 to 29.] 

Figure 4.1Illustration of a Gaussian process trained from data (black cross) making predictions (red cross).




4.2Gaussian Process

A Gaussian Process (GP) is a generalization of the Gaussian probability distribution. While a probability distribution describes scalar or vector random variables, a stochastic process describes properties of functions, that is, instead of describing the probability of generating a point as a Gaussian distribution, a GP describes the probability of generating a function. If one can loosely consider a function as a very long vector, where each entry in the vector indicates the function value  f(t) at a specific input  t (which is a timestamp in our case), then a GP implies that any subset of entries in that long vector is distributed according to a multidimensional Gaussian. We build a separate GP for latitude and another one for longitude, assuming that their values change independently. This assumption is reasonable when objects can move in free space such as animals, drones, or human movements. In some applications with specific constraints such as road networks, without that network data and working only with location measurements, we can assume that the movement is in free space. After training and making predictions, latitude and longitude predictions are combined together to derive the final location prediction. 

 As an example, one wants to estimate locations of a user at a set of timestamps  T = {t1,t2,…,t|T|}. Thus, the input of the function  f(t) that a GP (for either latitude or longitude) describes is a timestamp  t ∈T, and the output is the mean and variance of the Gaussian distribution that describes the distribution of  f(t). A GP implies that the set  {f(t)|t ∈T} is distributed according to a  |T|-dimensional Gaussian. When  T includes only one timestamp  t, the longitude (or latitude) of the estimated location is distributed according to a univariate Gaussian distribution. Figure 4.1 shows an example of a GP trained from data points (represented as black crosses) and making predictions (represented as red crosses). The location axis can either be longitude, latitude, or their transformed values such as converted to another spatial coordinate system. 

 A GP is specified by its mean function  m(t) and covariance function  k(t,t′). A deterministic mean function  m(t) is used to specify the mean of the multidimensional Gaussian, defining the mean of the estimated locations. In the literature, GPs are often studied with a zero mean function, which means  m(t) = 0 for all  t, because a deterministic mean function can be incorporated after the kernel function is trained from training data. 

 The covariance matrix of the multidimensional Gaussian defines how points at different values of the independent variable (time in our case) correlate with each other. In general, timestamps that are closer would correlate more and those that are further apart would correlate less, which means the correlation decreases to zero as  |t −t′| becomes larger. A GP models such correlation using a scalar covariance kernel/function  k(t,t′). A GP can be very flexible by using and combining different kernels, which will be discussed later. A kernel often has some parameters that need to be trained from data, such as pertaining to the uncertainty of the input data or how strong a correlation should be given the time difference  |t −t′|. 

 When using a GP for trajectory interpolation and prediction, one would need to specify its mean function  m(t) and covariance function  k(t,t′), train its parameters from data, then make predictions. We discuss each of these elements in the next section. 

 



4.3Gaussian Process Elements

In this section, we describe the elements needed to implement a GP for trajectories, including data preparation, mean function, covariance function (or kernel), training, and inference. Our implementation uses the GPFlow library [van der Wilk et al. 2020], which is a package for building GP models in Python, but the concepts also apply to other libraries. 

 


4.3.1Data Preparation

We first describe how to prepare data from a trajectory  S = {x1,x2,…,x|S|} for GP training and inference. As mentioned, two separate GPs are created for longitude and latitude predictions. Input data for training each GP includes the sequence  {(t1,v1),…,(t|S|,v|S|)}, where  ti = xi.t and coordinate  vi can be either  xi.lon or  xi.lat, and the measurement uncertainty  σm = x.σ. From the training sequence, we create a feature vector  X = [t1,…,t|S|]T and label vector  y = [v1,…,v|S|]T. Similarly, for interpolating or predicting locations of the user at timestamps in a timestamp set  T, a feature vector  X∗ = [t|t ∈T]T is created. 

 In addition to  X,y,X∗, and  σm, one may also use a prior uncertainty  σ0, which represents the prior information of the uncertainty of locations of the users in terms of the standard deviation of a distribution. For example,  σ0 can be the standard deviation of a large Gaussian distribution covering an entire city area, which would indicate a high degree of prior uncertainty. 

 



4.3.2Mean Function

As mentioned, the mean function  m(t) is a deterministic function defining the mean of the estimated locations. A GP makes predictions based mainly on parameters learned from training data. When a prediction timestamp is far from training timestamps, the prediction tends to return to the mean function. 

 A GP is often assumed to have zero mean, that is,  m(t) = 0,∀ ⁡t. However, when there is a clear pattern, it can be beneficial to provide a more realistic mean to the model. For example, a trajectory may have a linear trend or we may believe future locations are likely to follow a linear extrapolation of two most recent measurements. 

 Using the GPFlow library, common mean functions can be specified using gpflow.mean_functions. For example, a constant mean function  m(t) = c with gpflow.mean_functions.Constant, a linear mean function  m(t) = At + b with gpflow.mean_functions.Linear, or a custom mean function can also be specified. 

 



4.3.3Kernel/Covariance Function

The kernel or covariance function  k(t,t′) is the core element that helps a GP capture trends in data and gives a GP flexibility and efficiency. Different kernels capture different kinds of trends, and kernels can also be combined together for more complex models. In this section, we describe some common kernels and some common types of combinations. Examples of these kernels are shown in Figure 4.2, and examples of these combinations are shown in Figure 4.3. More detail about kernels can be found in Williams and Rasmussen [2006] and Duvenaud [2021]. 



[image: Examples of functions drawn from GPs with different kernels with the mean described as the straight line in the middle of each subfigure. There are eight subfigures, each for a kernel. In each subfigure, the x axis shows timestamp from 0 to 5 and the y axis shows latitude from −5 to 5. From top left to bottom right are the following kernels: constant, white, linear, squared exponential, rational quadratic, matern12, matern23, matern52. For each kernel, three functions are drawn. Constant and linear kernels produced functions that look like straight lines while other kernels produced wavy functions.] 

Figure 4.2Examples of functions drawn from GPs with different kernels (in red, green, and orange). Each figure shows three functions drawing from the same GP, with the blue line indicating the mean of the GP and the blue area indicating the variance of the GP. Predictions made from these kernels would have a similar shape.




[image: Examples of functions drawn from GPs with different types of kernel combination. The mean is described as the straight line in the middle of each subfigure. There are eight subfigures, each for a kernel. In each subfigure, the x axis shows timestamp from 0 to 5 and the y axis shows latitude from −5 to 5. From top left to bottom right are the following kernels: squared exponential, squared exponential plus white, linear, linear times linear. For each kernel, three functions are drawn. The linear kernel produced functions that looked like straight lines. The linear times linear kernel produced functions that look like half of a parabola. Other kernels produced wavy functions.] 

Figure 4.3Examples of functions drawn from GPs with different types of kernel combination (in red, green, and orange). Each figure shows three functions drawing from the same GP, with the blue line indicating the mean of the GP and the blue area indicating the variance of the GP. Predictions made from these kernels would have a similar shape.


 Note that parameters of a kernel can be set to be trained from data or fixed. For example, if we know the measurement uncertainty  σm, we can set it to be fixed; otherwise, it can be learned from the data. If using the GPFlow library, this can be set using the set_trainable method. 


4.3.3.1Common Kernel Types

Constant Kernel The constant kernel outputs constant predictions, that is,  f(t) = c with  c ∼N(0,σ2). The formula is 



	 kConstant(t,t′) = σ2. 
	(4.1)




 The constant kernel is often used to modify the mean of a GP or to scale the magnitude of the other factor (kernel) of a kernel. The GPFlow library provides this kernel by gpflow.kernels.Constant with parameter variance. 

White Kernel The white kernel explains/produces the noise-component of a measurement. The formula is 

	  kWhite(t,t′) = σ2δ(t,t′). 
	(4.2)


 where  δ(t,t′) = 1 when  t = t′; otherwise,  δ(t,t′) = 0. GPFlow provides this kernel with gpflow.kernels.White with parameter variance. Since we know that the measurement uncertainty is  σm, we can set the variance value of this kernel to   σm2 (measurement noise) and set this parameter as nontrainable. 

Linear Kernel The linear kernel outputs linear predictions, that is,  f(t) = ct with  c ∼N(0,σ2). The formula is 


	  kLinear(t,t′) = σ2tt′. 
	(4.3)


 The linear kernel is often used in combination with other kernels to capture linear trends in data. This kernel is a nonstationary kernel, which means it depends on the absolute locations of the two inputs. We will see later some stationary kernels, which only depend on the relative positions of its two inputs. The GPFlow library provides this kernel by gpflow.kernels.Linear with parameter variance. 

Squared Exponential (SE)/Radial Basis Function (RBF) Kernel The SE/RBF kernel is often used as the default kernel for a GP. This is a stationary and smooth kernel with the formula 


	  kSE(t,t′) = σ2 exp ⁡  ( −(t −t′)2 2l2  ). 
	(4.4)


 The length scale  l indicates how much one data point affects another and is often trained from data. The variance  σ2 is trained from data but one can set this variance to  σ02 to provide prior information about the variance of predictions. GPFlow provides this kernel by gpflow.kernels.SquaredExponential with parameters variance and length_scale. Also, instead of providing scalar values, prior distributions can also be used as the prior for the length scale  l and variance  σ2. 

Rational Quadratic Kernel Another common kernel that is often used as the default kernel for a GP is the rational quadratic (RQ) kernel with the formula 


	  kRQ(t,t′) = σ2 (1 + (t −t′)2 2αl2  )−α. 
	(4.5)


 The RQ kernel is equivalent to adding together many SE kernels with different length scales  l. It converges to the SE kernel when  α →∞. Parameter  α controls the relative weighting of large- and small-scale variations. The GPFlow library provides this kernel by gpflow.kernels.RationalQuadratic with parameters variance, length_scale, and alpha. 

Matérn Kernel The Matérn kernel is another common kernel. It is a stationary kernel and a generalization of the SQ kernel with an additional parameter  ν controlling the smoothness. It converges to the SE kernel when  ν →∞. The formula for the Matérn kernel is rather complicated. However, there are three common values of  ν, which are  1 2, 3 2, 5 2, that produce three common kernels called Matern12, Matern32, and Matern52. Their formulas are 


	  kMatern12(t,t′) = σ2 exp ⁡  ( −1 l |t −t′| ). 
	(4.6)



	  kMatern32(t,t′) = σ2 (1 + 3 l |t −t′| )exp ⁡  ( −3 l |t −t′| ). 
	(4.7)



	  kMatern52(t,t′) = σ2 (1 + 5 l |t −t′| + 5 3l(t −t′)2 ) exp ⁡  ( −5 l |t −t′| ). 
	(4.8)


 Using the GPFlow library, these kernels are provided by gpflow.kernels.Matern12, gpflow.kernels.Matern32, and gpflow.kernels.Matern52 with parameters variance and length_scale. 

 



4.3.3.2Common Types of Kernel Combination

Kernels can be combined together to create more complex kernels, helping to capture more complex trends in the data. For example, we may want to capture both a wiggling movement with an SE kernel and measurement uncertainty with a white kernel. Two common types of combining kernels are summing and multiplying. Examples of these combinations are shown in Figure 4.3. 

Summing Kernels Summing two kernels  k1 and  k2 means summing their output: 


	  kSum(t,t′) = k 1(t,t′) + k 2(t,t′). 
	(4.9)


 Roughly speaking, summing kernels is similar to an OR operation, which means the output of  kSum would be higher if the output of either  k1 or  k2 is higher. An example of summing kernels is to capture both a wiggling movement with an SE kernel and measurement uncertainty with a white kernel: 


	  k(t,t′) = k SE(t,t′) + k White(t,t′) = σ SE2 exp ⁡  ( −(t −t′)2 2l2  ) + σWhite2δ(t,t′). 
	(4.10)


 An illustration of this combination is shown in Figure 4.3. 

Multiplying Kernels Multiplying two kernels  k1 and  k2 means multiplying their output: 


	  kMul(t,t′) = k 1(t,t′) × k 2(t,t′). 
	(4.11)


 Roughly speaking, multiplying kernels is similar to an AND operation, which means the output of  kSum would be higher if the output of both  k1 and  k2 is higher. An example of multiplying kernels is multiplying two linear kernels to create a quadratic kernel or more to create higher-degree kernels. An illustration of this combination is shown in Figure 4.3. 

 




4.3.4Training and Inference

After constructing a mean function and a kernel and setting trainable parameters appropriately, training and inference processes are often straightforward using provided methods in GP libraries. Using GPFlow, for training, one can use existing optimizers in the package gpflow.optimizers such as the Scipy optimizer with input  X,y. Once trained, we can use the trained model to make predictions with predict_y, which returns the mean and variance of predictions for new data points  X∗. 

 Note that the training process minimizes the negative log marginal likelihood. Since likelihood specifies the probability density of the observations/measurements given the parameters, for trajectory data we can use Gaussian likelihood, which is the default in the GPFlow library. The likelihood variance indicates the uncertainty learned from data. For trajectory data, uncertainty in the movement of measurements can be captured by the model with likelihood variance, and the uncertainty of each measurement can be captured by a white kernel. 

 




4.4Gaussian Process Example

In this section, we present an example of using GP for trajectories. In this example, we use given (training) timestamps  X = [11,12,…,20]T, given locations  y = [1,10,30,45,40,40,50,40,35,50]T, and seek computed values at timestamps  X∗ = [21,22,…,24]T (illustrated in Figure 4.1). For reproducibility, we use the GPFlow library and set the TensorFlow random seed to 1. GPFlow also provides a utility method print_summary that prints values of the parameters of a model. 

 The first model  m0 has a zero mean function and a Matern32 kernel with default parameters, which is lengthscales  l = 1 and variance  σ2 = 1. Figure 4.4(a) shows the predictions of this model before we trained its parameters with  X. We can see that the predictions do not appropriately capture measurements and give a quick return to 0. 



[image: Example of GPs trained from the same training data with different configurations of kernel and mean function. There are six subfigures a, b, c, d, e, and f. In each subfigure, the x axis shows a timestamp from 0 to 30 and the y axis shows latitude from −100 to 100. (a) Shows results for default parameters. The result looks like a straight line with a small gray area around it indicating small variance. In the y axis, the line started at 0, bent slightly when it went through the timestamp that had training data, and returned to 0 after that. (b) Shows results for trained kernels on training data. The line was no longer straight but became wavy, capturing the trend in the data. The gray area is also much larger indicating a larger variance. In the y axis, the line also started at 0 and returned to 0 after there was no more training data. (c) Shows results for trained kernels on training data with white noise added and white noise parameters are also trained on the training data. The result looks very close to what is shown in (b). (d) Shows results from a similar kernel as (c), but with fixed white noise. The result also looks very close to what is shown in (b) but with a slightly smaller variance. (e) Shows results from a similar kernel as (d), but with a small likelihood of variance. The line now changed very sharply with every change of data over time. The variance around training data is very small but increased quickly when there is no more data. (f) Shows results from a similar kernel as (e), but with a linear mean function. When going through the training data, the line looks similar to what (e) showed, but instead of starting at 0 and returning to 0, the line started and returned to a linear line indicating the linear trend of the training data.] 

Figure 4.4Example of GPs trained from the same training data (as black cross) with different configuration of kernel and mean function. (a) Default parameters. (b) Trained. (c) Trained with White noise. (d) Same as (c) but with fixed White noise. (e) Same as (d) but with small likelihood variance. (f) Same as (e) but with linear mean function.


 After we train the model with the data to get a trained model  m1, we have  l = 7.35,  σ2 = 1346.36, and likelihood variance (which indicates model variance)  σlikelihood2 = 36.4. Figure 4.4(b) shows the predictions of this model after we trained with  X. It is clear that  m1 can capture the data and trend in the data significantly better than  m0. 

 Next, we consider model  m2 as a summed combination of a Matern32 kernel and a white kernel, all with default parameters indicating default priors (e.g., prior for measurement uncertainty captured by the white kernel is 1). This also means all parameters can be trained from data. After we train the model with the data, we have  l = 7.35,  σMatern322 = 1346.36,  σWhite2 = 18.23, and  σlikelihood2 = 18.23. Figure 4.4(c) shows that the model  m2 makes similar predictions compared to model  m1. However, the white kernel captured some of the measurement noise. 

 Next, we consider model  m3, which is similar to  m2, but we fix the variance of the white kernel to variance  σWhite2 = 4, which means we assume that each measurement has uncertainty  σ2 = 4. Fixing the variance means the training process will not change this parameter. After we train the model with the data, we have  l = 7.35,  σMatern322 = 1346.36,  σWhite2 = 4, and  σlikelihood2 = 32.464. Since we fixed the variance of the white kernel, the likelihood variance was adjusted to capture more of the uncertainty. Figure 4.4(d) shows that the model  m3 makes similar predictions compared to model  m2. 

 Next, we consider model  m4 similar to  m3 but in addition to fixing the variance of the white kernel to  4, we also set the likelihood variance to a very small initial value  σlikelihood2 = 0.0001, which indicates that we are confident of our knowledge of measurement uncertainty. After we train the model with the data, we have  l = 4.11,  σMatern322 = 1328.03,  σWhite2 = 4, and  σlikelihood2 = 0.00015. Figure 4.4(e) shows that, compared to model  m3, the model  m4 makes predictions closer to the training measurements. Figure 4.1 shows predictions made by  m4 for  X∗. 

 In the final example, we consider model  m5 similar to  m4 but using a linear mean function starting with a guess  y = x + 1. After we train the model with the data, we have  l = 1.37,  σMatern322 = 107.24,  σWhite2 = 4,  σlikelihood2 = 0.0001, and a mean function  y = 4.84x − 42.14. The training process learned the linear line going through the measurements and used that as the mean function. The model then made predictions closer to that mean function and with smaller variance, as shown in Figure 4.4(f). 



4.5Discussion

Gaussian process is a powerful and flexible technique that is capable of capturing trends and uncertainty of location measurements. A GP can use a simple or complex mean function, or even use the output of other models, such as a deep neural network model [Fortuin and Rätsch 2019], as its mean function. A GP can use standard kernels, combined kernels, or other complex kernels. These capabilities help GP incorporate knowledge from other domains for better interpolation and prediction. 

 There are some issues that need to be taken into account when one considers using GPs for trajectories. One issue is that the length scale of a kernel, which roughly indicates how far in time a measurement affects other predictions, tends to be determined by the non-smooth region in the data. For trajectories, these regions are often where we have dense measurements with many direction changes. These regions can make the length scale become too small, resulting in a very sharp change in variance. It can be beneficial to create different GPs when the trajectory sampling rate changes significantly. Another issue can be the assumption of independence between longitude and latitude changes. Other issues are choosing appropriate kernels or computational complexity. However, in general, GP is a useful technique for trajectory interpolation and prediction. 
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CHAPTER 5

Mean Chord Length of a Square

John Krumm


5.1Introduction

In geometry, a chord is typically defined for a circle as a straight-line segment connecting any two points on the perimeter. A square can also have a chord, as shown in Figure 5.1. The subject of this paper is the mean length of this chord over all possible chords of a square. 

 The mean length of the chord is important for processing spatiotemporal trajectory data. Such trajectories are usually represented by a sequence of timestamped locations, where the locations are given by (latitude, longitude) or (x,y). In many cases, the trajectory is discretized in both time and space for analysis. For instance, time may be discretized to the nearest whole multiple of a timespan  T (e.g., 1 minute), and space may be discretized to a 2D grid of square cells of size  l × l (e.g.,  1km × 1km). The angled line slashing through the square in Figure 5.1 could be considered part of a trajectory, with the square representing a grid cell. 

 The choice of the cell size  l can be informed by its mean chord length. For discrete trajectories on a grid, it is often convenient if the sequence of discretized locations is approximately a sequence of nonrepeating adjacent cells, as shown in Figure 5.2. Here each point along the trajectory resides in its own cell, and the sequence of cells is adjacent. 

 Figure 5.3(a) shows what happens when the same trajectory is discretized with cells that are too large. Multiple points are grouped into the same cells, which could ignore important distinctions between the original, measured points. Figure 5.3(b) shows cells that are too small, causing ambiguity in which cells were visited between the measured points. Figure 5.3(c) shows the same size cells as in Figure 5.2. 



[image: A square with side length l, and a chord through the square parameterized by s, r, and 𝜗.]
 
Figure 5.1The goal is to compute the mean length of a chord on a square. The chord here has length  r. The line segment containing the chord could be part of a spatiotemporal trajectory through a grid of square cells.


 While a single grid size  l cannot guarantee an ideal arrangement for all trajectories, choosing a reasonable size is an advantage for: 

•Routes—Sometimes we need to enumerate all possible discrete-time routes through a grid of cells without regard for roads. In this case, the cells should be small enough to convey the detail of the route without long dwells in the same cell. But cells that are too small will lead to an explosion in the number of possible routes. For instance, the number of possible lattice paths between two points in space is a strong function of the resolution of the lattice [Wikipedia Contributors 2019]. 

•Speed—Creating plausible discrete-time trajectories on a grid should account for the speed of the moving entity. Knowing the representative travel distance through a cell is important for assembling trajectories that adhere to speed constraints. 



[image: A map of the Seattle area showing a trajectory going through square grid cells.] 

Figure 5.2This discretized trajectory is represented by a sequence of adjacent, nonrepeating grid cells. (Microsoft product screen shot reprinted with permission from Microsoft Corporation.)




[image: The same trajectory as Figure 5.2 superimposed on grids of three different cell sizes.] 

Figure 5.3(a) Grid cells too large, 5,000m. (b) Grid cells too small, 100m. (c) Grid cells reasonable size, 1,268m. Grids with cells of different sizes superimposed on the same trajectory as in Figure 5.2. (Microsoft product screen shots reprinted with permission from Microsoft Corporation.)


•Interpolation—While small cells lead to less spatial discretization error, they can also lead to large swaths of location ambiguity between the cells that contain a measurement. This in turn invites questions about how to represent the ambiguity in a fair, efficient, and principled way. 

•Markov models—A Markov model represents motion from cell to cell with transition probabilities. If the cells are too large, the Markov model must account for dwell time in the same cell with self-transitions. However, this leads to a rigid probability distribution of dwell times that may not match reality. Conversely, cells that are too small lead to transitions that jump between pairs of cells that are relatively distant, leading to a more complicated transition structure.

 One simple approach to computing a reasonable cell size  l is to consider how far a moving entity can travel in one time step  T, and set the cell size accordingly. If the entity can generally move across one cell every time step, then it is more likely to produce a discrete trajectory of nonrepeated, adjacent cells. We assume the entity’s representative speed is  q. It can then move a distance of  qT in one discrete time step  T. We could naively set  l = qT, assuming that  l is a representative distance across a cell. This is not a good approximation. Instead, this paper derives the mean distance across a square cell as  ρl, where  ρ ≈ 0.7098, leading to a preferred cell size of  l = qT ρ . For  T = 60s and  q = 15m/s, this is how we computed the reasonable cell size in Figures 5.2 and 5.3(c) of approximately 1,268m. 

 The remainder of this paper shows how we computed the value of  ρ, something that appears missing from the literature. In fact,  ρ is the mean chord length of a unit square. After deriving the closed form expression, we also verify the value numerically. In addition to the specific derivation of  ρ, the approach can be a template for computing mean chord lengths of other shapes. 



5.2Derivation of Mean Chord Length

The length of the chord is  r (see Figure 5.1), and our goal is to compute  𝔼[r]. The expected value requires an assumption about the distribution of chords through the square. Referring to Figure 5.1, we will first assume, without loss of generality, that the chord touches the bottom edge of the square at a distance  s from the left edge of the square. The value  s is distributed uniformly over  [0,l], where  l is the dimension of the square, that is,  S ∼ U(0,l). The angle of the chord is  𝜃 from the horizontal to the right. This angle is distributed uniformly over  [0,π], that is,  Θ ∼ U(0,π). Thus, the chord starts at a random location on the bottom edge of the square and heads through the square in a random direction. This simulates a trajectory passing through a square grid cell. 

 Other parameterizations and distributions of chords are possible. For example, the two endpoints of the chord could each be uniformly distributed around the perimeter of the square. Or each chord could pass through a random point inside the square at a random angle. In all cases, the distributions of parameters could be changed to something other than uniform. We chose our parameterization because it intuitively seems to be a good match to mobile trajectories. This choice could be verified with actual trajectory data. 

 Using our original approach of parameterizing chords by  s and  𝜃 starting on the bottom edge, it is clear the other end of the chord can be on any of the four edges of the square. We can account for these various cases by dividing the square into four right triangles, numbered 1, 2, 3, and 4, as shown in Figure 5.4. Then the sweep of  𝜃 through  [0,π] is replaced by separate sweeps through the angles  B1,  B2,  B3, and  B4. 

 Given that the chord will be in a right triangle, we can begin by computing the expected length of a chord in a right triangle, as shown in Figure 5.5. In this generic right triangle, the lengths of the sides are  a,  b, and  c, with  c being the length of the hypotenuse. The angle of the vertex opposite side  b is  B. If the angle of the chord starting at this vertex is  𝜃, we have  r = a  cos ⁡  𝜃. 



[image: The same square as Figure 5.1 but split into four different right triangles to show the four different integration areas.] 

Figure 5.4Given  s, the chord will be in one of these four right triangles.




[image: A right triangle illustrating how the chord length changes with the sweep angle β.] 

Figure 5.5We can compute the expected length of the chord,  r, in a right triangle as a step toward computing its expected length in a square.


 We assume that  β is uniformly distributed between  0 and  B. Then the expected length of  r over the range of  β is 


	      𝔼[r|a,b] = 1 B∫ 0B a cos ⁡ βdβ   = a 2Bln ⁡   |1 + sin ⁡ β 1 − sin ⁡ β |0B   = a 2Bln ⁡   |1 + sin ⁡ B 1 − sin ⁡ B |   = a 2B [ln ⁡ (1 + sin ⁡ B) − ln ⁡ (1 − sin ⁡ B) ]   = a 2B [ln ⁡  (1 + b a2   + b2 ) − ln ⁡  (1 − b a2   + b2 ) ]    
	(5.1)


 Here the absolute value can be dropped because 
0 ≤ B ≤ π
2 . We also used  sin ⁡ B = b
a2   +b2 . 

 Table 5.1 shows the mapping from the generic triangle in Figure 5.5 to the four triangles in Figure 5.4. 

 From the four triangles, we can compute  𝔼[r|s] from the triangle mapping. We assume the angle  𝜃 is uniformly distributed within each of the four triangles. 



	  𝔼[r|s] = 1 π (B1𝔼[r|s,l] + B2𝔼[r|l,s] + B3𝔼[r|l,l − s] + B4𝔼[r|l − s,l] ). 
	(5.2)


Table 5.1Mapping generic triangle in Figure 5.5 to the four triangles in Figure 5.4



	 Triangle 
	 a 
	 b 



	 1 
	  s 
	  l 


	 2 
	  l 
	  s



	 3 
	  l 
	  l − s 



	 4 
	  l − s 
	  l 




  

 Substituting from Equation (5.1) for the expected values in Equation (5.2) gives 


	  2π𝔼[r|s] = B1 s B1 [ ln ⁡  (1 + l s2   + l2 ) − ln ⁡  (1 − l s2   + l2 ) ]+   B2 l B2 [ ln ⁡  (1 + l s2   + l2 ) − ln ⁡  (1 − l s2   + l2 ) ]+  B3 l B3 [ ln ⁡  (1 + l − s (l − s)2   + l2 ) − ln ⁡  (1 − l − s (l − s)2   + l2 ) ]+  B4l − s B4  [ ln ⁡  (1 + l (l − s)2   + l2 ) − ln ⁡  (1 − l (l − s)2   + l2 ) ]   
	(5.3)


 We introduce these functions for convenience 


	  f1(s,l) = s [ln ⁡  (1 + l s2   + l2 ) − ln ⁡  (1 − l s2   + l2 ) ]. 
	(5.4)



	  f2(s,l) = l [ln ⁡  (1 + l s2   + l2 ) − ln ⁡  (1 − l s2   + l2 ) ]. 
	(5.5)



	  f3(s,l) = l [ln ⁡  (1 + l − s (l − s)2   + l2 ) − ln ⁡  (1 − l − s (l − s)2   + l2 ) ]. 
	(5.6)



	  f4(s,l) = (l − s) [ln ⁡  (1 + l (l − s)2   + l2 ) − ln ⁡  (1 − l (l − s)2   + l2 ) ]. 
	(5.7)


 Thus 


	  2π𝔼[r|s] = f1(s,l) + f2(s,l) + f3(s,l) + f4(s,l). 
	(5.8)


 The expected value of the chord length is 


	  𝔼[r] = 1 l ∫ 0l𝔼[r|s]ds 
	(5.9)



	  = 1 2πl∫ 0l (f 1(s,l) + f2(s,l) + f3(s,l) + f4(s,l) )ds 
	(5.10)


  

 The integrals of the summands of the integrand of Equation (5.9) are 


	  ∫ 0lf 1(s,l)ds = l2  (−1 + 2 + 1 2ln ⁡   (3 + 22)). 
	(5.11)



	  ∫ 0lf 2(s,l)ds = l2  (2 − 22 + ln ⁡   (3 + 22)). 
	(5.12)



	  ∫ 0lf 3(s,l)ds = l2  (2 − 22 + 2ln ⁡   (1 + 2)). 
	(5.13)



	  ∫ 0lf 4(s,l)ds = l2  (−1 + 2 −1 2ln ⁡   (3 − 22)). 
	(5.14)


 Finally, the mean value of the chord length is 


	  𝔼[r] =  l 2π ( − 1 + 2 + 1 2ln ⁡   (3 + 22)+  2 − 22 + ln ⁡   (3 + 22)+  2 − 22 + 2ln ⁡   (1 + 2)−  1 + 2 −1 2ln ⁡   (3 − 22) )   
	(5.15)



	   = ρl   
	(5.16)


 where  ρ ≈ 0.7098. The mean chord length scales with the side length of the square  l, and the mean length is significantly less than the side length. 

 To verify the derivation, we used the Python SciPy numerical integration method integrate.dblquad() to approximate  ρ as 


	  ρ = 1 l 𝔼[r] 
	(5.17)



	  = 1 l2π∫ 0l ∫ 0πr(s,𝜃)d𝜃ds 
	(5.18)


 where  r(s,𝜃) gives the length of the chord with one end on the square’s bottom edge at a distance  s from the left edge, heading in direction  𝜃 as shown in Figure 5.1. The numerically approximated value was different from our derived value by about 0.0001%, giving us confidence in our derived value. 



5.3Summary

This paper gives the mean length of a chord on a square. This quantity can be useful for processing trajectories on a discrete grid of cells, such as understanding how many cells can be traversed at a certain speed or choosing a good cell size for discretizing trajectories. 



[image: A plot showing the fraction of chord lengths of different values.] 

Figure 5.6Empirically, the distribution of chord lengths of a unit square has an unusual shape.


 Interesting future directions include computing the variance and probability distribution of the chord length on a square. Empirically, the distribution of chord lengths of a unit square has an unusual shape, as shown in Figure 5.6. As expected, it is zero outside of  [0,2]. It should also be possible to compute the mean chord length of other polygons, including those that are used for tiling space, such as a hexagon, using a similar triangular breakdown as in this paper. Other future directions are looking at concave shapes and higher dimensional shapes. 

 For trajectory analysis in particular, another extension is to consider the fact that trajectories normally span multiple cells in a grid. This paper has made an implicit assumption that the entry point  s and angle  𝜃 are independent from cell to cell. However, a trajectory’s entry point into a cell is dependent on the exit point from the previous cell. This may affect the expected traversal distance through a sequence of cells. 
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CHAPTER 6

Object Delineation in Satellite Images

Zhuocheng Shang, Ahmed Eldawy


6.1Introduction

There has been a recent increase in machine learning algorithms and applications that operate on high-resolution satellite data such as land use classification and object detection [Cheng and Han 2016, Asokan and Anitha 2019]. This increase has been driven by the public availability of satellite data and recent advancements in machine learning. Many of these algorithms, such as object detection, produce their output by marking pixels on the satellite data. This output can be enough for regular image processing such as land field classification. However, it is desirable to delineate pixels corresponding to one object for geospatial applications to form a geospatial polygon that can be further processed in GIS applications. GIS applications generally demand vectorization representations, not individual pixels with geospatial locations. Further, Vargas Munoz et al. [2021] mentions that machine learning model trained based on OSM data is not accurate due to the low quality of vectorial building footprints in the dataset. This drawback motivates the requirement of methods that can delineate pixels into exact rural buildings segments. 

 Work has been done on a similar challenge that transforms pixels into vector representations [Tasar et al. 2018], but the drawback is with approximated boundaries. This gem introduces a lightweight algorithm that delineates marked pixels on a satellite image to produce a valid geospatial polygon, that is, closed and not self-intersecting. The proposed algorithm is exact in the sense that it exactly delineates all marked pixels with no approximation. Based on its needs, an application can further apply simplification algorithms to produce the desired output. This approach also provides more accurate labeled data in the form of training sets for machine learning models, reducing the misalignment issue [Vargas Munoz et al. 2021]. 



[image: A grid that represents pixels in an image and shows some occupied pixels in gray. The occupied pixels form three disjoint blocks. There are arrows that trace the boundaries of each block to represent the desired output of the object delineation algorithm. There is a 2 × 2 window at the top-left that represents how the input is scanned in blocks of four pixels.] 

Figure 6.1Example of occupied pixels with orthogonal lines.


 In the graphics field, image tracing algorithms are widely used to vectorize raster images [Selinger 2003, Dominici et al. 2020]. These algorithms usually aim to produce basic geometric shapes, for example, circles and lines, which might entail simplification that is not always desirable for geospatial applications. Vectorized shapes in graphics lack geospatial information, such as latitude and longitude, required in GIS applications. The proposed algorithm is based on the idea of image tracing but is tailored for geospatial data. 

 Figure 6.1 gives an overview of the object delineation problem. The gray pixels are the ones marked by the machine learning algorithm and our goal is to produce the polygon marked by the arrows. To provide an exact answer on satellite data, the output polygons must consist only of orthogonal lines. The key idea is to scan the image once with a  2 × 2 window to find all the polygon vertices and connect them in the correct order as shown on the figure. The sliding window scans row by row from the top-left corner until the bottom-right of the canvas. 



6.2Extracting Objects

This section describes two steps in the proposed approach that delineates objects from satellite data, orthogonal lines detection and ring formation. The detection step locates all orthogonal lines from occupied pixels in a single scan over the image. The ring formation step combines orthogonal lines into geospatial linear rings. 

 Figure 6.1 gives an overview of what the algorithm does. Given a raster image with marked pixels, it creates an orthogonal polygon that surrounds all marked pixels. The vertices that make polygons are all located at pixel corners, as shown in the figure. By convention, the vertices of a polygon is ordered in clockwise order (CW). In the case of a polygon with a hole, the vertices of the hole are ordered in counterclockwise order (CCW). 

 


6.2.1Orthogonal Lines Detection

This step takes the marked raster as input and produces all the orthogonal lines that comprise all the polygons. The lines are grouped in rings, that is, a circular linked list of vertices, as shown in Figure 6.1. The key observation is that each vertex on the polygon connects a horizontal edge to a vertical edge. Thus, to find all vertices, we need to locate the parts of the image where a horizontal edge meets a vertical edge. Then, we should connect these vertices in the correct order to create a closed polygon. The problem becomes particularly challenging when dealing with many polygons and high-resolution satellite images where a group of a few pixels could form one ring. In such a situation, the naive image-tracing algorithm needs to track many small polygons, which complicates the algorithm. Therefore, this gem intends to deliver a lightweight algorithm that efficiently finds all polygon segments as orthogonal lines on the high-resolution image through a single scan. 

 In order to overcome the issue of tracking all orthogonal lines, we observe that a vertex can be detected by checking the  2 × 2 window where the vertex is at the center. This is sufficient to detect that a horizontal and vertical edge meet. Figure 6.1 illustrates an example  2 × 2 window. This step simply runs a sliding window over the entire raster to create all the vertices and arrange them in the correct order, as further detailed below. The sliding window starts from the top-left and slides over each row from left to right. 

 Since a  2 × 2 window contains only four pixels, and each pixel can either be marked or unmarked, there are a total of 16 possible cases that can happen. If we handle all of them correctly, then we know that we have all possible cases covered. Figure 6.2 illustrates all 16 cases. For formalization, we identify these cases by assigning a bit position to each of the four pixels, as shown in the figure. We can immediately see that cases 0, 3, 5, 10, 12, and 15 do not result in any detected vertices. Cases 1, 2, 4, 7, 8, 11, 13, and 14 each result in creating one vertex at the center of the window. Cases 6 and 9 are special cases that result in two coinciding vertices, both at the center. We chose to create these two vertices to ensure that we create nonintersecting and nonoverlapping polygons. If our goal is to only find the location of the vertices without caring about their connection and order, then it is enough to scan all  2 × 2 windows and emit a vertex for each of the above cases. However, we also want to connect them in the correct order, which we describe below. 



[image: This figure contains total of 16 cases of 2 × 2 grids, each showing occupied pixels in gray. These occupied pixels are positioned based on all the possible arrangements of pixels within this scanning window. A dot is placed at the center to represent a vertex if occupied pixels edges are orthogonal, solid arrows represent known edges, and dashed arrows represent unknown edges along the scanning order.] 

Figure 6.2Different pixel occupied cases within one 2  × 2 block.


 We notice that each vertex must connect a horizontal edge to a vertical edge. The horizontal edge must be at the same row, and the vertical edge must be at the same column. Following our convention, the direction of the created edges is shown in Figure 6.2. However, we notice that we cannot always create the edge when we create a vertex. For example, case 1 creates a vertex that connects another vertex to the top to a vertex to the left. This is an easy case because both vertices must have been already created following our sliding window order, that is, left-to-right and top-to-bottom. However, case 2 is harder since it connects a vertex to the right to a vertex to the top, and the right vertex is not yet created. Hence, while handling case 2, we can only create the vertical edge and not the horizontal edge because we do not know the position of its next vertex. In case 7, we cannot create any edge since the end points of both edges are not yet known. In Figure 6.2, solid arrows indicate the edges that can be created in each case while dotted arrows indicate edges that cannot be created at that point. 

 To resolve the issue of incomplete edges, we define the notion of an open vertex. An open vertex is part of an edge that is not yet created, that is, the other end point is not yet detected. Since all edges are orthogonal, each open vertex can only be paired with another vertex at the same row or the same column. In addition, given the order at which the  2 × 2 window slides, a vertical edge can only have an open vertex at the bottom and a horizontal edge can only have an open vertex to the right. Therefore, as we scan, we keep at most one open vertex to the right and at most  w + 1 open vertices at the bottom, one for each column, assuming the raster data has a width of  w pixels. 

 Given these open vertices, all edges can be created efficiently in one scan. If a vertex is the bottom vertex of a vertical edge or a right vertex of a horizontal edge, it is stored as an open vertex. On the other hand, if it is the top vertex of a vertical edge or a left vertex of a horizontal edge, it is paired with the corresponding open vertex. During this scanning, each vertex is stored in one circular linked list, and multiple such linked lists could exist on one raster image, as shown in Figure 6.1, which contains four circular linked lists. The following content gives more details about forming all circular linked lists connecting all vertices in the correct order. 

 In Figure 6.2, case 1 creates a vertex that connects the top vertex to the left vertex. Both left and top vertices must be open vertices that have been created before reaching that case but without knowing the other end point. Thus, we will update the next link of the top open vertex to point to the newly created vertex and update the next link of the new vertex to point to the left vertex. On the other hand, case 2 connects the right vertex, that is not yet created, to a vertex to the top. Therefore, we updated the next link of the vertex at the right to point to the new vertex. Then, we keep this new vertex as an open vertex to the right to be paired later. In case 7, the newly created vertex is both an open left vertex and an open top vertex so it will be stored as that. 

 Cases 6 and 9 are more interesting. It indicates two pixels meeting at a corner. To keep the created polygons valid, we create two coinciding vertices at the center. In other words, case 6 does the work of cases 2 and 4 together and case 9 combines cases 1 and 8 together. 

 Algorithm 6.1 gives the pseudocode of detecting orthogonal lines. The input is a two-dimensional bit array of width  w and height  h. The output is a set of circular linked lists of vertices. Each vertex has an integer coordinate  (x,y), a pointer to the next vertex, and Boolean visited flag that will be used in the next algorithm. The output is stored in a list of corners that contains at least one pointer for each linked list.  

[image: image]

  

 We keep a list of open vertices at the top and a single pointer to the left open vertex. All these are initialized to null. We run a loop over all pixels that slides a window at the center of each intersection  (x,y) on the raster grid. Then, it computes the pixel type  [0,15] by inspecting the four pixels in the window. Any pixel that falls outside the raster grid is assumed to be nonmarked. After that, it runs a single switch statement that efficiently handles all the cases. To keep track of all linked lists, we need to store at least one pointer in each circular linked list, and we define this pointer as start corner. This preserved start corner list is used in the next phase to help with ring formation. We chose to record the top-left corner only, which is handled by cases 7, 8, and 9. There is no necessity to record all vertices because the top-left vertex is enough for pixel location representation. Further, all polygons contain one top-left vertex, and this gives the reason for selecting cases 8 and 9 as presentable. The necessity of storing case 7 is to correctly handle polygons with holes. For example, if we intend to output the polygon holds a hole in Figure 6.1 labeled 3, we also need to keep the top-left corner for the pixel illustrated as one hole. Therefore, one polygon requires multiple start corners such that it enables including the holes as part of geometry. This helps to ensures formating boundaries correctly. 

 To analyze the time complexity of this algorithm, we note that the cost is mainly in the for loop that iterates over each pixel. The switch statement has a constant-time cost. Thus, the time complexity is  O(w ⋅ h), which is linear in terms of number of pixels. For space complexity, we observe that, in addition to the input, we need to keep track of open vertices at the top, which requires  O(w) space. Also, we need to keep track of all the vertices, which requires  O(|V |). So, the space complexity is  O(|V | + w), which is output sensitive. 



6.2.2Ring Formation

This step takes as input the circular linked lists created by the first step and combines each one into a single ring through one start corner list generated in the previous step. Based on how the rings were formed, outer rings and inner holes are ordered in CW and CCW order, respectively. To complete merging in one round, the implemented algorithm activates by picking one start corner from a preserved list, shown as dots in Figure 6.1, and then goes over the entire list. Each vertex in the list is converted to a geospatial coordinate  (longitude,latitude) and is combined to produce the geospatial ring. To convert integer raster coordinates  (x,y) to geospatial coordinates  (longitude,latitude), we use an affine transformation, termed grid-to-world, and this is a standard method to encode geospatial coordinates of raster datasets [Eldawy et al. 2017]. While iterating over the vertices, they are marked as visited by setting the flag in each vertex. This ensures that each ring is converted only once since one ring can contain multiple corners, for example, ring 1 in Figure 6.1. After one ring is formed, it is appended to a list of rings that are then returned by the algorithm. 

 Algorithm 6.2 provides the pseudocode of the ring formation process. The input is the list of start corners created by the first step. It loops over all start corners that are not yet visited. For each start corner, it follows the linked list until it goes back to the start since it is a circular linked list. It converts each vertex to geospatial coordinates using the grid-to-world transformation. Finally, it appends the first point again to close the ring and appends it to the list of rings.  

 To analyze the time complexity of this algorithm, we observe that the major part is going through all vertices stored in all the linked lists. The time complexity is linear in terms of number of vertices stored, which is  O(|V |). Thus, the time complexity is output sensitive. Both the input and output sizes are equal to the number of vertices, so the space complexity is also  O(|V |). 

[image: image]




6.3Experimental Result

We run all experiments on a single machine with Intel Xeon E3-1220 v5 3.00GHz quadcore processor, 64GB RAM, and 2TB HDD on Ubuntu 16.04.2 applied Java 1.8.0_102. 

 In this part, we run some basic experiments to confirm the scalability of the proposed algorithm. We generate random marked rasters of resolutions  1,000 × 1,000 up-to  4,000 × 4,000, as shown in Table 6.1. For each raster size, we mark each pixel with an independent Bernoulli distribution with parameter  p. In other words, we scan over all the pixels and randomly mark each pixel with a probability  p ∈ [0,1]. The higher the value of  p, the more pixels will be marked in the raster. In this experiment, we vary  p from 0.0 to 1.0 in increments of 0.1. For each value of  p, we generate 100 random rasters and compute the average running time. 

 Figure 6.3 shows the average running time of the proposed algorithm. In each figure, the running time shows a bitonic, bell-shaped behavior where it starts very small, peaks around the range  [0.4,0.6], and then starts to fall down again. This can be explained by the output sensitivity of the algorithm. For both very small and very large values of  p, there are only a very few vertices to be detected since the entropy is low. Thus, the ring formation step of the algorithm finishes very quickly since it will have few vertices to trace. When the entropy peaks at 0.5, the algorithm takes the longest running time since it will detect the largest number of vertices. This behavior confirms our analysis of output sensitivity. In reality, when there are real objects to be detected in an image, the entropy will be low and hence the algorithm will run much faster than the peak running time in the figure. The entropy is highest when the image is purely random, which is not expected in real scenarios. 

Table 6.1Experimental test cases setup



	 Raster  W×H 
	 Probability of marked pixel (p) 


	  1,000 × 1,000 
	 [0.0, 1.0] 


	  2,000 × 2,000 
	 [0.0, 1.0] 


	  4,000 × 4,000 
	 [0.0, 1.0] 





[image: This figure contains three sub-images, labeled as (a), (b), and (c) and each displaying results with raster sizes of 1000, 2000, and 4000, respectively. All three figures have a consistent layout. The x axis of the graph represents the probability of marked pixels (p), ranging from 0.0 to 1.0, while the y axis shows the normalized running time in seconds. All three figures show a bell-shaped curve with a peak around a probability of marked pixels equal to 0.5.] 

Figure 6.3Running time with different raster and occupied pixels size. (a) Raster size  1,000 × 1,000, (b) Raster size  2,000 × 2,000, (c) Raster size  4,000 × 4,000.




[image: This figure illustrates the peak running time associated with varying occupied raster sizes. The x axis of the graph represents the different raster sizes. Meanwhile, the y axis represents the peak running time in seconds, ranging from 0 to 2.5 seconds. The plotted line on the graph increases quadratically.] 

Figure 6.4Peak running time with different occupied raster size.


 To further evaluate the scalability of the algorithm, Figure 6.4 shows the maximum running time, that is, at  p=0.5, as the raster size increases from  1,000 × 1,000 to  4,000 × 4,000. As expected, the largest running time on the  y axis increases linearly with the resolution. For example, when the number of pixels increases from 1 million to 16 million, the running time increases from 0.14s to 2.28s, that is, 16 fold. 
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CHAPTER 7

Implementing Simulation of Simplicity for Geometric Degeneracies

W. Randolph Franklin and Salles Viana Gomes de Magalhães
 

7.1Introduction

Simulation of Simplicity (SoS) removes geometric degeneracies (special cases) by determining the effect of adding non-Archimedean infinitesimals of different orders to coordinates and then modifying geometric predicates to simulate that. The modified predicates will then be evaluated in the usual arithmetic. In other words, the effect of using infinitesimals on the value of a predicate is determined and then the predicate is recoded to compute, in the usual arithmetic, what its new result would be if the original predicate were executed using infinitesimals. 

 Handling geometric special cases is a nasty part of transforming a beautiful algorithm into useful code. Example 2D degeneracies include an endpoint of one edge on another edge (Figure 7.1), a query point directly below a polyhedron vertex (see Section 7.4.2), two overlapping edges, two coincident points from different objects, two edges from different objects with a common vertex, and so on. If objects were randomly uniformly and independently and identically distributed, then the probability of any of these would be  0. However, they occur frequently in real data. When a CAD designer places one object tight against another, a geometric degeneracy is created. Two diplomats may agree that the common border between their adjacent countries will coincide with a river shoreline or center line. Two different digital maps created for the same region may have many (but not all) edges in common. We may want to conflate a dataset of contour lines with a dataset of hydrography features, including shorelines, where the shoreline might mostly align with a contour line. 



[image: Figure with a segment touching the middle of another one.] 

Figure 7.1Degeneracy: endpoint of blue edge on red edge.


 The approach described in this note is better than existing solutions because not handling degeneracies correctly causes erroneous output (examples are shown in some of the references), and allegedly, even can cause commercial CAD systems to crash. One quick fix is to perturb coordinates by a small amount. Heuristics like this work only up to a point, and fail for more complicated algorithms. Indeed, there are too many special cases to understand. Also, as input datasets get larger, the probability of an error grows. 

 Why is this difficult? Consider the simple 2D problem of determining whether a point  p is contained inside a polygon  P (Figure 7.2) [Franklin 2009], also called ray casting. Here we introduce the problem; how to solve it with SoS is presented in Section 7.4.2. The classic Jordan-curve algorithm [Jordan 1887] extends a semi-infinite ray up from  p, and counts how many edges  ei of  P it crosses. Point  p is inside  P iff that number is odd. (We will not here consider what is a legal polygon, and what is the answer if  p is on an edge.) 

 But what if the ray intersects an endpoint of  ei? Is that an intersection or not? We may not care about one individual  ei. We may not even care about the exact total number of intersections. However, we require that the total be odd or even correctly. This requires that for some rays and  ei, there must be an intersection, and for others there must not. One heuristic that seems to work is to count an intersection iff the ray intersects the right endpoint of  ei. If  ei is vertical, then neither endpoint intersects the ray. 



[image: Figure with some point location queries in a polygon.] 

Figure 7.2Several cases for testing point in polygon.


 Perturbing  p to give  p′ will give the wrong answer when  p is close to an edge of  P and  p′ is on the other side. However, the probability of that error is reduced by reducing how much  p was translated. Importantly, the ray run up from  p′ will never intersect any  ei, so our difficult degeneracy will never occur. 

 The above analysis illustrates the divide-and-conquer technique. We decomposed the problem of point location in a polygon into a set of smaller problems of testing the point (actually, its ray) separately against each edge. Then we combined the answers to the smaller problems to solve the original problem. 

 Locating a point in a polygon is so simple that the time spent above on analyzing the special case may seem excessive. We (think that we) can easily make the algorithm work. However, the problem of using the Jordan curve algorithm to test whether a point  p is contained in a 3D polyhedron  P has enough special cases that confidently handling them all is problematic. The general algorithm is to run a ray  r up from  p and test which faces it intersects.  p is inside iff the number of intersections is odd. Some special cases are as follows. (i)  p might be on an edge, or on a vertex of  P. (ii)  r might intersect an edge, in any of several different ways. (iii)  r might coincide with an edge, that is, run along the edge. (iv)  r might intersect a vertex. 

 Another example with enough special cases that an informal analysis is likely to be incomplete and thus wrong is the problem of intersecting two polylines  l0 and  l1 (see Figure 7.3). Polyline  li is a sequence of  ni vertices  vij,  0 ≤ j < ni, each defining  ni − 1 edges  vijvi,j+1 for  0 ≤ j < ni − 1. The polyline is closed when the last vertex equals the first:  vi0 = vi,n−1. 



[image: Two figures: the first one has the general case of the intersection of two polylines and the second one shows one polyline crossing an endpoint of the other one.] 

Figure 7.3A red polyline crossing a blue polyline: the general case and a degeneracy.


 Assume that each polyline has no two vertices in common:  j≠k⟹vij≠vik. In general position,  l0 has no vertices in common with  l1 and no vertex of either polyline is in the interior of any edge of the other. That is, if an edge of  l0 intersects (in a point set sense) an edge of  l1, then the intersection is exactly one point. 

 If a vertex of one polyline were on an edge of the other, that would be a degeneracy (see Figure 7.3). One application of polyline intersection would be computing a Boolean combination of two polygons, where their boundaries are closed polylines. 

 Another way of looking at a degeneracy is that it occurs when evaluating a Boolean predicate that compares two numbers, for example, is  a < b? In this note, assume computations are exact; we do not consider roundoff errors. This is not to say that roundoff errors are unimportant, merely that they are another topic, which we also treat in some our cited applications. SoS assumes exact computation, which can be achieved, for example, by computing with big rational numbers. Rational numbers represent each number as the ratio of two integers, for example,  1∕3, and compute exactly, for example,  1∕3 + 2∕5 = 11∕15. 

 Geometric predicate evaluations can be considered as determinant sign evaluations. Consider three 2D points  A,B,C. One possible predicate is whether  ∠ABC < π? That, with the other information, controls whether the convex hull of  OABC is  OABC or  OAC.  ∠ABC < π is equivalent to   | Ax  Ay  1   Bx  By  1    Cx  Cy  1   | > 0 . 

 The problem of evaluating whether  a < b is that  a = b is a third case.1 Every decision tree that branched out two ways at each decision now has to branch three ways to handle the degeneracies. After  k decisions,  2k cases grows to  3k cases. One possible solution is to fold the degenerate case  a = b into one of the two nondegenerate cases. That idea is an informal step toward SoS. 

 In brief, the solution presented in this note is a technique for modifying a geometry algorithm (and so also its source code) so that it will handle degenerate geometric inputs with effectively no increase in execution time. 



7.2Infinitesimals

Here we extend the set of real numbers  ℜ into a non-Archimedean ordered field [Wikipedia contributors 2020] by adding infinitesimals. 

  ℜ may be partitioned into negative finite numbers, zero, and positive finite numbers. A positive infinitesimal,  𝜖, is smaller than any positive real number. That is,  ∀ ⁡r ∈ℜ,r > 0⟹0 < 𝜖 < r. This is logically possible. One way to approach this is to consider  𝜖 to be an indeterminate quantity that is defined only by its combining rules. 

 Finite multiples of  𝜖, such as  2𝜖 and  𝜖∕5, are possible and obey the obvious ordering.  0 < 𝜖∕5 < 𝜖 < 2𝜖 < r. These multiples are called first order infinitesimals.  𝜖2 is a second order infinitesimal.  0 < 𝜖2 < 𝜖. Finite multiples of  𝜖2 operate similarly to first order infinitesimals. Infinitesimals of any positive integral order are possible. If  0 < i < j, then  𝜖j < 𝜖i. Knuth has a charming novelette on such numbers [Knuth 1974]. 

 How is the predicate  (a < b), where  a and  b are finite reals, affected by adding infinitesimals to  a and  b? The test might become  a + 𝜖i < b + 𝜖j. Assume, without loss of generality, that  0 < i < j. If  a≠b, then if  a < b is true, then also  a + 𝜖i < b + 𝜖j is true. Adding the infinitesimals didn’t change the result. However, if  a = b, then the infinitesimals break the tie. If  a = b, then  a + 𝜖i < b + 𝜖j reduces to  𝜖i < 𝜖j, which reduces to  i > j. 

 So, adding infinitesimals to  a and  b changes the predicate from  (a < b) to  (if (a≠b)then(a < b)else(i > j)). The execution time is increased by only the cost of one or two comparisons, which is probably insignificant in the context of the whole program. 

 



7.3Simulation of Simplicity

This section describes how to break degeneracies with SoS [Edelsbrunner and Mücke 1990, Schorn 1993, Edelsbrunner and Guoy 2001, Edelsbrunner et al. 2002, Lévy 2016]. Note that the term simulation is used in these computational geometry papers with a quite different meaning than used in the modeling and simulation community. 

 A degeneracy is, in a sense, a dimension reduction in the input, or a constraint between input parameters. SoS has been used for computing contour trees [Carr et al. 2000], triangulation [Beichl 2002], polyhedral modeling [Fortune 1995], molecular modeling [Halperin and Shelton 1997], computing line arrangements [Chazelle et al. 1991], exact boundary evaluation [Ouchi and Keyser 2004], and polygon overlay [Audet et al. 2013]. 

 These are the types of degeneracies that we wish to break (i.e., handle) with SoS: (i) two different points having the same value; (ii) a point, possibly the endpoint of an edge, being incident on a line, or extended edge, including the case of two edges being on the same infinite line; and (iii) two edges having the same slope. The last degeneracy might not be an immediate problem but is easy to handle. 

 SoS is a technique to add infinitesimals of different orders to the points’ coordinates. The order cannot just be a function of a coordinate’s value but must depend on something unique to the point. Therefore, our SoS algorithm goes as follows. 

(1)Index all the coordinates of all the input points, from  0 up. 

(2)Let the  i-th coordinate be  xi. So, point # k will have coordinates  (x2k,x2k+1). 

(3)Modify the coordinates thus:  xi → xi + 𝜖2i .

This will break all degeneracies. For instance, all possible edges between input points must have different slopes. The above algorithm is general; however, sometimes simpler SoS algorithms are adequate in special cases. 

 



7.4Examples of SoS in Use


7.4.1Point on Edge in 1D

Testing whether a point is on an edge in 1D, while doing something useful when the point coincides with either endpoint, illustrates how this technique works. 

 Consider the 1D case of a point with coordinate  p on an edge with left and right coordinates  l and  r, respectively (see Figure 7.4). The point intersects the edge, in a set theoretic sense, if  (l ≤ p)∧(p ≤ r). However, is this what we want when the point is one of the endpoints? We want an answer that makes this a useful subroutine of larger algorithms such as point in polygon. That is, we want to choose a definition of intersects here that makes the larger algorithm correct, for some useful definition of correct, such as not causing topological errors. 

 In this simple case, it is sufficient to modify  p thus:  p′← p + 𝜖 and use  p′ instead of  p. The first version of the new predicate for testing point inclusion is now  (l ≤ p′) ∧ (p′≤ r). However, if  l = p, then  l < p′, so  l ≤ p′ is equivalent to  l ≤ p. Similarly, if  p = r, then  p′ > r, so  p′≤ r is equivalent to  p < r. 



[image: 1D line segment with a point in its interior.] 

Figure 7.4Point on edge.


 So the final SoS version of the point inclusion predicate is  (l ≤ p) ∧ (p < r). Although we derived this using infinitesimals, it does not contain any infinitesimals. It can be coded in any usual programming language using the usual arithmetic. It also does not take a noticeable amount of extra time to execute. The complexity associated with using SoS resides in the derivation of the new logic, not in the execution. The resulting code will be obscure in that a viewer may not understand the underlying motivation. That might be good or bad. 



7.4.2Point in Polygon Test

Here we show how SoS solves the problem presented in Section 7.1 of testing whether a query point  p is inside a polygon  P. For simplicity, do not consider the case of  p being on an edge of  P. Also, do not treat complicated types of  P, such as multiple components and nested holes, although this algorithm handles them fine. 

 (There is another point testing algorithm that is more popular than good, which adds the angles subtended at  p by each edge of  P. If the sum is  0,  p is outside, if  2π, then  p is inside. The difficulty is that computing the subtended angle for an edge requires determining whether that edge crosses the positive x axis, so we’re back at the Jordan curve algorithm but complexified with an arctan evaluation.) 

 Using the Jordan curve algorithm on polygon  ABCD in Figure 7.2, we want to count intersections of rays running up from query points with the edges of  ABCD. The ray from point  r has  0 intersections;  r is outside. The ray from  s has  1;  s is inside.  t induces  2 intersections; it is outside. What about the ray from  p? Since  p is outside, the total number of intersections with the edges  DA and  AB must be even; either  0 or  2. However, also consider  q, which is inside. Its ray must have exactly one intersection with the two edges  AB and  BC. Which edge should that be? In this case, the solution is to extend the algorithm in Section 7.4.1. The ray will intersect the edge iff its x-coordinate passes that test and also the point is beneath the edge. 

 Here is the algorithm using SoS to test whether the ray from point  p = (px,py) intersects the edge of  P with endpoints  vi = (vix,viy),  vi+1 = (vi+1,x,vi+1,y).  p is inside  P iff the total number of intersections is even. 

(1)If  vix = vi+1,x, then there is no intersection here, so return 0. 

(2)(Identify the left and right ends of the edge.) If  xix < vi+1,x, then let  l ← vi and  r ← vi+1. Else, let  r ← vi and  l ← vi+1. 

(3)If  (lx > px) ∨ (px ≥ rx), then there is no intersection here, so return 0. 

(4)Let  D ←  | lx  ly  1   rx  ry  1    px  py  1   |. 

(5)If  D = 0, then  p is on the edge, which we are not considering, so return an error. 

(6)Else,  p is below the edge iff  D < 0, so return 1 iff  D < 0 else return 0. 



7.4.3Volume of Union of Cubes

This is another application of SoS to treat degeneracies. The problem is to compute the volume, area, and edge length of the polyhedron resulting from the union of tens of millions of identical isothetic cubes. The purpose is to test some fast, parallel, linear time formulae for geometric mass properties. The isothetic requirement removes any floating point roundoff issues. Our algorithm starts by finding intersections of faces with edges and intersections of three faces. It also frequently tests whether a vertex is inside another cube. Using several map-reduce operations, it computes the desired mass properties. Theoretical analysis and implementation on a multicore computer, with test results on up to 100M cubes, are presented in Franklin [2004, 2005, 2013]. Figure 7.5 shows the union of a few cubes. Note the complexity of the union, which is a difficult case for some algorithms. 



[image: Illustration showing how the union of millions of cubes look.] 

Figure 7.5Union of cubes.


 A degeneracy occurs when a vertex of one cube is incident on a face of another cube. This case subsumes all the other cases. If these were not handled correctly, the output would be completely wrong. This property helps to identify when the degeneracies are not being handled correctly. 

 SoS is used to treat the degeneracies. The order of infinitesimals added is a function of the indexes of the edges and faces. This is used to modify conditional tests of coordinates by adding tests on the indices of the edges and faces. So, the execution time is not noticeably increased. If the input is independently and identically distributed uniform random, then there is an equation for the expected output volume, and it agrees with what is computed. This gives us confidence that SoS is working here. 



7.4.4Point Location in 3D Mesh

This application, PinMesh, combines SoS with several other techniques to produce an implementation that is faster and more robust than other techniques. This demonstrates that SoS works well with other techniques. PinMesh preprocesses a polyhedral mesh, also known as a multimaterial mesh, to perform 3D point location queries [de Magalhães et al. 2016]. It combines several innovative components to efficiently handle the largest available meshes. These include a 2-level uniform grid, exact arithmetic with rational numbers to prevent roundoff errors, and symbolic perturbation with SoS to handle geometric degeneracies or special cases. PinMesh is intended to be a subroutine in more complex algorithms. 

 Our implementation can preprocess a dataset and perform 1 million queries up to 27 times faster than Relative Closest Triangle (RCT), the current fastest algorithm. Preprocessing a sample dataset with 50 million triangles took only 14 elapsed seconds on a 16-core Xeon processor. The mean query time was 0.6  μs. In general, the preprocessing time was linear in the data size while the query time was almost constant. PinMesh also parallelized nicely on a multicore shared memory machine. Figure 7.6 illustrates infinitesimally perturbing a query point’s location when casting a ray through a 3D mesh. Figure 7.7 presents comparative execution times on large datasets. Our implementation won a Reproducibility Stamp because the reviewers could reproduce our results. 



7.4.5Intersecting 3D Triangular Meshes

Our final application of SoS is 3D-EPUG-Overlay, a fast, exact, parallel, memory-efficient algorithm for computing the intersection between two large 3D triangular meshes with geometric degeneracies [de Magalhães et al. 2017, 2020, Franklin et al. 2017, de Matos Menezes et al. 2022a, 2022b] (Figure 7.8). Handling degeneracies correctly is important because some other programs use heuristics with a user-supplied tolerance, and so sometimes fail. 



[image: Figure containing two tetrahedra with some points underneath them. Vertical rays are cast from these points.] 

Figure 7.6Ray casting through a 3D mesh, showing infinitesimal perturbations.




[image: Plot with x axis showing the number of triangles in some meshes and the y axis showing the running time.] 

Figure 7.7Point location preprocessing and query times on large 3D datasets compared to Relative Closest Triangle (RCT).




[image: Figure showing the union of two 3D objects.] 

Figure 7.8Two polyhedra being intersected.


 Applications include CAD/CAM, CFD, GIS, and additive manufacturing. 3D-EPUG-Overlay combines five separate techniques: multiple precision rational numbers to eliminate roundoff errors during the computations; SoS to properly handle geometric degeneracies; simple data representations and only local topological information to simplify the correct processing of the data and make the algorithm more parallelizable; a uniform grid to efficiently index the data, and accelerate testing pairs of triangles for intersection or locating points in the mesh; and parallel programming to exploit current hardware. To simplify the symbolic perturbation, the algorithm employs only orientation predicates. 

 There is a challenge in the mesh intersection problem: the predicates will not only have to handle input vertices (with real or rational coordinates) but also vertices generated from intersections. Since the coordinates of a vertex generated from an intersection are a function of five input points (two points defining an edge of one mesh and three points defining a triangle of the other mesh) and these points are perturbed, then the orientation has to be modified to handle these points. The 3D orientation will only be computed using, as arguments, three input vertices and another vertex that may either be an input vertex or a vertex from the intersection. Thus, at least two versions of the 3D orientation had to be implemented. 

 We successfully stress-tested 3D-EPUG-Overlay by overlaying a polyhedron with translated or rotated versions of itself, in addition to overlaying pairs of different objects with up to 8M triangles. 

 




7.5Summary and Acknowledgments

Simulation of Simplicity, adding infinitesimals of different orders from a non-Archimedean ordered field to geometric coordinates, is a powerful technique to remove geometric degeneracies. The infinitesimals are used to modify the program, which executes using the usual arithmetic. The modified program often has the same length, or only a slightly greater length, and has the same or only an insignificantly greater execution time. The main limitation is that computations must be exact; SoS relies on exact equality tests. The cost of this technique resides in the required analysis of the algorithm that this is being applied to. 

 Our code, albeit only research-quality, is generally freely available for nonprofit research and education. We believe in our results and welcome stress tests and comparisons. 

 This research was partially supported by FAPEMIG, CAPES (Ciencia sem Fronteiras, grant 9085/13-0), CNPq, and a gift from Dr Wenli Li. 





1.The notations for equality and assignment are not standardized. We will use  = for the equality predicate and  ← for assignment.
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CHAPTER 8

Probabilistic Counting in Uncertain Spatial Databases Using Generating Functions

Andreas Züfle 


8.1Introduction

Our ability to unearth valuable knowledge from large sets of spatial data is often impaired by the uncertainty of the data, which geography has named the “the Achilles heel of GIS” [Goodchild 1998]. The uncertainty is caused by several reasons: (1) imprecision caused by physical limitations of sensing devices and connection errors; (2) data records may be obsolete; (3) data can be obtained from unreliable sources, such as volunteered geographic information; and (4) data may be deliberately obfuscated to preserve the privacy of users. These issues introduce the notion of uncertainty in the context of spatiotemporal data management. Many algorithms have been proposed in the last decade to handle different spatial query predicates (such as distance range,  kNN, and distance ranking) described in various tutorials [Renz et al. 2010, Cheng et al. 2014, Züfle et al. 2017, 2020] and surveys [Aggarwal and Philip 2009, Züfle 2021]. Many query predicates require counting the number of uncertain objects that satisfy a given query predicate, such as being located in a query region or being closer to a query object than another object. Computing the probability mass function of such a count requires computing for each integer  n the probability of having exactly  n objects satisfy the query predicate. A commonly used technique that allows many of these algorithms to run efficiently leverages the technique of generating functions to efficiently aggregate an exponential number of possible worlds in polynomial time. This technique is described, along with examples and implementation, in this spatial gem. 

 An example of an uncertain (toy) database shown in Figure 8.1 has six uncertain objects  {A,B,C,D,E,F}. Rather than having a single unique (crisp) location, an object in an uncertain database may have multiple alternatives, each associated with a corresponding probability of being the true location. For example, object  B has five possible locations and object  D has four possible locations. There exist multiple models for uncertain data, either describing uncertain objects by discrete (and finite) sets of alternatives or by describing uncertain objects by continuous distributions of (uncountably infinite) possible locations [Züfle 2021]. The most prominent systems for uncertain relational data management are MayBMS [Antova et al. 2008], MystiQ [Boulos et al. 2005], Trio [Agrawal et al. 2006], and BayesStore [Wang et al. 2008], which allow efficiently answering traditional queries that select subsets of data based on predicates or join different datasets based on conditions. While these existing systems efficiently support simple projection–selection–join queries, they offer no support for complex queries and data mining tasks. A likely reason for this gap is the theoretic result of Dalvi and Suciu [2007] that shows that the general problem of query processing in uncertain databases is #P-hard in the number of database objects. 

 While this result implies that general query processing on uncertain data is hard, it does not rule out the possibility of efficient solutions for specific query types. And in fact, many important classes of spatial queries have efficient (polynomial time) solutions including range count queries [Follmann et al. 2011], nearest neighbor queries [Cheng et al. 2004, 2008; Iijima and Ishikawa 2009], k-nearest neighbor queries [Ljosa and Singh 2007, Beskales et al. 2008, Cheng et al. 2009] and, (similarity-) ranking queries [Hua et al. 2008, Yi et al. 2008, Cormode et al. 2009, Li et al. 2009, Soliman and Ilyas 2009, Li and Deshpande 2010]. 



[image: An example of an epsilon-range query with uncertain data. A query point is shown with a circular range. Six uncertain objects are shown having spatially extended ellipsoid uncertainty regions. The objects are called A, B, C, D, E, and F. Object A is contained completely in the range around the query. Objects B, C, and D overlap the query circle and are partially inside. Object B has a probability of 0.3 to be inside the range object C has a probability of 0.2 to be in the range, and object D has a probability of 0.9 to be in the range. Objects E and F are completely outside the query circle.] 

Figure 8.1Example of an uncertain  𝜖-range query. Object  A is a true hit; objects  B,  C, and  D are possible hits.


 All these classes of spatial queries have in common is that they count the number of spatial objects that fall within a region. A range count query directly returns the distribution of the number of objects within a specified query region. To decide if an object  A is a  kNN of a query object  Q, a  kNN query computes the probability that less than  k objects are closer to  Q than  A, thus counting a number of objects within a distance of less than the distance between  Q and  A; and for a distance ranking query, the probability that an object  A has the  k-th nearest objects of  Q is the probability that exactly  k − 1 objects (other than  A) have a distance to  Q less than the distance between  Q and  A. 


  Example 8.1 As an example of counting the number of uncertain objects within a region, reconsider Figure 8.1, and assume a query that counts the number of uncertain objects within a distance of  𝜖 from a query object  q. We first note that this query answer is a random variable, which depends on the locations of the uncertain objects (which are random variables, too). We observe that objects  E and  F are guaranteed to be outside the range, such that we can prune them from our computation. We also note that object  A is guaranteed to be in the range, allowing us to increment the query result by one without having to further consider this object. For objects  B,  C, and  D, the events of being located inside the query range are random variables with probabilities of  0.3,  0.2, and  0.9, respectively. Thus, the result of this query is a random variable having a sample space of  {1,2,3,4}, and mapping each of these possible results to their probability. For example, the probability of having exactly one object in the range is  0.7 ⋅ 0.8 ⋅ 0.1 = 0.056. For the probability that exactly two objects are inside the range, we can add the probabilities on the three possible worlds where exactly one object out of  {B,C,D} is inside the range. 



 In the general case of computing the probability that exactly  k out of  n uncertain objects are inside the query range, we need to aggregate the probabilities of  (n k)  combinations of objects to be inside the query range. Straightforward approaches require to enumerate all the  (n k)  possible worlds the number of which is in  O(nk). 

 Yet, for this problem of counting the (distribution of the) number of uncertain objects within a query range two efficient solutions based on (1) the Poisson–binomial recurrence [Hua et al. 2008, Yi et al. 2008, Bernecker et al. 2010] and (2) based on generating functions [Li et al. 2009] have been proposed independently in the literature. These solutions allow aggregating the probabilities of an exponential number of possible combinations of objects in polynomial time, allowing us to answer many important spatial query types efficiently. This spatial gem describes how the generating function technique, which was first presented in the context of distance ranking by Li, Saha, and Deshpande in the best paper of VLDB 2009 [Li et al. 2009], can be used to efficiently answer spatial queries on uncertain data. 



8.2Generating Functions for Probabilistic Counting

Let  X = {X1,...,XN} denote the set of objects having a nonzero probability of being located in the query region, and let  pi denote the probability of object  Xi to be located inside the query region. We can model each  Xi⊧B(pi) as a Bernoulli distributed random variable that has a probability of  pi being  1 and a probability of  (1 − pi) being  0. With this model, the count of objects inside the query region is the sum  ∑ ⁡ i=1NB(pi). We note that since the probabilities  pi are not identical, this random variable does not follow a binomial distribution but is instead known as a Poisson–binomial distribution having parameters  {p1,...,pN} [Hua et al. 2008]. Our goal is to evaluate this random variable  ∑ ⁡ i=1NB(pi) efficiently, that is, for each  0 ≤ k ≤ N we want to derive the probability  P(∑ ⁡ i=1NB(pi) = k). 

 For this purpose, represent each random variable  Xi by a polynomial  poly(Xi) = pi ⋅ x + (1 − pi). Consider the generating function 

	  FN = ∏ i=1Npoly(X i) = ∑ i=0Nc ixi. 
	(8.1)


 The coefficient  ci of  xi in the expansion of  FN equals the probability  P(∑ ⁡ n=1NXn = i) [Li et al. 2009]. For example, the monomial  0.25 ⋅ x4 implies that with a probability of  0.25 the sum of all Bernoulli random variables equals four. 

 The expansion of  N polynomials each containing two monomials leads to a total of  2N monomials, one monomial for each sequence of successful and unsuccessful Bernoulli trials, that is, one monomial for each possible world. To reduce this complexity, an iterative computation of  FN can be used by exploiting that 

	  Fk = Fk−1 ⋅ poly(X k). 
	(8.2)


 This rewriting of Equation (8.1) allows inductively computing  Fk from  Fk−1. The induction is started by computing the polynomial  F0, which is the empty product that equals  1, the neutral element of multiplication, that is,  F0 = 1. To understand the semantics of this polynomial, the polynomial  F0 = 1 can be rewritten as  F0 = 1 ⋅ x0, which we can interpret as the following tautology: “with a probability of one, the sum of all zero Bernoulli trials equals zero.” After each iteration, we can unify monomials having the same exponent, leading to a total of at most  k + 1 monomials after each iteration. This unification step allows the removal of the combinatorial aspect of the problem since any monomial  xi corresponds to a class of equivalent worlds, such that this class contains only and all of the worlds where the sum  ∑ ⁡ k=1NXk = 1. In each iteration, the number of these classes is at most  k, and the probability of each class is given by the coefficient of  xi. 


  Example 8.2 As an example, consider again the running example of Figure 8.1. For each object, we first obtain the probability of being located inside the query region (which can be done in linear time using a range query and aggregating the probabilities of instances inside the query region). For the six objects  A,  B,  C,  D,  E, and  F, we obtain probabilities of being inside the query region of  1.0,  p1 := 0.3,  p2 := 0.2,  p3 := 0.9,  0, and  0, respectively. We can safely prune objects  E and  F since they cannot affect the query result. We can also prune object  A by increasing the result by  1 since we know  A must be inside the query range. Given the probabilities  p1 = 0.3,  p2 = 0.2, and  p3 = 0.9, we obtain the three generating polynomials  poly(X1) = (0.3x + 0.7),  poly(X2) = (0.2x + 0.8), and  poly(X3) = (0.9x + 0.1). We trivially obtain  F0 = 1. Using Equation (8.2), we get 

	   F1 = F0 ⋅ poly(X 1) = 1 ⋅ (0.3x + 0.7) = 0.3x + 0.7. 


 Semantically, this polynomial implies that out of the first one Bernoulli trials, the probability of having a sum of one is  0.3 (according to monomial  0.3x = 0.3x1), and the probability of having a sum of zero is  0.7 (according to monomial  0.7 = 0.7x0. Next, we compute  F2, again using Equation (8.2): 

	   F2 = F1 ⋅ poly(X 2) = (0.3x1 + 0.70) ⋅ (0.2x1 + 0.8x0) = 


	  0.06x1x1 + 0.24x1x0 + 0.14x0x1 + 0.56x0x0. 


 In this expansion, the monomials have deliberately not been unified to give an intuition of how the generating function technique is able to identify and unify equivalent worlds. In the above expansion, there is one monomial for each possible world. For example, the monomial  0.14x0x1 represents the world where the first trial was unsuccessful (represented by the  0 in the first exponent) and the second trial was successful (represented by the  1 in the second exponent). The above notation allows the identification of the sequence of successful and unsuccessful Bernoulli trials, clearly leading to a total of  2k possible worlds for  Fk. However, we know that we only need to compute the total number of successful trials; we do not need to know the sequence of successful trials. Thus, we may treat worlds that have the same number of successful Bernoulli trials equivalently to avoid the enumeration of an exponential number of sequences. This is done implicitly by polynomial multiplication, exploiting that 

	  0.06x1x1 +0.24x1x0 +0.14x0x1 +0.56x0x0 = 0.06x2 +0.24x1 +0.14x1 +0.56x0. 


 This representation no longer allows us to distinguish the sequence of successful Bernoulli trials. This loss of information is beneficial as it allows the unification of possible worlds having the same sum of Bernoulli trials 

	  0.06x2 + 0.24x1 + 0.14x1 + 0.56x0 = 0.06x2 + 0.38x1 + 0.56x0. 


 The remaining monomials represent an equivalence class of possible worlds. For example, monomial  0.38x1 represents all worlds having a total of one successful Bernoulli trial out of the first two trials. This is evident since the coefficient of this monomial was derived from the sum of both worlds having a total of one successful Bernoulli trial. In the next iteration, we compute: 

	   F3 = F2 ⋅ poly(X 3) = (0.06x2 + 0.38x1 + 0.56x0) ⋅ (0.9x + 0.1) 


	  = 0.054x2x1 + 0.006x2x0 + 0.342x1x1 + 0.038x1x0 + 0.504x0x1 + 0.056x0x0. 


 This polynomial represents the three classes of possible worlds in  F2 combined with the two possible results of the third Bernoulli trial, yielding a total of  32. monomials. Unification yields 

	  0.054x2x1 + 0.006x2x0 + 0.342x1x1 + 0.038x1x0 + 0.504x0x1 + 0.056x0x0 = 


	  0.054x3 + 0.348x2 + 0.542x1 + 0.056x0. 


 This polynomial describes the PDF of  ∑ ⁡ i=13Xi (having  X1 = B,X2 = C,X3 = D) since each monomial  cixi implies that the probability, that out of all three Bernoulli trials the total number of successful events equals  i, is  ci. Thus, we get  P(∑ ⁡ i=13Xi = 0) = 0.0056,  P(∑ ⁡ i=13Xi = 1) = 0.542,  P(∑ ⁡ i=13Xi = 2) = 0.348, and  P(∑ ⁡ i=13Xi = 3) = 0.054. 



 

 



8.3Complexity Analysis

The generating function technique requires a total of  N iterations (as in the worst case all uncertain objects have a nonzero non-one probability of being in the query region). In each iteration  1 ≤ k ≤ N, a polynomial of degree  k − 1, and thus of maximum length  k, is multiplied with a polynomial of degree  1, thus having a length of  2. This requires computing a total of  (k + 1) ⋅ 2 monomials in each iteration, each requiring a scalar multiplication. This leads to a total time complexity of  ∑ ⁡ i=1N2k + 2 ∈ O(N2) for the polynomial expansions. Unification of a polynomial of length  k can be done in  O(k) time, exploiting that the polynomials are sorted by the exponent after expansion. Unification at each iteration leads to a  O(n2) complexity for the unification step. This results in a total complexity of  O(n2), similar to the Poisson–binomial recurrence approach. 

 Many spatial query predicates do not require computing the full probability mass of the distribution of the number of objects within the query range but only require the probability of having less or equal than a specified parameter  K of objects in the query range. For example, to find the probability that an object is among the  K-nearest neighbors of a query object, it is sufficient to compute the probability that at most  K − 1 objects are closer (within a shorter range). In this case, all monomials having an exponent greater or equal to  K can be pruned from the computation. In this case, the length of the expanded polynomial in each iteration is bounded by  K, thus yielding a run-time complexity of  O(k ⋅ n). This efficient computation can also be leveraged for the case of distance ranking, where the challenge is to find the probability that exactly  K − 1 other objects are closer to a query object for an object to be exactly the  K-th nearest neighbor (i.e., having a distance rank of  K). This task requires only finding the coefficient  cK−1 of the expanded monomial  cK−1xK−1 having an exponent of  K − 1. Since in each iteration of multiplying and expanding monomials the coefficient  cK−1 only depends on the coefficients  cK−2 and  cK−1 of previous iterations, we may also discard monomials with an exponent of  K or greater to answer distance ranking queries. 

 To summarize, using generating functions we can compute the distribution of the number of objects within a query range in  O(n2), where  n is the number of database objects. In cases such as  KNN or distance ranking queries where we only need to know the probability of having at most or exactly  K objects within the query range, we can reduce this complexity to  O(K ⋅ n) by truncating intermediate polynomials. 

 



8.4Implementation

A Python implementation can be found in the following GitHub repository https://github.com/azufle/generating_functions. This implementation, both as a Jupyter notebook and a classic .py script, defines a function that efficiently computes the probability mass function of a probabilistic count given a list of probabilities. Additional documentation can be found in the repository. 

 



8.5Variants, Extensions, and Improvements

This section surveys a variety of extensions and improvements of the classic generating functions. 

 


8.5.1Acceleration Using Discrete Fourier Transform

An advantage of the generating function approach is that this naive polynomial multiplication can be accelerated using Discrete Fourier Transform (DFT). This technique allows the reduction of the total complexity of computing the sum of  N Bernoulli random variables to  O(Nlog2N) [Li et al. 2011]. This acceleration is achieved by exploiting that DFT allows expanding two polynomials of size  k in  O(klogk) time. Equi-sized polynomials are obtained in the approach of Li et al. [2011] by using a divide and conquer approach that iteratively divides the set of  N Bernoulli trials into two equi-sized sets. Their recursive algorithm then combines these results by performing a polynomial multiplication of the generating polynomials of each set. More details of this algorithm can be found in Li et al. [2011]. 

 



8.5.2Extension to Uncertain Counts

In many applications, a probabilistic event may not only have two possible outcomes (Yes/No, Success/Failure), but may have a third outcome that represents an unknown/undecided/uncertain state. For example, given incomplete trajectories of objects and their resulting uncertainty regions at a time (for example, described by a bounding box of possible locations), there may be possible worlds where (1) an object is within the query region, (2) an object is outside the query region, and (3) containment of the object within the query region cannot be decided due to uncertainty. 

 For such cases, the addition of an unknown state has been proposed to be represented by generating function in Bernecker et al. [2011]. For each object  Xi ∈X = {X1,...,XN} having a probability of  pi to satisfy the query condition (such as being located within the query region), a probability of  p¯i to not satisfy the query condition and a probability of  1 − pi −p¯i being in an unknown state, we can consider the generating function: 

	   FN = ∏ i=1Np i ⋅ x + (1 − pi −p¯i) ⋅ y + p¯i. 


 Intuitively, the anonymous variable  x denotes an event of satisfying the query condition, and the anonymous variable  y denotes the event of an undecided satisfaction of the query condition. In the expanded polynomial, a monomial such as  ci,jxiyj corresponds to a possible world having a probability of  ci,j having  i objects guaranteed to satisfy the query condition and  j additional objects possibly satisfying the query condition. For example, a monomial  0.13x3y2 corresponds to a possible world having a probability of  0.13 and having at least  3 but no more than  3 + 2 = 5 objects satisfy the query predicate. 

 



8.5.3Dynamic Polynomials

In many applications, the probability of an object being inside a query range may change dynamically. For example, mobile objects may send update location information to change their uncertainty region. In this case, the probability distribution of the number of objects inside a query range changes as well. To update the probability distribution, we may recompute from scratch, using all objects having nonzero probability of being inside the query range. However, such an approach may be inefficient when there is a large number of such objects having frequent updates. To update the probability distribution of a probabilistic count, we can use polynomial division as described in Hubig et al. [2012]. Thus, having a database  X = {X1,...,XN} of objects each with a probability of  pi to be inside the query and given the polynomial  FN that describes the probability distribution of the number of objects inside the query range, assume that an object  Xj changes its probability from  pj to  pj′. We can update the  FN by removing the old effect of the old probability  pi through polynomial division of polynomial  poly(Xj) = pi ⋅ x + 1 − pi and by including the effect of the new probability through multiplication with polynomial  poly(Xj′) = pi′⋅ x + 1 − pi′. Combining both steps, we obtain the updated polynomial  F′N: 

	   F′N = FNpoly(Xj′) poly(Xj) = FNpi′⋅ x + 1 − p i′ pi ⋅ x + 1 − pi . 
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CHAPTER 9

Statistics for All Walks on a Lattice Graph

John Krumm


9.1Introduction

There is value in hypothesizing where a moving entity goes between measurements. We imagine an entity moving through a grid of  1 × 1 squares, as shown in Figure 9.1. For any pair of temporally adjacent measurements, we know the corresponding pair of cells and the time it took to go from one to the other. We can hypothesize about the cells that were visited in between. This paper shows how to compute statistics on the in-between cells, assuming the moving entity could take any route on the grid. The statistics show the probability of visiting any cell and the distribution of dwell times in each reachable cell. For geospatial data, these statistics can be used to compute the probability that the moving entity visited a certain location between measurements and the probability distribution of the duration of the visit. This approach has been used for probabilistically interpolating location between measurements in Krumm [2022]. 

 A convenient way to describe movement through the grid is with a lattice graph. A lattice graph is a graph  G = (V,E) whose vertices  V  are centered on cells in a grid that tile a part of 2D space, an example of which is shown in Figure 9.1. Since the cells and vertices are inexorably paired, we will use the terms interchangeably. The vertices are denoted as  vi ∈ V , and the edges are  ej,k ∈ E, where  ej,k is an undirected edge connecting vertices  vj and  vk. In Figure 9.1 and the remainder of the chapter, we assume each cell is connected to its 4-connected neighbors, although we could assume 8-connected neighbors as well. 

 Informally, a trajectory on a lattice graph is a sequence of connected vertices and their connecting edges, that is,  v0e0,1v1e1,2v2...eT−1,TvT. Omitting the edges as implicit, the trajectory is denoted as  v0v1v2...vT, with the start at  v0, the end at  vT, and positive integer length (or duration)  T ∈ ℤ+ indicating the number of edges traversed. We will refer to  T as the duration of the trajectory, assuming that the moving entity traverses one edge at every time unit, including possibly the self-loop. 



[image: A 5 × 5 grid of squares. The center of each square has a line at the center of its neighboring squares. There is also a loop connecting each center back to itself.] 

Figure 9.1A lattice graph is superimposed on a square grid. Each vertex is shown as a black dot with edges to itself and its 4-connected neighbors.


 In precisely defining trajectories on a graph, we can designate them as paths or walks [Diestel 2017]. A path consists of a sequence of vertices that are all distinct. Thus it does not cross itself. A walk is more general in that the vertices do not have to be distinct, thus it can cross itself. Because our lattice graph has loop edges on each vertex, the walk can also have an arbitrary number of adjacent, repeated vertices, representing an arbitrary length stay at a vertex. 

 Because we are looking at trajectories in a spatiotemporal context, such as people traveling around, we introduce time to our walks. Specifically, each walk traverses an edge at every  ΔT = 1 time interval. Thus, a walk of duration  T consists of  T + 1 vertices, some possibly repeated. We imagine the traversals are instantaneous, with the moving entity spending  ΔT = 1 at the new vertex before its next transition. The exception is that the time spent at the first and last vertex is 0.5, which makes it convenient to splice walks together with time spent at interior vertices still 1 and a total duration of  T. 

 Without loss of generality, we assume each walk begins at the vertex at  (x,y) = (0,0) and time  t = 0. Recall that with grid cells of size  1 × 1, the coordinates of each cell are  (x,y) ∈ (ℤ, ℤ) on an infinite grid. The last cell/vertex in the walk is at  (x,y) = (X,Y ). Discretized trajectory data normally gives the starting and ending cells as well as the elapsed time  T. Thus we are interested in statistics (e.g., probability of visiting a cell and its dwell time distribution) of all the possible walks from  (x,y,t) = (0,0,0) to  (x,y,t) = (X,Y,T), where  t represents discretized time in units of 1. 



9.2Computing All Walks

The set of all possible walks from  (x,y,t) = (0,0,0) to  (x,y,t) = (X,Y,T) is denoted as  WX,Y,T. We want to know statistics about this set of walks, specifically the probability of visiting a given cell and the distribution of dwell times in each cell. There appears to be no closed form formulae for these statistics, nor even a closed form giving the number of walks  |WX,Y,T|. Perhaps the closest solutions are for lattice paths that are more restrictive about the motion from cell to cell and disallow certain regions of the grid [Wikipedia contributors 2022a]. A Mathematics Stack Exchange question by user DenDenDo suggests using convolutions or adjacency matrices as alternate approaches, but the discussion is not conclusive [Aggarwal 2016]. There is also a continuous approach called “path integral formulation” based on quantum mechanics that may apply [Wikipedia contributors 2022b]. 

 Given the lack of formulae, we resort to computation. We start with an explicit computation of all walks of a given duration  T starting at  (x,y,t) = (0,0,0). For example, if  T = 2, we imagine the grid in Figure 9.2(a) and its associated 4-connected lattice graph. We denote this set of walks of duration  T as  WT. From each vertex on the grid, an entity can move along five different edges, which are the 4-connected neighbors and the self-loop. Thus, for a walk of duration  T, which always traverses  T edges, the number of distinct walks is  |WT| = 5T. If we allowed 8-connected neighbors, the number would be  9T. 

 For a given  T, we do not need an infinite grid. It is adequate to use a grid of size  (2T + 1) × (2T + 1) because the moving entity will only traverse  T edges. For example, if  T = 2, the grid in Figure 9.2(a) is adequate. 

 Our approach is to compute all the walks  WT for a given  T and then group by the terminal vertices  (X,Y ) of each walk in  WT to get the sets  WX,Y,T. In order to compute  WT (all the walks of length  T), we first compute  NT, which is the set of base-5 integers from 0 to  5T − 1, as shown in Table 9.1 for  T = 2. Each of these  5T integers will be converted into a distinct walk. The first column in Table 9.1 shows the  52 two-digit integers from 0 to 44 in base five. For the walk represented by each row, the two  (Δx,Δy) moves come from looking up the move corresponding to each of the two digits. Since each walk begins at  (0,0), the location of the terminal vertex is the vector sum of the two moves. The digit-to-move lookup is given in Table 9.2. 



[image: (a) Shows the (x,y) coordinates of each square in a 5 × 5 grid. (b) Shows a number associated with each square in the grid, from 0 to 24.] 

Figure 9.2(a) Coordinates. (b) Vertex indices. These are the vertices of the lattice grid for  T = 2.


 For a given  T, we first build a table in a database of the  5T base 5 numbers, one number for each row, where each row represents a distinct walk on the lattice graph. We chose to explicitly build this table to take advantage of the database-like architecture of our available computing cluster. The table of digits for  T = 1 is  D1 = {0,1,2,3,4}. The digits for  T = 2 are  D2 = D1 × D1, where  × denotes the Cartesian product. Thus  D2 = {00,01,02,...42,43,44}, which is shown in the first column of Table 9.1. In general,  DT = D1 × DT−1. In a database, the Cartesian product is often implemented as a cross join between two tables. 

 From the digits tables, we compute vertex tables representing the visited vertices on each walk. There is one vertex table for each  T, and each row of each vertex table represents one distinct walk on the lattice graph. Instead of storing the vertex coordinates, for example,  (1,−1), we store an integer index for each visited vertex. For a given  T, we have a lattice graph with dimensions  (2T + 1) × (2T + 1), with the origin  (0,0) represented as the center vertex. Figure 9.2(a) gives an example for  T = 2. The vertices are numbered in row-major order, starting with  0 in the lower left. The index of the center vertex is  2T(T + 1). Figure 9.2(b) shows the vertex indices for  T = 2. A lattice graph of this size covers every possible vertex that can be visited with  T moves. These vertex indices are used purely for internal computations as an efficient way to represent the vertices. In the end, we convert from the indices back into  (x,y) coordinates for reporting statistics. Table 9.2 shows how to quickly compute the vertex indices of a vertex’s 4-connected neighbors. That is, for any vertex index, we can compute the indices of its 4-connected neighbors by simply adding the amount given in the last column of Table 9.2. 

Table 9.1Each row shows one of the 25 possible walks for  T = 2. In each row, the two base-5 digits are used to look up the five possible moves for the first and second move  (Δx,Δy), with the digit-to-move lookup table in Table 9.2



	 Base-5 Digits 
	 First  (Δx,Δy) 
	 Second  (Δx,Δy) 
	 First Vertex 
	 Second Vertex 
	 Third (Terminal) Vertex 
	 Walk Count with this Terminal Vertex



	 00 
	 (0,0) 
	 (0,0) 
	 (0,0) 
	 (0,0) 
	 (0,0) 
	 5 



	 01 
	 (0,0) 
	 (0,1) 
	 (0,0) 
	 (0,0) 
	 (0,1) 
	 2 



	 02 
	 (0,0) 
	 (0, −1)  
	 (0,0) 
	 (0,0) 
	 (0, −1)  
	 2 



	 03 
	 (0,0) 
	 (1,0) 
	 (0,0) 
	 (0,0) 
	 (1,0) 
	 2 



	 04 
	 (0,0) 
	 ( −1,0)  
	 (0,0) 
	 (0,0) 
	 ( −1,0)  
	 2 



	 10 
	 (0,1) 
	 (0,0) 
	 (0,0) 
	 (0,1) 
	 (0,1) 
	 2 



	 11 
	 (0,1) 
	 (0,1) 
	 (0,0) 
	 (0,1) 
	 (0,2) 
	 1 



	 12 
	 (0,1) 
	 (0, −1)  
	 (0,0) 
	 (0,1) 
	 (0,0) 
	 5 



	 13 
	 (0,1) 
	 (1,0) 
	 (0,0) 
	 (0,1) 
	 (1,1) 
	 2 



	 14 
	 (0,1) 
	 ( −1,0)  
	 (0,0) 
	 (0,1) 
	 ( −1,1)  
	 2 



	 20 
	 (0, −1)  
	 (0,0) 
	 (0,0) 
	 (0, −1)  
	 (0, −1)  
	 2 



	 21 
	 (0, −1)  
	 (0,1) 
	 (0,0) 
	 (0, −1)  
	 (0,0) 
	 5 



	 22 
	 (0, −1)  
	 (0, −1)  
	 (0,0) 
	 (0, −1)  
	 (0, −2)  
	 1 



	 23 
	 (0, −1)  
	 (1,0) 
	 (0,0) 
	 (0, −1)  
	 (1, −1)  
	 2 



	 24 
	 (0, −1)  
	 ( −1,0)  
	 (0,0) 
	 (0, −1)  
	 ( −1, −1)  
	 2 



	 30 
	 (1,0) 
	 (0,0) 
	 (0,0) 
	 (1,0) 
	 (1,0) 
	 2 



	 31 
	 (1,0) 
	 (0,1) 
	 (0,0) 
	 (1,0) 
	 (1,1) 
	 2 



	 32 
	 (1,0) 
	 (0, −1)  
	 (0,0) 
	 (1,0) 
	 (1, −1)  
	 2 



	 33 
	 (1,0) 
	 (1,0) 
	 (0,0) 
	 (1,0) 
	 (2,0) 
	 1 



	 34 
	 (1,0) 
	 ( −1,0)  
	 (0,0) 
	 (1,0) 
	 (0,0) 
	 5 



	 40 
	 ( −1,0)  
	 (0,0) 
	 (0,0) 
	 ( −1,0)  
	 ( −1,0)  
	 2 



	 41 
	 ( −1,0)  
	 (0,1) 
	 (0,0) 
	 ( −1,0)  
	 ( −1,1)  
	 2 



	 42 
	 ( −1,0)  
	 (0, −1)  
	 (0,0) 
	 ( −1,0)  
	 ( −1, −1)  
	 2 



	 43 
	 ( −1,0)  
	 (1,0) 
	 (0,0) 
	 ( −1,0)  
	 (0,0) 
	 5 



	 44 
	 ( −1,0)  
	 ( −1,0)  
	 (0,0) 
	 ( −1,0)  
	 ( −2,0)  
	 1 




 We are ultimately interested in visit statistics given knowledge of the start point (always  (0,0)), end point, and elapsed time  T. Thus, we group each vertex table by its terminal vertex and compute statistics on each group. 

Table 9.2Lookup table from a base-5 digit to a relative move on the four-connected lattice graph



	 Base-5 Digit 
	 Direction 
	  Δx 
	  Δy 
	  Δ Vertex Index 



	 0 
	 no move 
	 0 
	 0 
	 0 


	 1 
	 north 
	 0 
	 1 
	  2T + 1



	 2 
	 south 
	 0 
	  −1 
	  − (2T + 1) 



	 3 
	 east 
	 1 
	 0 
	 1 



	 4 
	 west 
	  −1 
	 0 
	  −1 




 Before detailing the statistics, we comment on the size of the digit tables and vertex tables above. For a given  T, both tables have  5T rows, one row for each walk, which grows quickly with  T. We were able to compute these tables up to  T = 15 before encountering storage and computation constraints. In our computation, the tables for  T ∈ [1,15] took over 800 terabytes to store, which is why we only share the statistics, not the actual walks. It is interesting to compare the size of the tables for  T = T  to the accumulated size of the tables for  T = 1...T − 1. For a finite geometric series, when  b≠1, we have 


	  ∑ i=0n−1bi = bn − 1 b − 1 . 


 Thus the accumulated number of walks for  T = 1...T − 1 is, for  b = 5, 


	  N(T − 1) = ∑ T=1T −15T 
	(9.1)




	  = 5T  − 1 5 − 1 − 1 
	(9.2)




	  = 1 4(5T  − 5) 
	(9.3)


 The ratio of the number of rows for  T  (i.e.,  5T ) to the accumulated rows for  T = 1...T − 1 is then 



	  αT  = 5T  N(T − 1) 
	(9.4)




	  = 4 ⋅ 5T  5T  − 5 
	(9.5)




	  ≈ 4 
	(9.6)


where the approximation comes from saying  5T  − 5 ≈ 5T , which becomes more accurate with larger  T . As an example,  α10  = 4.000002048. The conclusion is that the number of walks for  T is about four times the number of accumulated walks for all smaller values of  T. Thus, moving to the next larger value of  T can represent a significant increase (about four times) in memory and computation. 

 Because the computational burden grows quickly with  T, small efficiencies are quickly overwhelmed. For instance, there are clearly spatial symmetries to exploit in the statistics, leading to a possible four or eight times computational savings. However,  T + 1 has five times the number of walks of  T and four times the number of walks of all the previous  T values, as shown above. Thus,  O(1) speedups are minimally helpful. Meaningful increases in computational efficiency constitute an interesting research problem. 



9.3Statistics

The vertex tables give the list of vertices visited for each distinct walk, and these are grouped by their terminal vertices to compute  WX,Y,T, where  (X,Y ) is the endpoint and  T is the walk’s duration. The walks themselves are less useful than statistics from the walks. From the constituent walks in  WX,Y,T, we compute two sets of probabilities. One is the visit probability for each vertex, that is, 



	  P(v|WX,Y,T) = |WX,Y,T|v |WX,Y,T| . 
	(9.7)


This is the probability of visiting vertex  v if the entity went on a walk from the vertex at  (0,0) to the vertex at  (X,Y ) in time  T. The probability is computed in a straightforward way. The numerator  |WX,Y,T|v is the number of walks that pass through vertex  v. The denominator  |WX,Y,T| is the total number of walks in  WX,Y,T. The implicit assumption is that each walk in  WX,Y,T has equal probability. An interesting extension to this work would be to adjust the probabilities of the individual walks to reflect more realistic behavior. For example, walks that cross themselves may be less probable than those that do not cross themselves, and more direct walks from  X to  Y  may be more probable than those that wander. 

 As an example, we show  P(v|WX,Y,T) in Figure 9.3(a). Note that the start and end vertices have a visit probability of 1.0 and that some walks wander outside the bounding box that contains the start and end vertices. 

 Another set of probabilities to compute from the raw walks concerns the dwell time in each vertex. Due to the lattice graph’s self-loops, a walk may dwell in a cell for multiple time steps. A walk can also revisit cells. Both these behaviors lead to varying dwell times among the visited cells. For dwell times, we can easily compute 



	  P(v,d|WX,Y,T) = |WX,Y,T|v,d |WX,Y,T| . 
	(9.8)




[image: (a) Shows a grid of cells, with each cell containing a number and the cells colored differently depending on the number, which represents the visit probability. (b) Shows the same grid, but this time the numbers represent the expected dwell times.] 

Figure 9.3(a) Visit probabilities. (b) Expected dwells given visit. Visit probabilities and expected dwell times given a visit for walks of length  T = 15 that start at the origin and end at  (7,4).


  

The probability  P(v,d|WX,Y,T) is the probability of visiting vertex  v and spending time  d there. The numerator  |WX,Y,T|v,d is the number of walks passing through vertex  v that spend time  d there. The denominator is the same as in Equation (9.7). 

 We can illustrate the dwell probabilities by computing expected dwell times given a visit to a vertex. We have 


	  P(v,d|WX,Y,T) = P(d|v,WX,Y,T)P(v|WX,Y,T). 


Here,  P(v|WX,Y,T) is just the visit probability computed in Equation (9.7). From the above equation, we have 


	  P(d|v,WX,Y,T) = P(v,d|WX,Y,T) P(v|WX,Y,T) . 


Then the expected dwell time in vertex  v, given a visit to vertex  v, is 


	  d¯|v,WX,Y,T = ∑ dd ⋅ P(d|v,WX,Y,T). 


A plot of these expected dwell times for the same walks as in Figure 9.3(a) is shown in Figure 9.3(b). Recall that we assume each walk spends a time of 0.5 at the first vertex at the beginning of the walk and 0.5 at the last vertex at the end of the walk. In Figure 9.3(b), the expected dwell times at the first and last vertices are both larger than 0.5 (actually 0.73) because some of the walks in  W7,4,15 loop through and/or stay for a while at the endpoints. 



[image: This is similar to Figure 9.3, but the grids are larger.] 

Figure 9.4(a) Visit probabilities. (b) Expected dwells given visit. Visit probabilities and expected dwell times given a visit for walks of length  T = 15 that start and end at the origin.


 These expected dwell times given a visit are mostly for illustration to demonstrate how to manipulate the probabilities and to show that the resulting dwell times are reasonable. However, if we knew that a certain vertex were visited (i.e., “given a visit”), then we would construct a set of walks that terminate at that given vertex instead of speculating based on the next known vertex. 

 Another illustration of visit probabilities and expected dwell times appears in Figure 9.4. All these walks start and end at the origin with  T = 15. This shows how the walks account for the possibility of moving away from what appears to be a static position. 

 Statistics for visits and dwells for  T ∈ [1,15] are available at https://github.com/jckrumm-microsoft/WalksOnLatticeGraph. 



9.4Summary

This paper shows how to compute all walks of a given duration on a lattice graph. This can be useful for speculating about how an entity has moved between location measurements. From the walks, we computed visit probabilities and dwell distributions for the vertices, sharing the results publicly. For longer walks, the computational burden becomes challenging, inviting research for more efficient approaches. 
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CHAPTER 10

Online Heatmap Generation with Both High and Low Weights

Yan Y. Liu∗ and Melissa R. Allen-Dumas 


10.1Introduction

Spatial heat map, referred to as heatmap hereafter, is a common visualization method in geographic information systems. Given a set of point observations, a map surface is rendered to visualize the relative density of these points on each surface grid cell. The color representation of the density measure and its distribution on the map surface help readers understand how the density pattern embedded in the point observations is clustered or varied spatially. There are a wide range of methods available [Mitchell and Minami 1999] for determining the density of surface grid cells from nearby sample points, from simple point overlay methods, spatial interpolation methods (e.g., inverse distance weighting, IDW), kernel density estimation (KDE), to sophisticated geostatistical methods such as kriging. 

 Heatmap is desirable for visualizing a large number of point observations that spatially overlap. Sparsely distributed observations can be visualized using clustering or other aggregation methods, instead. However, as the number of points increases, the computational cost increases, too. If computationally intensive interpolation algorithms are needed to provide statistically sound results (e.g., using kriging), a typical approach to online heatmap generation conducts costly interpolation computation at server side in cloud or using high-performance computing first. The interpolated map rasters are then rendered and published as an online image service (e.g., via the Open Geospatial Consortium Web Coverage Service and the Web Map Service). Users then load rendered map tiles into the map panel within a browser. This approach introduces long turnaround times that may be unacceptable for real-time online mapping. Most of the popular web mapping libraries, such as OpenLayers [2018] and LeafLet [2016, 2017], take a tradeoff and adopt simple but fast point overlay methods. 

 In this paper, a new heatmap algorithm, hilomap, is developed to apply an indirect point overlay method to efficiently process a large number of weighted points and highlight both low and high trends on a map grid, a limitation that exists in current online heatmap libraries. The paper is organized as follows. We introduce the heatmap generation problem formulation and focus on the discussion of point overlay methods used in rendering heatmap as a vector layer in web mapping. Two point overlay methods that are implemented in OpenLayers and Leaflet are described to illustrate how to develop heatmap as a vector layer based on HTML5 canvas, a raster-based graphics framework within a browser. Specifically, necessary interactions between geospatial data points, the map surface, and graphics rendering in HTML5 canvas are presented to illustrate how point weights are transformed to surface weights and how such weights influence the final color rendering of surface cells under spatial overlapping. We will then show the limitations of existing heatmap libraries in visualizing data with low and high extremes, on which trends toward both low and high extremes need to be highlighted. A new heatmap algorithm, called hilomap, is proposed to address this issue. A reference implementation in OpenLayers is then illustrated and evaluated. 

 



10.2Algorithms


10.2.1Problem Formulation

Given  k point observations  D = {(pi,wi)},  i = 1⋯k, where  pi is the point location and  wi is the point weight, a heatmap generation algorithm creates a map surface grid  GM with  m rows and  n columns, on which each grid cell/pixel is rendered with a color and an opacity that reflect the relative density derived from point weights. Figure 10.1 illustrates an example heatmap layer in OpenLayers v5.3.3 (Figure 10.1(b)) derived from a global earthquake observation dataset (Figure 10.1(a)). While the point dataset shows the location and the weight (i.e., magnitude) of individual earthquake events, the heatmap presents a spatial pattern on the projected global map surface by considering the spatial distribution of points and the influence of weights. 



[image: Figure 10.1 illustrates online heatmaps using an OpenLayers example data on global earthquakes. On the left, locations of earthquakes are plotted as points on a map. On the right, a heatmap generated from those points shows spatial patterns derived from both location and earthquake intensity.] 

Figure 10.1The 2012 global earthquake data and its heatmap, used in OpenLayers examples. (a) Data points. (b) Heatmap. (c) The color gradient, low  → high.


 To determine the value of each cell on the surface grid  GM, an interpolation method may need to consider all the data points (illustrated in Algorithm 10.1). The function  interpolate() computes a grid cell by scanning the entire point data. For example, IDW computes a cell as  cij = ∑ ⁡ (p,w)∈Dw∕distance(cij,p)  ∑ ⁡ (p,w)∈D1∕distance(cij,p) , such that it is inversely proportional to the distance between the cell and the points. The computational complexity of Algorithm 10.1 is  O(mnk), which is high. Sophisticated spatial statistical methods such as kriging is even more computationally costly as it builds a semivariogram on input points first before interpolating grid cells. 



10.2.2Point Overlay Methods

Web mapping libraries often employ point overlay methods, instead of IDW or kriging, to provide fast heatmap generation and acceptable user interaction performance requirements. As its name suggests, a point overlay method,  f : D → S, scans the points in  D one after another only once and creates a set of rendering shapes (often as circles)  S. Since this is a one-pass algorithm, it greatly accelerates heatmap generation. There are two types of point overlay methods: direct or indirect. A direct point overlay method directly draws the points in  D onto  GM, therefore,  |D| = |S|. An indirect point overlay method often assumes a heatmap grid  GH that is coarser than the map surface grid  GM. Each point falls into a cell on  GH. If a cell contains multiple points, an aggregation strategy is applied to select a representative point for the cell. The number of cells on  GH is often much smaller than the number of points in order to accelerate heatmap rendering. 

[image: image]

 HTML5 canvas provides two features that make it possible for point overlay methods to work. First, it provides vector shape drawing methods with customized geometry, coloring, and opacity style configuration. Second, if a pixel on the canvas grid is part of the intersection of multiple shapes, the color and the opacity of the pixel are accumulated from all shape drawings. In an HTML5 canvas implementation, a direct point overlay method achieves the effect of spatial overlapping of weights by controlling the cumulative rendering of  S. A single circle drawing is controlled by a parameter tuple <radius, blur, opacity> that can be configured by users. The radius parameter controls the range of spatial diffusion of a point. The blur parameter controls the final color smoothing from the circle center to the boundary of the circle by applying a Gaussian 2D blur operation. The opacity ranges from 0 (transparent) to 1 (opaque). Most point overlay methods leverage the opacity attribute to carry and accumulate point weights, which is critical for the final rendering of spatial overlapping. When circles do not overlap, the blur operation itself can show the effect of spatial weight decay in a single circle. Figure 10.2(a) shows two nonoverlapping circles with different weights. When blurred, as shown in Figure 10.2(b), since the weight within the circle is always nonnegative and the boundary has zero weight, the coloring transitions from high in the center to low on the boundary by following the color gradient in Figure 10.1(c). 



[image: Figure 10.2 shows four point overlay rendering effects from the combination of radius (4 and 9) and blur (on and off).] 

Figure 10.2Point overlay rendering. (a) radius=4, no blur. (b) radius=4, blurred. (c) radius=9, no blur. (d) radius=9, blurred.


 A direct point overlay rendering process has two steps. First, circles in  S are drawn onto  GM without color.  GM is an HTML5 canvas of the map panel, which is a 2D image buffer with each pixel defined by four channels: R (red), G (green), B (blue), and A (alpha, i.e., opacity). Each channel is one byte with value range 0–255. Drawing a circle without color only transforms a point’s weight to an opacity value on the A channel of each pixel covered by the circle. Drawings of other overlapping circles will add new opacity values, achieving weight summation. Second, the actual color rendering occurs. The rendered image data of  GM in the first step is fetched for each pixel’s alpha value, based on which the actual color is interpolated from a predefined color gradient and the pixel’s RGB value is assigned accordingly. In Figure 10.2(c), the cumulative effect on opacity in the overlapped area of the two circles renders a higher color than either of the points. The blur operation helps color blending similarly as in the nonoverlapping scenario, as shown in Figure 10.2(d). 

 Direct point overlay is widely supported in web mapping libraries, such as Leaflet’s  simpleheat [LeafLet 2017] and OpenLayers’ Heatmap layer in version 5.3.3 [OpenLayers 2018]. A JavaScript code snippet of  simpleheat is shown in Figure 10.3. 



[image: Figure 10.3 shows the direct point overlay code snippet in Leaflet’s SimpleHeat method. Lines 2–6 draws all the point circles, with circle opacity proportional to point weight. Each point p is an array of three elements: x, y, weight. Lines 9–19 fetches pixel-level opacity value accumulated from the previous step, then finds the corresponding color on the gradient table, and fills the actual color of each pixel on the map canvas ctx. The color gradient is a continuous byte array of size 256 multiplied by 3. It serves as a lookup table that maps an alpha channel value, or the opacity value, between 0 and 255 to a 3-byte RGB value.] 

Figure 10.3The direct point overlay code snippet in Leaflet’s simpleheat (edited for formatting). Lines 2–6 draws all the point circles, with circle opacity proportional to point weight (a point  p is an array of three elements: x, y, weight). Lines 9–19 fetches pixel-level opacity value accumulated from the previous step, finds the corresponding color on the gradient table, and fills the actual color of each pixel on the map canvas  ctx. The color gradient is a continuous byte array of size  256 × 3. It serves as a lookup table that maps an alpha channel value (i.e., the opacity value) between 0 and 255 to a 3-byte RGB value.


 Direct point overlay is simple but has two limitations. First, the number of rendering operations depends on the number of points  k, regardless of the resolution and dimensions of the map panel on user’s screen. Rendering a large number of points will cause huge energy costs on graphics card and long time delays. Second, the way that weights are accumulated is fixed, giving limited flexibility for other weight aggregation methods. To address these issues, indirect point overlay methods insert a heatmap surface grid  GH of dimension  m′× n′ between  D and  GM, where  m′≤ m and  n′≤ n, as shown in Algorithm 10.2. The one-pass point scan now fills the content of  GH. Only cells on  GH with meaningful content are sent for the drawing and rendering step, which calls a direct point overlay algorithm directly because a cell is represented as an aggregated point. 

 In Algorithm 10.2, the computational complexity of the point scan (lines 1–3) is  O(k). The complexity of the point rendering (lines 4–8) is  O(m′n′), independent of  k. When  k ≫ m′n′, the complexity of rendering is still  O(m′n′). Thus, the performance of rendering can be significantly improved. Furthermore, there are multiple choices for cell presentation. For example, in Figure 10.4, a cell is represented by a point whose coordinates, denoted as yellow triangles, are averaged along both x and y directions and the weight can be flexibly determined, for example, using iterative implementation of aggregation functions such as  sum(),min(),max(),avg(). Other cell presentations include a representative point for a cell or the cell centroid. Therefore,  GH is a logic surface grid that bridges  D and  GM.  

  Leaflet.heat in Leaflet is such an implementation using the cell representation in Figure 10.4. Figure 10.5 is the relevant code snippet. 

[image: image]



[image: Figure 10.4 illustrates how to conduct one-pass point scan onto a heatmap surface grid of a coarsened resolution. The HTML5 canvas grid for the map is a finer grid and is overlaid behind the heatmap surface grid. Points that fall into a cell on the heatmap surface are aggregated into a cell representation, which is a point with the circle shape. Each nonempty cell selects a representative point with an aggregated weight for actual drawing and rendering.] 

Figure 10.4One-pass point scan onto a heatmap surface grid  GH of a coarsened resolution (i.e., the blue grid). The HTML5 canvas grid for the map  GM is a finer grid and is colored black. Points that fall into a blue cell are aggregated into a cell representation, which is also a point with the circle shape. Each nonempty cell selects a representative point with an aggregated weight for actual drawing and rendering.





10.3Hilomap

 The aforementioned point overlay algorithms are efficient for visualizing clustered points with a low-to-high trend on weights. An area on the map with clustered points of high weights is highlighted with high color on the color gradient and a sparse area with low weights is rendered with low color on the color gradient. However, when two circles overlap, one with a high weight and the other with a low weight, the overlapped area is rendered using a color gradient that is the sum of the two, which is greater than the weight of either circle, as shown in Figure 10.2(c). This creates a limitation that prevents its use in some common visualization scenarios. For example, when an analyst wants to study population change in major cities in the United States, population decreases may be as important as population increases, illustrated in a synthetic data in Figure 10.6. When we look at climate change measures, such as temperature, extremely low and extremely high observations need more attention than average ones. When a conventional heatmap is generated from such data, however, low extremes are overridden by high extremes due to the cumulative density effect. For visualizing such data with both low and high extremes, there are two requirements that a conventional heatmap does not satisfy: (1) on a color gradient that changes from low to neutral to high, areas with both low weights and high weights should be highlighted; and (2) when a circle with a high weight overlaps with another one with a low weight, the aggregated weight should neutralize and the coloring should stay around the middle of the color gradient, instead of toward the high end. 

 Figure 10.7(a) and (c) illustrates the ill-suited heatmap effect. Both heatmaps are dominated by high extremes. The cumulative weight effect is worse with larger radius as spatial overlapping is more likely. The blur operation at the boundary of overlapping areas does not help to show low extremes because low weights are carried in the opacity channel of  GM, making a low-extreme area more transparent. One may suggest creating two heatmap layers, one for high and the other for low (using an inverted color gradient from neutral to low), and loading them in a map. However, this option is ineffective because of the visual interference to the bottom layer from the opacity of the top layer. 



[image: Figure 10.5 Leaflet.heat implements an indirect point overlay method. Lines 2–18 aggregates points onto a virtual heatmap grid. Each cell on this grid is represented as a point. The coordinates of the point are calculated as a weighted average of the coordinates of points that fall into this cell. The weight of the point takes the sum of those data points. Lines 20–30 pushes representative points of nonempty cells into a point array for direct point overlay rendering.] 

Figure 10.5 Leaflet.heat implements an indirect point overlay method. Lines 2–18 aggregates points onto a virtual heatmap grid. Each cell on this grid is represented as a point. The coordinates of the point are calculated as a weighted average of the coordinates of points that fall into this cell, that is,  x–coord(c) = ∑ ⁡  p within cpx×wp ∑ ⁡  p within cpx . The weight of the point takes the sum of those data points. Lines 20–30 pushes representative points of nonempty cells into a point array for direct point overlay rendering.


 This issue is addressed in  hilomap, a point overlay method that shows both low and high trends as a single vector layer. The major challenge is in color rendering. In rendering, point weight is scaled between 0 and 1 to fit the value range of the opacity in shape drawing. After the shape is drawn, the opacity value is translated to the alpha channel value, which is one byte and ranges from 0 to 255. The weight–opacity–alpha translation is necessary because (1) point overlay methods leverage the fact that drawing overlapping shapes provides the sum operation on opacity values, and (2) correct image pixel coloring from a user-defined color gradient can only occur at the final stage by using the alpha channel value to look up the correct color mapping. In conventional heatmap rendering, the scaling to opacity and alpha channel is linearly proportional to the weight value. However, in hilomap, highlighting low extremes means two low opacity values on a pixel should lead to a lower opacity value, which is not possible using the default drawing method. 



[image: Figure 10.6 shows a map of the synthetic data sample used to evaluate the hilomap method. This dataset includes 3,387 major U.S. cities. One third of the data points have low weights, following the Normal distribution with mean=0.1, var=0.03. Another one third of the data points have high weights, following the Normal distribution with mean=0.9, var=0.03. The rest of the one third data points follow the Normal distribution with mean=0.5, var=0.03. Weight values are scaled in range between zero and one.]  

Figure 10.6A synthetic data sample on 3,387 major U.S. cities. 1/3 data points have low weights, following the Normal distribution with mean=0.1, var=0.03. 1/3 data points have high weights, following the Normal distribution with mean=0.9, var=0.03. The rest of the 1/3 data points follow the Normal distribution with mean=0.5, var=0.03. Weight values are scaled in range [0..1].


 Hilomap is an indirect point overlay algorithm that addresses the rendering challenge and satisfy the requirements on visualizing change data, as shown in Algorithm 10.3 and the detailed color rendering code snippet (Figure 10.8). For cell representation (lines 3–4 in Algorithm 10.3), a representative point is chosen as the point whose weight is furthest from the neutral value 0.5. This strategy prefers points on the two ends in the weight range. The weight value is directly  copied. Other strategies such as weight averaging also work. If a user requires the color gradient to be consistent with the underlying weight distribution, the neutral value may be set as the statistical mean and the color gradient may be composed to reflect the distribution, for example, using quantile-based color buckets. 

[image: image]

 After representative points are determined on  GH, circles are drawn to highlight both low and high trends in two steps (lines 9–12 in Algorithm 10.3). The first step draws the lower set of points whose weight value is less than 0.5. This is done by turning the weight into negative and scaling back to  [0..1] as the opacity value, that is,  opacityL = (0.5 − w) × 2. This way, low–low point overlay increases the alpha channel value with the upper bound 255. The second step takes the upper set of points on  GH, sets the opacity value, that is,  opacityH = (w − 0.5) ∗ 2, and draws them onto canvas. The two steps create two image buffers,  L and  H, that accumulate low and high trends in each buffer’s alpha channel, respectively. The difference is that in  L a higher alpha value means lower trend and in  H it is the opposite. The point drawing details are described in the code snippet in Figure 10.8 (lines 2–20). An extra point drawing is applied to all points in order to set the correct global alpha channel value for each pixel (lines 22–27). 



[image: Figure 10.7 compares the effect of hilomap and regular heatmap solutions in OpenLayers. Subfigure a and b compare OpenLayers and hilomap using radius=4 and blur=4. Subfigure c and d use radius=10 and blur=10. In both cases, hilomap produces better visualization results to highlight the two ends, while OpenLayers maps show the dominating effect on the high end.] 

Figure 10.7Comparison of heatmap and hilomap. (a) OpenLayers v5.3.3 heatmap, radius=4, blur=4. (b) hilomap, radius=4, blur=4. (c) OpenLayers v5.3.3 heatmap, radius=10, blur=10. (d) hilomap, radius=10, blur=10. (e) The color gradient, low  → neutral  → high.


 The final coloring step takes the alpha channel data in  L and  H as input to interpolate the correct color for each pixel from the color gradient. The alpha value indicates the distance to the neutral color and ranges from 0 to 255. Using the formula  wcolor = 128 + αH−αL 2 , a color at the lower end of the color gradient is assigned to pixels with dominant low trend and a color at the higher end is assigned to pixels with dominant high trend. In addition, a neutral color is assigned when the alpha values from  L and  H are similar. The implementation details are sketched in the code snippet in Figure 10.8 (lines 29–40). 

 In summary, the hilomap algorithm uses three drawings and one color rendering. The computational complexity of point drawing and coloring is still  O(m′n′) on  GH of size  m′× n′. The three drawings and the memory requirement for keeping two additional image buffers for  L and  H are more costly than a conventional indirect point overlay method, but in practice such visualization is fast on modern graphics cards and the major delay is from transferring data points to browser over Internet. 



[image: Figure 10.8 shows the code snippet of the color rendering method in hilomap. The first step is to choose a representative point that prefers points on the two ends in the weight range. The second step draw circles to highlight both low and high trends. This is done by drawing two image buffers, one for the lower set of points and the other for the higher set of points. The final step combines the two image buffers into a new image buffer in which color is actually rendered.] 

Figure 10.8The color rendering code of hilomap.


 Figure 10.7(b) and (d) demonstrate the visualization of population increases and decreases in the synthetic data using hilomap. They clearly show both low and high trends, as well as neutral areas, compared with the OpenLayers v5.3.3 heatmap implementation. 



10.4Discussion

We present algorithmic and technical details of three different point overlay methods for online heatmap generation. The hilomap algorithm aims to address the limitations in the previous two methods in visualizing data where highlighting both low and high trends is important, such as change data where both negative and positive changes need attention. The first two algorithms are demonstrated using Leaflet and OpenLayers, two popular open source web mapping libraries. The reference implementation of the hilomap [Liu 2022] is based on OpenLayers v5.3.3. 

 HTML5 canvas is assumed to be the map rendering framework. However, WebGL-based heatmaps can also be implemented. In WebGL [webgl2fundamentals.org 2022], vertex shader is provided to define the positions of points and fragment shader is to draw shape and color. Hilomap implementation in Leaflet and OpenLayers using WebGL will be our future work. 

 In our illustrations, color gradients transit from low to high in a linear fashion with equal intervals. Given a particular weight distribution, a color gradient may be created using other methods such as quantile-based. 
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Appendix: Hilomap Code Access

Hilomap has as an open source JavaScript implementation and can be downloaded at https://github.com/hohe12ly/hilomap. The following are OpenLayers and hilomap installation steps for testing the library. 

 Install nodejs in conda: 

conda create -yn nodejs python=2.7.18 nodejs
conda activate nodejs

 

 Download OpenLayers v5.3.3 from https://github.com/openlayers/openlayers/releases/tag/v5.3.3. 

 On Mac OS, do the following to make npm work: 

export PATH=/usr/bin:$PATH
export LD_LIBRARY_PATH=/usr/lib:$LD_LIBRARY_PATH

 

 Go to OpenLayers directory, and: 

npm install

 

 Now install hilomap. Suppose HILODIR is where you download hilomap: 

# copy source files and examples
cp HILODIR/src/ol/layer.js src/ol/ # add hilomap to layer list
cp HILODIR/src/ol/layer/Hilomap.js src/ol/layer/
cp HILODIR/examples/hilomap.* examples/
cp HILODIR/examples/data/kml/uscities_sample.kml examples/
# compile
npm run build-package && npm run build-examples

 

 The hilomap example can then be loaded in browser: https://HOST/OLPATH/build/examples/hilomap.html, where HOST is the web server host name (e.g., localhost) and OLPATH is the web path to OpenLayers deployment on the web server. 
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Algorithm 6.1: Orthogonal Lines Detection

Input : R: Two-dimensional bit array [w][A] for marked pixels
Output: Linked List of vertices (x : Int, : Int, next : Vertex, visited = false)
List of start Corners (vertices)
1 topVertices: Array of open vertices at each column of size w + 1
2 leftVertex: The open vertex to the left or null
3 Corners: List of start comners
1 fory € [0, 4], x & [0,w] do

s | block 0« 1if Rjx-1][y-1] not empty, otherwise 0
o | block 1< 2if R[x][y-1] not empty, otherwise 0
| block2 « 4if Rix-1][y] not empty, otherwise 0
« | block 3« 8if Rix][y] not empty, otherwise 0
s | pixelType « (block 0+ block 1+ block 2 + block 3)
10 | switch pixelType do
u case 0,3,5,10,12,15 do nothing
2 case 1 do topVertices(x).next — V(x,y, leftVertex)
n case 2 do leftVertex — V{x,y, topVertices(x))
1 case 4 do topVertices(x) « leftVertex.next « V(x,y, null)
15 case 6 do
1o V1 Vix, , topVertices(x))
1 leftVertex next « topvertices(x) < V(x,y, null)
w leftVertex —v1
» end
» case 7,8 do Corners < leftVertex « topVertices(x) « V{x,y, null)
2 case 9 do
2 topVertices(x).next — V(x,y, leftVertex)
= leftVertex « topVertices(x) «— V{x,y, null)
2 end
= case 11 do topVertices(x) « V(x, , lfiVertex)
% case 13 do leftvertex — topVertices(x).next — V(x,y, null)
= case 14 do leftvertices(x).next — V(x,, topVertices)
u | end
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Algorithm 1.1: Greedy Matching

nput_: Set of samples 5 C G, and 5y, C H, parameter k
Output: A 1-to-1 matching M € 5 x 5y
1 Miie = 0 // Priority queue, sorted by matched distance
// Create initial 1-to-many “matching”
2 foralls € Sg ¢
3 | sy = closest among k-nearest neighbors of s that are within distance
(and bearing) threshold
4 | Add (s, 5i) 0 M
// Gonvert to 1-to-1 matching, prioritizing shortest distances
5 while Min =0 :
& | (56:5m) = Minit-0p() // Pop closest pair
2 | ifsy not used
| Add (s, s5) to M; mark sy, as used

o | else

10 ‘new_sy; = closest unused sample among k-nearest neighbors of s
that are within distance (and bearing) threshold

n if new,_sy; found // If ot found, s is discarded

» L Add pair (s, new_sy) to Mini¢

13 retumn M
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Algorithm 10.2: Pseudo algorithm for indirect point overlay.

/+ input: D - points; Gy - map surface; m’,n’ - Gy dimension */
/+ Step 1: aggregate points onto Gy +/

1 for (p,w) e Ddo

2 | (cx,q9) = coordTransform(p,Gy) // convert point coordinates to

cell coordinates

3 | adjust cell representation ¢ : (p,, w,) with (p, w)

iD'=0

s forc: (pe,w,) € Gy do

. \» ifw, > 0 then

| p=puig

/% Step 2: call direct point overlay to generate the heatmap +/
s directPointOverlay(D)', Gyy)
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for (let i =0, len = pointset.length; i < len; is+) {
const p = pointset[il;
if (pl2) <= 0.5) {
context. globalalpha = (.5 - p[2]) * 2;
context. drawInage(circlelnage_.canvas, plo] - radius, pl1] - radius);
} else {
hipotnts.push(p);

}

3

11 get pixel weights of low gradient points

Let 1A = structuredClonecontext.getTaageData(d, 0, canvas.width, canvas.height).data);

/1 draw round 2: high points using high gradient

for (let 1 =0, len = hipoints. length; 1 < len; i++) {
const p = hipointslil;
context.globalalpha = (p(2] -
context. drannage(circleInage_.canvas, plo] - radius, pl1] ~ radivs);

¥
71 get pixel weights of high gradient points
Let hiA = structuredClonecontext.getImageData(d, 8, canvas.width, canvas.height).data);
7/ final rendering: draw cell points
context. clearRect (0, @, canvas.width, canvas.height);
for (let 1 = 0, len = pointset.length; 1 < len; iss) {
const p = potntset[il;
context.globalalpha = (p[2] <= 0.5) 7 ((8.5 = pl2]) % 2) : ((p[2] - 0.5) * 2);
context. drawInage(circlelnage._.canvas, p[8] - radius, pl1] - radius)

»
71 coloring tovard both high and low extrenes
inage = context.getInageData(d, 8, canvas.width, canvas.height);
const ing = isage.data;
Tt wiin = 255, whax
for (let 1 =0, len = isg.length; 1 < len; 1 += &) {
const w = clam(Math. round(128 + (hIAL1 + 31 — ToAL4 + 31) / 2), 8, 255);
const posonGradient = w * 4;
if (posonGradient) {
ing[i] = this.gradient_[posOnGradient];
ing[4 + 1] = this.gradient_[posonGradient + 11;
ing[4 + 2] = this.gradient_[posonGradient + 21;
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Algorithm 6.2: Ring Formation

mput : Corners: List of start Corners;
Output: Rings: List of Geometry Linear Rings

1 for coner — Corners do

2

3

.

if not cornervisited then
P « comer;
Coordinates« (): List of geospatial coordinates
do
(longitude, latitude) « grid_to_world(p.x,p.y)
Goordinates « (longitude, latitude)
pwisited « true
P« pnext
while p
(longitude latitude) « grid_to_world(p.x,py)
Coordinates < (Iongitude, latitude)
Rings « Coordinates

I= corner;

end
return Rings

16 end
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for (var 1= 0, len = this. data.length, p; 1 < len; 1s4) {
b = this._datal)
ctx.qlobalALpha = Math.min(Math.max(p(2] / this._nax, mindpacity
ctx.dravTnage(this. _circle, plo] - this._r, plil ~ this._r);

indefined 7 0.05 ¢ minopacity), 1);

3

/1 colarize the heatnap, using opacity value of each pixel to get the right color from our gradient
Var colored = ctx.getInageData(s, 9, this. width, this._height);
pixels = colored. data;
for (ver 1= 0, len = pixels.length, §i i < len; 1 4= 4) {
§ = pixelsld + 3] » 4; // get gradient color fros opacity value

it (
pixels(i] = gragientif);
pixels(i + 1] = gragiently + 11;
pixelsli + 2] = gradient(] + 21;
)
)
ChpatTngeNta coloreds 9, 81
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Algorithm 10.1: Pseudo algorithm for general interpolation-based
heatmap generation.

1 fori =0;i < m;i++do
2 | forj =0y <mj++do

/* interpolate() scans D
a ¢ = interpolate(D)
N Gylillj] = render(cy)

*/
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// aggregate points onto heatmap surface grid
for (i =0, len = this._latlngs. length; 1 < len; ir+) {
P = this._nap. latLngToContainerpoint(tnis._latlngs[il);
if (bounds..contains (p))
tath. floor((p.x ~ offsetX) / cellsize) + 2;
tath. floor((p.y - offsetY) / cellsize) + 2;
his. latlngs[1] (2];

gridlyl = gridlyl || U3
cell = gridlyl (x];

if (rcell) {
gridlylIx] = [p.x, p-y, Wi

}etse {
cell[o] = (cell[0] * cell[2] + p.x * W) / (celll2] +w); // x
celli1] = (celll1) * celli2] + py * W) / (celll2] + w); // y
cell[2] += w; // cunulated intensity value

Yooy
1/ extract non-empty cell points
for (1 =0, len = grid.length; 1 < len; i+s) {
if (grid(il) ¢
for (3 =0, len2 = grid[il.length; § < len2; j++) {
cell = gridlil(j];
if (cell)
data.push([
Math. round(cel1[0]),
Math. round(cell[1]),
Math.nin(cell(2], max)
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[2012a]
Caoand 020 0.10 0.68 049 053 024 0.27 0.68 0.41
Krumm
[2009]
Edelkamp 036 012 053 060 047 032 0.31 064 0.50
and schrodl
[2003]
Karagiorgou 008 0.82 0.70 027 0.28 027 0.71

and Pfoser
[2012]





OEBPS/images/auth-9.jpg





OEBPS/images/ch02-fig3.jpg
Mean number of components

16406,

100,000

10,000

1,000

100|

10|

(NG TR NS S COTRINN V. . W
for various universe sizes and connectivites

T T T T 200720200, 6% o
150180150, 6-c 1+t
| 100ci00n100, ¢ et
50,60,50, 60 1t
20002060

1040410, 6-¢ et
10010100, 26-¢ s
i i sosos0 280
2020.20, 26 et

1040410, 560

02

03 04 05 06 07 08 09 1
T N VORI S——.0) g





OEBPS/images/ch07-fig3.jpg





OEBPS/images/auth-12.jpg





OEBPS/images/ch10-3.jpg
Algorithm 10.3: Pseudo algorithm for hilomap.

/+ input: D - points; Gy - map surface; m',n’ - Gy dimension  +/
/+ Step 1: aggregate points onto Gy */

1 for (p,w) € Ddo

2 | (ex,q) = coordTransform(p,G) // convert potnt coordinates to cell

coordinates
3 | ifpw—0.5)> jw, - 0.5 then
N Lr, =PxiCy =PyiWe =W; // select the point w/ weight furthest to
0.5, the neutral weight

sD=0

& forc: (pe,w,) € Gy do
2 | ifc=othen

5 L D =Duicd

/+ Step 2: render cell points and get low and high pixel weights */
5 draw circles for cell points with w, < 0.5

10 lowImg = Gpg // record pixel opacity
11 draw circles for cell points with w, > 0.5
12 highmg = Gy // record pixel opacity
13 draw all cell points

/+ Step 3: coloring /

14 for pirel € Gy do
15 | reconstruct opacity from lowlmg and hightmg
16 | fetch color gradient and set RGB values
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