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      Foreword

      John Palfrey

      This book is about some of the crucial questions facing our children in a digital age. Most books on this topic build from research related to young people’s changing behavior, sometimes wonderful and oftentimes baffling. We need to understand these changes in youth behavior if we are going be good parents, educators, and lawmakers for an increasingly interconnected, global, and digital world.

      This book is different. Leah Plunkett—a law professor and parent—implores us to focus our attention in the first instance on our own behavior as adults. She calls on us to think in new ways about how our daily practices affect the privacy interests of our children, today and long into the future. Her prose is clever and evocative. You’re in for a lively and thought-provoking read.

      We have reason to worry about the changes to childhood and adolescence that are happening in this ever-more technologically mediated age. Young people in many societies are exhibiting higher levels of stress, anxiety, depression, and suicide. Researchers around the world are trying to figure out whether there is a causal relationship between higher rates of social media usage and these growing problems for youth.

      Although these are worthy problems to puzzle over, Plunkett calls our attention to an adjacent set of concerns that are sure to impact young people long into the future. We’re missing the mark, she argues, when we try to control too much about the lives of the young people in our care. We are too often “snowplow” parents who try to smooth the path for our children before they encounter the obstacles. We don’t give them the chance to fail, skin their knees, and learn to brush themselves off. As parents and teachers, we worry so much about protecting them that we don’t adequately support them in their development of the coping skills they will need for living in a complex world. We think we are helping, but too often we compound the problems they will face. And we are potentially causing problems related to data privacy that we can’t envision today.

      This topic is an urgent one for wealthy societies for a couple of reasons. For one thing, there’s no escaping the digital world for most young people. They will grow up in a world in which their every movement is recorded—starting with the sonogram of kicking their mothers inside the womb and continuing through the excitement of birth, first steps, first day of kindergarten, countless sporting events, parties, and graduations. The digital dossier of their entire life establishes a data set that marketers, governments, and potential dates will mine from now until it no longer matters.

      For another thing, adolescence itself is getting longer. It is growing in both directions. Young people, especially girls, reach adolescence at a younger age. And adolescence is now believed to stretch well into the twenties for most young people. The consequences of this extended period are meaningful for many young people. It also means that our influence as parents, teachers, coaches, and mentors extends longer than ever before. Our own actions cast a longer and longer shadow as time passes.

      In situating our attention where it should first belong—on what we can directly control—Plunkett is careful not to let the rest of society off the hook. A law professor, she appreciates the enduring importance of institutional constraints and enablers. The law is one of these mechanisms. Corporate practice is another. Adults are sharenting because the structure of the online world makes it very easy to do and even encourages it.

      As Plunkett points out, most of this bad parenting is encouraged by every major technology company and is entirely lawful today. When we give away data about the young people in our care, it is perfectly fine to do so from the perspective of the state. In fact, the current legal regime further endorses these practices in permitting the kinds of business practices that yield huge profits for data-hungry social media services and marketing companies. The default setting today prompts parents to share, rather than protect, data about their children. A very profitable business model depends on this practice.

      There is much to be gained from a different type of focus on this problem of data about young people. The generation that is coming of age today can benefit from many good things as a result of new technological developments. They can mean rewarding avenues for learning, exciting new types of jobs (ironically perhaps, most especially in data science), promising ways to solve global problems, and avenues for deepening civic engagement. At the moment, young people are getting too few of these benefits while bearing too many of the costs of the new digital environment.

      Plunkett offers a way forward for better parenting in an increasingly data-rich world. As companies and governments trip over themselves to invest more and more in the development of machine learning and other forms of artificial intelligence, the need for data on which to run these systems will grow sharply as this generation comes of age. We owe today’s young people a better structure in which to grow up in a digital era. And along the way, we should clean up our own habits and practices as parents and guardians before it proves too costly to those we care the most about.

      Now, buckle up! Professor Plunkett offers a bumpy, exciting ride that she promises points us toward True North.
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      Introduction

      If Tom Sawyer were a real boy, alive today, he’d be arrested for what he does in the first chapter of Mark Twain’s famous novel.1 Tom skips school. He beats up the new kid in town, then sneaks into his guardian’s house in the middle of the night. In the 1840s, towns along the Mississippi River lacked professional police forces,2 so Tom escaped the fate he would face today.

      Let’s call today’s Tom Sawyer “Tommy S.” to avoid confusion with the classic. Today Tommy S. would be known to the local police. Officers, teachers, and court officials would be monitoring and logging his activities using digital technologies. And in the legal case of In re Tommy S., Tommy would inadvertently give the government all the evidence it needed to find him delinquent. By chronicling his activities on Instagram, Snapchat, and other digital platforms, Tommy himself would create exhibits A through Z in the court case against him.3

      This book is not about Tommy’s self-incriminating conduct, however. It’s about his Aunt Polly, Tommy’s guardian. It’s about how she might well write her own Facebook post about the affair: “Blue lights flashing outside my bedroom window. Cops woke me up again tonite. Tommy!!! How do you deal with #teentroubles? #bailmoney #xtralargecoffee.”

      This book is about what Aunt Polly says and does. It’s about her role in shaping Tommy’s narrative by sharing information about him through many new digital means without knowing all of the ways in which her choices affect her young charge. Aunt Polly is a sharent. This new term is still in limited circulation but already has a variety of meanings.4 Here, it refers to a parent, teacher, or other adult caregiver who publishes, transmits, stores, or engages in other activities involving private information about a child in her or his care via digital channels.5

      Today, we are all in Aunt Polly’s position. This book examines how parents, teachers, and other adult caregivers in the United States make decisions to disclose digital data about children that invade traditional zones of privacy and threaten kids’ and teens’ current and future opportunities, as well as their ability to develop their own sense of self.

      Privacy means different things to all of us. This book proceeds from a broad understanding that privacy is about self-creation, “establishing a locus which we can call our own without undue intervention or interruption—a place where we can vest our identities.”6 And it invites individual reflection on whether that definition, a similar one, or an entirely different one resonates in your own life.

      Sharenting decisions impact individual kids and teens. Collectively, they also disrupt any common understanding we may have of childhood and adolescence as protected spaces for play. How can our kids and teens discover who they are when we adults are tracking them, analyzing them, and attempting to decide for them—based on the data we gather—who they are and should become? We owe them greater freedom, in many ways, than we give ourselves to engage in self-discovery.

      This book offers a legal analysis of the sharenting problem, both to identify the ways that our laws enable it and also to offer some initial direction on how we could fix it. This direction takes as its North Star the following vision of youth: kids and teenagers should have room to play, to mess up, and to grow up better for having done so.

      Like privacy, the concepts of childhood and adolescence can be defined in countless ways. This book advances a play-centered theory: childhood and adolescence should be valued as unique life stages that are anchored in play so that agency and autonomy can be developed through bounded experimentation.7 Exploration is essential. Making and learning from mistakes is inevitable, even beneficial. Especially in the early years, boundaries between the imagined and the real are minimal.

      This play paradigm breaks from the dominant view that today’s legal system has of youth, which is grounded in parental and state control of kids and teens.8 However, it may resonate with us on an intuitive, experiential, cultural, or other level, suggesting that we should think about reconceptualizing the law’s understanding of youth.9 This book also invites you to explore your personal paradigm of how youth should be understood, whether you are using legal or other lenses as your starting point.

      You may be wondering why this book is necessary. Aunt Polly meant well. So what’s the problem? The problem is that meaning well still leaves our children at risk. We adults are not consciously trying to mess up our children’s lives. Sharenting decisions tend to be made with the best of intentions. At worst, they tend to be negligent, even though under the current legal regime, they are lawful. They also occur as part of an often unacknowledged and misunderstood economic bargain between adults and the providers of the tech products and services they use. Adults give up valuable information about children to get free or low-cost devices and services. Tech providers then use that information in myriad profit-oriented ways. Kids and teens are not full participants in this bargain and so may be marginalized in the deal.

      The underlying technology itself isn’t to blame. Nothing about the connections between computers that brought us the internet, the machine learning that is now giving us artificial intelligence (AI), and many other innovations needs to be inherently threatening to youth. Tech could be an adventure for youth. Twain’s Tom had his band of pirates and buried treasure. Today’s Toms can make their own robot pirates and try to teach them to trade cryptocurrency. Unfortunately, we’re a long way off from unearthing the full wealth of opportunities that digital tech could bring to youth. Instead, different sets of stakeholders are making choices about how to structure, use, and monetize existing and emerging digital technologies in ways that threaten kids and teens both today and tomorrow.

      In its focus on parents, teachers, and other caregivers, this book zooms in on certain grown-ups. Others are not off the hook. Tech providers, lawmakers, regulators, and many others also contribute to the threatening turn that digital tech is taking.

      And the tech community has been taking the lead. Providers generally want a digital “wild west.” This term is thrown around a lot with respect to digital life and can mean different things at different times. Here, it means a landscape where the sheriff spends his days drinking at the local salon and waving his gun around from time to time and where prospectors mine for and use the gold of personal digital data however they think best, with little respect for the sheriff and the law he represents. They are supposed to hang up signs in their camps that explain what they’re up to, but the signs are darn hard to read. People pay them about as much attention as the tumbleweed. In this town, lawlessness isn’t on the menu. But a nice cold can of law lite sure is. Crack one open, and give a toast as your answers to surveys on a Facebook app are mined to microtarget you for digital ads in a presidential election.10

      Much has been said already about the impact that tech providers, lawmakers, and other familiar players in the digital tech ecosystem have on privacy. This book will not attempt to say it all again. What this book does have to say is that privacy and related tech choices made by parents and other trusted adults need to be looked at more closely. These everyday decisions play an underappreciated yet outsized role in determining youths’ digital dossier, as well as their life prospects in childhood, adolescence, and adulthood.11 Youth “currently enjoy almost no privacy rights vis-à-vis their parents,” and because parents are typically gatekeepers for their children’s privacy rights in educational and other settings outside the home, the lack of youth privacy rights may be even more acute with respect to nonparental adults, like teachers.12 The privacy and related tech choices that adults make so fundamentally shape our children’s current lives and future prospects that we are almost unaware of their magnitude.

      Parents, teachers, and other caregivers also make many tech choices that have positive impacts on young people’s lives.13 But there is a significant trend that runs in the opposite direction. This trend has implications both for adult choices about individual children and for the types of laws, regulations, policies, companies, nonprofits, and other structures that adults put in place more broadly. This default setting of poorly understood and problematic adult behavior is the concern of this book.

      How can we as parents, teachers, and other caregivers make privacy and related choices about children’s digital lives that protect and empower the children and teenagers we care for and the life stage of childhood itself?14 These choices are about what we do in our individual lives. They are also about what we can do as individuals to drive change in our institutions, including legislative bodies, regulatory agencies, and tech companies.

      To answer this question, this book sets up a dialogue, inspired by the traditional “case method” approach of law school classrooms.15 Professors take students through decisions that judges have written to resolve past disputes. Through dissecting a specific situation, students come to understand the broader type of legal problem it contains. They start to think about other manifestations of that problem and similar ones, both those that exist and those that could exist. They unpack the rules that apply to solve that problem, the bedrock legal principles that shape those rules, and the places where there may be gaps or room to improve those rules. They argue about whether and how the law could be used to improve individual and institutional behavior and to avoid that problem or similar ones—by establishing norms that inspire people and institutions to uphold the values embodied in the law beyond what the law requires. And they learn where the law may not be the best or the only way to solve the problem.

      The study of law is for everyone, not just law students and their professors. We study law all the time, although we may not realize it. Our daily lives are one long “Law & Ordinary” episode. When we look at the speed limit sign on the highway and figure we can go five miles over without much risk because everyone else is doing it, we’re making a snap judgment about how to interpret the letter of the law. When we comfort a friend who feels wronged in a divorce settlement by explaining all the reasons she’s right to be upset, we’re doing legal analysis. When we look at the health insurance options available to us and develop opinions about how they could be better, we’re identifying avenues for law reform.

      All of us are students of law out of fear. We live under a “government of laws” rather than of people or robots (yet).16 If we want to avoid being arrested and incarcerated, we need to understand how to follow the law. We are also students of law because we hope. Whatever we aspire to for ourselves, our families, and our society, we implicitly or explicitly look to the law to help actualize that hope. We all need to study law, especially for a part of society as complex and rapidly changing as the digital tech realm and especially as it affects a group of people as vitally important to us as our children. We need to understand better what the existing laws cover; what they don’t cover; and where, why, and how we might want to think about changing them. We also need to talk about the tools that we have that go beyond the law. We want our kids to grow up finding treasure within themselves rather than being mined as part of the adult world’s digital gold rush. How can we get them there?

      Let’s discuss. The study of law in this book proceeds in four parts:

      First, the book tells a short story. The story is pretend, but it’s not fantasy. It is Tommy S.’s story, a representative real-world scenario of adult decision making about youth digital data. This story reveals just how much private information adults share about youth on a regular basis. Think of this story as the “case” part of our law study. It’s not a case in the technical sense of the term—a legal dispute resolved by a court. Think of it more as a “case study”—information tailored for exploring a set of challenges. This book discusses many existing digital technologies, often in hypothetical circumstances. It also discusses hypothetical but realistic near-future digital technologies (some closer than others) as well as the situations likely to accompany them.

      Second, the book builds on Tommy’s tale to bring in other examples and outline current and future problems that data disclosures from sharenting can pose for children and teenagers, as well as key areas of positive opportunities these disclosures can facilitate. It also shines a spotlight on a subgenre of sharenting—“commercial sharenting,” in which parents use their families’ private experiences, with a focus on their children, to try to make money.

      Third, the book unpacks the faulty assumptions that our legal system makes about children, parents, families, privacy, and related areas that enable and even encourage the sharenting problem.

      Fourth, it proposes a “thought compass” to reorient adults to how best to navigate digital terrain such that childhood and adolescence are protected as unique and valuable life stages that empower youths’ current and future selves. All life stories begin here. Just as a real compass is grounded in cardinal directions, this compass is oriented toward the everyday ethical principles of play, forget, connect, and respect. All of the principles are laid out at a high level. This design is intentional. It invites debate and different ways to think about “walking the walk” of these principles. Some of these principles are accompanied by mapping of concrete legal or related reforms. Others are not. But the singular ability of the law to set societal norms that go beyond specific statutory, regulatory, or policy requirements means that the law almost always could play some role in charting any new collective course, even if it’s not the only or best way.

      What would it look like to stop sharenting and reclaim parenting, teaching, and other caregiving? Would digital tech still have a role as we reboot? Or is it a search for fool’s gold to speculate on how we might reprogram our relationship to our kids and digital life? As a feature, not a bug, this book has more questions than it does answers. Questions anchor every chapter. Some of these questions are focused; others are more foundational, such as the meaning of privacy or childhood and adolescence. This book is a conversation starter, not a “how to fix all the things” book. It is for everyone who wants to think and talk about how adults’ choices around children’s digital lives impact youth privacy, opportunity, and sense of self, as well as our collective treatment of childhood and adolescence.

      Because this book is for students of “Law & Ordinary,” it is not intended as a strictly scholarly analysis. Its heart is in the author’s past work as a legal aid lawyer who represented youth clients in school discipline, special education, and similar cases, thereby gaining “expertise . . . in the gritty fisticuffs of legal culture’s trenches,”17 in the words of another public-interest lawyer turned legal academic. It draws on media and other popular accounts of the tech transformation of daily life, with the goal of connecting with people’s real-life experiences and participating in the wide-ranging public dialogue on digital life.

      The book is filled with ideas and findings from academic literature, primarily from the legal academy. There are many other valuable modes of academic inquiry into the sharenting problem, including media studies, sociology, anthropology, ethics, and more.18 And the conversation here draws on some of these insights, arguments, and questions to focus the legal analysis.

      It also draws on literary, pop culture, and similar references. These tidbits are not proffered as literary, media, or related academic analysis. They are meant to keep the conversation going and to help find some shared points of reference, especially around stories about childhood.

      Has the book gotten off on the right foot? Let’s tackle a question that may come to many minds: should there still be a spot for Tom Sawyer in the twenty-first century? He is a white, cisgender, able-bodied, Christian boy. He was born in this country to American parents. He isn’t rich, but thanks to Aunt Polly, his basic needs are met.

      The identities and experiences of a growing number of kids and teens in the United States today are nothing like Tom’s. This disconnect is not just because he’s a fictional character. It is because he embodies prejudices, privileges, and power dynamics that could make his representation of American childhood one of exclusion and domination of those who are not like him.

      As an archetype, Tom Sawyer is imbued with the “original sin” of this country—enslavement and extermination of native peoples, Africans, and other minorities. He uses the n-word, which has earned him the distinction of being banned in schools. (His best buddy, Huckleberry Finn, does help a former slave escape along a river, but one rafting trip does not make Huck an abolitionist.)

      Twain’s Tom was a product of his time, which tolerated many beliefs, practices, and institutions that today we find reprehensible. The Tom that’s conjured up here isn’t meant to be limited to Twain’s creation. The Tom Sawyer archetype evoked here aims to be timeless. This book uses Tom and other make-believe figures as touchstones to evoke a spirit of childhood as a protected space for exploration and development that every child should have. This book incorporates these stories because they are familiar to many of us as part of a childhood literary canon, not because they are immune from criticism. This book leaves those powerful analyses to others. Here, Tom Sawyer, Peter Pan, and other creatures of childhood fantasy are presented as being for everyone.

      In addition to old characters from old stories, this book uses a new word for our new lived experiences. In this book, the word sharenting is understood as the publication, transmission, storage, or other uses of private information about children through digital channels by parents, teachers, or other adult caregivers. In other contexts, this term may have different connotations. It may refer to parents’ actions or be focused on social media. This specificity is appealing. If a term is grounded in the word parent, why should it include people other than parents? And it’s accepted to say that we share information on social media. It’s less accepted to talk about sharing information with our smart refrigerators or other nonsocial media digital services and products.

      What this more limited definition gains in precision, it loses in power to facilitate a big-picture discussion. Today, kids and teens grow up within a circle of trusted adults who routinely share details of their lives through an ever-expanding range of digital affordances with an ever-growing number of other people and institutions for a never-ending set of reasons. Parents play a uniquely important role and are likely to account for the majority of the sharing, either directly or indirectly. However, they are not the only grown-ups with their fingers on the Post, Submit, and Accept buttons. Also, they are doing more than what we conventionally think of as sharing. The term technically should be “shar-using-enting-eaching-other-ing.” Unfortunately, the portmanteau police won’t issue a permit for terms with more syllables than Brangelina.19 Thus, sharenting it is!

      As students of the law, we can push back on this word from more than one angle. One of the many fun things about studying law is strength-testing an idea by trying to destroy it. Let’s move away from the accuracy argument and launch a more substantive attack: is it fair to speak of sharenting when parents, teachers, and other adults inhabit a confusing, ever-evolving digital tech landscape? Implicit in the concept of sharenting is some degree of individual choice: an adult is choosing to act in certain ways with respect to information about her children.

      Today, tech providers tend to lack transparency about what data they are collecting, why they are collecting it, what they will do with it, and whether users can set meaningful boundaries. There is a lack of comprehensive data privacy protection from the legal system, for youth and adults alike. There is almost a necessity to be digital in one’s work and social doings. So are we making choices to sharent? Or are we “sharent-trapped”20 and stuck in our routine by forces outside ourselves?

      The short answer to both questions is yes. The relationship between choice and structural context is not “either/or.” It’s “yes and.” In general, people have capacity for individual decision making. Our legal system relies on these first principles of agency and autonomy. We justify sending people convicted of crimes to jail because they chose to violate the law. We garnish the wages of absentee fathers who don’t pay child support because they chose to have sex, thereby choosing to become parents. We require people to perform their end of a contract or pay damages because they chose to make the bargain. But if they can prove that they entered into the contract under duress, they are off the hook because it is not fair to hold them to a bargain they did not choose to make.

      Even when people may not be subject to coercive power, the full exercise of their decision-making capacity will be impacted and sometimes limited by external variables. These variables include difficult or dangerous circumstances they are experiencing through such adversity as poverty, discrimination, or violence. They also include less toxic factors, such as lack of full information on which to make decisions or pressure from social norms. These factors significantly shape sharenting for all of us. And for those of us experiencing more toxic factors as well, decision making becomes far more difficult. We’re doing our best, but it’s hard to know what that should look like.

      Sharenthood can feel as clunky as the word itself sounds. We’re riding on a bumpy, makeshift, Tom and Huck–style raft down the rapids of the digital world. The gadgets are sleek, the goals are lofty, but our process is age-old. We’re passing down folk wisdom to one another while having quick chats in supermarket lanes or watching our kids on a play date.

      But is our wisdom really ours, or is it just shared content from social media? We’re deciding on the fly: Do we post that picture or not? Do we give our kids the Fitbit they want for Christmas? Do we send a YouTube holiday message or an old-fashioned card? If we’re using a card, do we use a website to upload a picture and send a personal one? Do we have time to read the privacy policies and other terms of use for any of these options that are more complex than a pen and paper? We don’t even have time to find our reading glasses. Or a pen. But in a few years, our pen and our glasses will have nowhere to hide, courtesy of our in-home robot and its sensor-based tracking system. We mostly think this is awesome, although we also find it a little weird.

      The currents are swift. They’re also swirly. We’re dragged this way and that. But we haven’t gone under yet. We have some open water now. Our society is paying more attention to digital privacy, to data breaches, to digital information quality, to the crossover between the virtual world of play to the brick and mortar one. We’re thinking more comprehensively, compassionately, and creatively about the digital lives we’re living.

      We’re at an interesting moment: we think we’re in the depths of the rapids, but we are probably only at the start. The robots aren’t firmly entrenched. We still have parents who remember what a VCR looked like and how to make a mix tape. We can build a better raft. Let’s pause for breath, keep our heads above water, and chart the currents. True north: that goes somewhere.21 Now where?
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      1 The Origins, Education, and Maturation of Tommy S.

      Tom Sawyer was a creation of small-town frontier life. Our Tommy S. shares the spirit of the original—a scamp with a heart of gold. But that’s where the similarities end. Tommy S. exists on the frontiers of cyberspace. He has digital data in his DNA.

      This chapter tells Tommy’s story, a fictional yet true-to-life portrait of childhood and adolescence today. This case study is designed to be representative, not universal. It aims to surface key modes of sharenting, some of which you may see in your own lives, some of which you may not. You may also see sharenting in your lives that you don’t see mentioned in these pages.

      As you read, think about what seems familiar and what seems foreign, what seems straightforward and what surprising. Do some of the sharenting activities seem inevitable, inherent in life today, while others come across as more discretionary? Where on the “Three Bears” scale would you rank the sharenting in Tommy’s life: too much, too little, or just right? What are the reasons for this ranking? Might you be inclined to assign different rankings at different times of Tommy’s life?

      The stages of Tommy’s young life have a parallel digital sequence that tracks his development. The same is true for the children in our own lives. During each of these stages, we parents, teachers, and other adults are likely to share digital data about kids and teens that create a “digital dossier.”1 These three stages are creation (which includes conception, gestation, and infancy), education, and maturation.

      This chapter treats each stage in sequence. This mapping is a rough guide to the landscape of adult decisions about kids’ digital data. There are two important caveats: (1) no map, including this one, could capture all conceivable actions that adults as a cohort could take, and (2) the actions taken by individual adults will vary considerably.

      Why the caveats? Tech providers and tech users innovate at lightning speed. Individual users have their own preferences and patterns. Any list that attempts to capture all the instances in which all types of children’s data are shared by all adults through all available and emerging digital technologies would be obsolete in a nanosecond. Adults’ practices around the digital transmission of children’s data involve sharing many types of information through an ever-growing array of digital products and services with a wide range of individuals and institutions for countless reasons.

      The types of information include, but aren’t limited to, medical, educational, social, behavioral, and psychological. The types of digital products and services involved include, but aren’t limited to, laptops, smartphones, tablets, social media, text, email, sensors, and “smart” devices. Products also include the doggie drone, which supervises your kid when he walks the dog and scoops up the poop in case your kid forgets. Okay, that canine companion isn’t on the market yet,2 but you can get your child a robotic dinosaur instead of a real dog for company.3 And you can also get a digital dog treat dispenser linked to an app so you can play with your dog while you’re away from home.4

      Digital Life Stage One: Creation—Conception, Gestation, and Infancy

      Before Tommy is born, his parents have a real dog, and they want a real child to keep it company. They are older when they start trying, so they have trouble conceiving. Tommy’s mom’s well-meaning obstetrician recommends that she start using a fertility app to track her menstrual cycle and advise her on the best times to have sex. The app also advises Tommy’s dad on where to buy flowers and when to send them.5 When the app doesn’t work fast enough, Tommy’s mom adds a fertility tracking bracelet.6

      The result is Tommy.

      The app and bracelet predict Tommy’s creation. The United States Supreme Court has told us that it’s not its business to decide when life begins,7 but tech companies are rushing in where the highest court in the land and others fear to tread.8 Although the jury may be out on when life begins, the verdict on digital life is unanimous. Digital life can begin before conception.

      When conception does occur, Tommy’s proud parents-to-be announce it on Facebook. They follow up with all the breaking news on gestation. His first ultrasound pic pops up in the newsfeed of tens of thousands of adults around the world. His parents have their privacy settings set to share with friends of anyone tagged in the photo. In addition to tagging themselves, they also tag their parents and siblings: those proud future grandparents, aunts, and uncles.

      A friend of Tommy’s aunt is an ob-gyn. She notices what appears to be a minor abnormality on the scan but decides not to write a comment on the post, figuring that it would be inappropriate. She also decides against reaching out to the parents via private Facebook message. After all, the happy couple is trying to share good news, not crowdsource their prenatal care. She’s not their doctor. It’s possible she was reading the ultrasound incorrectly. An iPhone picture of an ultrasound printout posted on Facebook and viewed on another iPhone screen while she’s getting her steps for the day on a treadmill isn’t a hospital grade presentation. She has hundreds of her own patients to worry about, and she’s on call tonight. It’s best to get back to her workout before the next patient goes into labor.

      Even though this Facebook viewer has kept her distance from the ultrasound data, Facebook hasn’t. Facebook is all up in that womb. Under its privacy and related policies, Facebook can use the picture’s data in a virtually unrestricted fashion.9 Tommy’s name isn’t on it when it’s first posted. But as soon as he’s born, his parents post his newborn mug shot, complete with his full name, date of birth, length, and weight. A handful of rogue hospital employees do the same, tagging Tommy as a “mini-Satan,” and causing a @#$#-storm before Tommy can soil his first diaper.10

      Facebook and its associated service providers can likely connect the dots from the ultrasound pic to the newborn pics and start aggregating data about Tommy, including in its facial recognition database.11 Attempts to deidentify the data prior to aggregation should be viewed with some suspicion. Experts have found that deidentification is not always an effective means of protecting privacy from tech vendors, data miners, insurers, and other third parties.12

      To be fair to Facebook, there are some pictures of kids and teens that it does not want its users to see. According to internal company guidelines on content moderation obtained by the media, Facebook will remove “imagery of child abuse if shared with sadism and celebration.”13

      Outside of those narrow categories where Facebook or other social media companies consider content offensive and subject to removal or other action (whether based on their own decision making or legal requirements), parents are left to decide for themselves whether to share a milestone with their digital social circles. There is no Parental Social Media Association of America to give binding parental guidance to parents.14

      Tommy’s parents record his first bath. They post the pictures and get a ton of likes, which encourages them to take and share more pictures. They back up their photo library to storage space on a cloud-based server, which is helpful when they drop their phones into the tub while bathing Tommy. It’s less helpful when their storage space is hacked and tubby-time pics float into unknown waters. They figure that the hackers are more interested in naked celebrities than bubble-covered, half-naked newborns,15 so they let the missing pics be water under the bridge.

      Rub-a-dub-dub, in and out of the tub, Tommy’s parents are members of the digital monitoring club. They watch his every move on Nest Cam.16 They have a scare in the middle of one night when they think a hacker has gotten into that digital baby monitor feed as well.17 It turns out that Tommy was just snarfy. They track his sleep patterns with the Owlet bootie, a sensor-enabled sock that monitors infant breathing, sleeping, and other physical patterns.18 They use a nanny product with artificial intelligence (AI) to help respond to and soothe him when they are unavailable.19

      They also continue to share news of his activities on social media with exposure to thousands of their nearest and dearest. They use a free digital service to make baby books.20 These collections are only for the viewing pleasure of Tommy’s grandparents, aunts, and uncles—and whichever human or machine eyes use the images for whatever purposes now or in the future. Well before Tommy takes a single step, his digital data travels to thousands, likely tens of thousands, of human and machine users.

      Digital Life Stage Two: Education

      Early Childhood

      Two-year-old Tommy is obsessed with Sesame Street, so smart Elf on the Shelf flies to the North Pole and grabs a smart Sesame Street denizen for Christmas. Okay, smart Elf on the Shelf can’t really source directly from Santa’s workshop. Tommy’s parents didn’t put in its batteries correctly. Also, this particular product doesn’t exist yet. Neither does smart Elmo. But he isn’t a Christmas myth. There could soon be an Elmo available that says more than “Tickle me.”21

      Tickle Me Elmo is so twentieth century. For the twenty-first century, we need smart Elmo. Smart Elmo says, “No tickle.” Smart Elmo want to read. Smart Elmo want to do math. Smart Elmo want to be Tommy’s friend and give fuzzy Elmo snuggles. Drawing on the cognitive computing technology that drives the IBM Watson machine, smart Elmo would take the Sesame Street lessons that have provided an early education foundation for generations of children and bring them to life.22

      So instead of learning his ABCs from Elmo’s interactions with the Sesame Street gang, Tommy would practice his letters under Elmo’s fuzzy tutelage. Elmo would show Tommy how to get to Sesame Street without leaving his parents’ home. As the AI technology underlying smart Elmo grows more sophisticated, instead of watching Elmo play with other kids, Tommy would play with Elmo. But what might Elmo be learning and sharing about Tommy?

      Strong, easy-to-read, and fair privacy policies need to be in place for any smart toys or smart teachers to avoid having children’s data be used for an unspecified set of purposes over an indeterminate length of time. When Tommy gets sick and throws out Elmo until the fairy rescues the stuffed toy, Velveteen Rabbit–style, Tommy can also play with smart Barbie, a tracking teddy bear, and more.23 He can go old school and play with an app: “apps meant to appeal to toddlers and preschoolers are both the most popular [type of app] and the category that has experienced the fastest growth, according to a 2012 study.”24 Tommy can also chill with Siri, Alexa, and the other home assistants that finally learn to decipher toddler speak and play Sesame Street on command.25

      When Tommy does leave the house to go to daycare, his parents get real-time updates from the daycare provider on a childcare app.26 The pictures from the provider include Tommy playing with the other kids. His favorite seems to be a little guy named Huck.

      You may be wondering: are all of these digital data choices made by Tommy’s parents, or are some of them Tommy’s? Tommy doesn’t choose whether or where he goes to daycare. Tommy does decide whether to play with smart Elmo or the tracking teddy bear. Tommy decides whether to smooch Elmo or hit him in his red furry face.

      This can be a tricky line to draw. Sometimes, adults’ choices around digital devices and services are about their own actions—whether to share a pic on their own social media page. Other times, adult choices directly or indirectly facilitate the subsequent choices that children and adolescents make, especially for young kids who can’t express a real preference about tech decisions. The toddler can’t go out and buy a smart Elmo on his own.

      Other instances of adult facilitation discussed below highlight the role that parents and other decision makers play in allowing schools, camps, and other youth-serving settings to store, share, analyze, and otherwise use kids’ digital data. These institutions will receive some of the data from kids’ own interactions with digital devices and services. But kids are in the position to share this data because of tech choices that adults made first.

      Tommy has his parents to thank for his tracking teddy bear. He’s also got them to thank for starting to build his education record while he’s still in diapers. In one sense, as Oscar the Grouch might point out, that proposition falls into the “There’s nothing new under the sun” category. The early childhood years have long been understood as foundational for educational development. The new revelation is that these early experiences in the home that previously would have been recorded in parents’ memories and scrapbooks are now digitally preserved and used by one or more tech providers, their affiliates, or other third parties outside the home—often without parents’ full knowledge.

      Primary and Secondary School Years

      When Tommy travels from his own personal Sesame Street to the public elementary, middle, and high schools down the street, he continues to be immersed in a connected digital world. Some of these digital “educational technologies” or “ed tech” are used by Tommy himself in the classroom or other school spaces.27 This decade is saying “Open sesame” to the floodgates of ed tech. The volume, types, and purposes of available digital products for student use in school are staggering. In many school systems, ed tech adoption has been rapid and widespread. Often, it is happening in an iterative, bottom-up way that brings a touch of that Silicon Valley “move fast” spirit into the more slow-moving world of public primary and secondary education.28

      Many ed tech entrepreneurs try to introduce their services directly to classroom teachers or the other front-line decision makers in a given educational sphere. This is more of a side-door or back-door approach than front-door outreach to a schoolwide or districtwide decision maker, like the principal’s or superintendent’s office. Going through the side or back door may facilitate ed tech use as teachers and other staff quickly roll out the welcome mat for offerings they deem valuable to their students. Sometimes teachers become ed tech entrepreneurs themselves, which also can provide a window of easy access into classrooms.29

      The protocols and formalities of the front door tend to slow down this decision-making process. But this delay can have a protective function, not just a pain in the ass one. If the front door is guarded by decision makers with a combination of technical, legal, and pedagogical know-how, a little delay may go a long way to creating meaningful educational experiences while protecting privacy.30

      Even though Tommy is engaging directly with educational technologies, many of the devices and services that he uses are chosen for him or assigned to him by teachers or administrators, especially when he is younger.31 Some of them his parents know about ahead of time because the school sends home a release asking for permission to transmit Tommy’s personally identifiable information (PII) to the digital vendor that provides the service.32 But many others his parents will not know about, unless Tommy happens to mention how cool it is that a classmate liked his progress in an app the whole class is using.

      He learns to read using a personalized learning platform on the iPad that is assigned to him through a one-to-one device program.33 The program allows him to progress at his own speed rather than be stuck on a one-size-fits-all plan for the whole class. Tommy likes the iPad. He is already very familiar with the device because his parents toilet-trained him using the iPotty, which allows him to play while he poops.34 He pays for school lunch using a swipe card linked to a web-based portal through which his parents can put funds on the card.35 Tommy’s parents sometimes get confused because the website they need to visit to reload his cafeteria card is different from the one they need to visit to see his grades.36

      Tommy gets confused too. In addition to his cafeteria card, he has another card that uses a sensor to track when he gets on and off the school bus. He participates in a physical education program that uses a smartwatch to track his fitness metrics.37 When he starts high school, he is given a school-issued laptop that he is required to use at school and encouraged to take home for his work there.38 He goes online through his laptop to learn the history of the American frontier through a massive open online course (MOOC). And when he gets sent to the principal’s office for trying to fake his own death so he could attend his own funeral, he is assigned social-emotional education modules from a software program as a behavioral intervention.39

      There is a seemingly never-ending stream of digital resources to create learning experiences for Tommy. In many ways, he is lucky: his school has the financial and other resources to bring digital technologies to classrooms and other school spaces. Although most school districts in the country appear to be using one or more types of digital ed tech,40 a “digital divide” remains in terms of access to and integration of these resources. Even within a district, the types of digital devices and services can vary considerably.

      Some of them are old-school, like websites that Tommy visits from a computer that lives on a desk in his classroom. Mavis Beacon no longer teaches typing, but she’s got many disciples.41 A growing number of digital educational experiences are a post-1999 party. They rely on the cloud,42 sensors, the Internet of Things, artificial intelligence (AI), and other emerging technologies. Some of them are designed specifically for schools, like a sensor-enabled card for attendance. Others are designed for a general audience, like a MOOC, and then integrated by teachers or other staff into the brick-and-mortar school setting.43

      Within a school system, different ed tech types will be used by people in different roles for a range of goals. In addition to the ed tech that Tommy interacts with, teachers and administrators who work with Tommy during his primary and secondary school years also use ed tech to support their professional responsibilities. Tommy has little to no awareness of this ed tech sphere, and even his parents may not have any understanding of this space, despite the notifications about some of these ed tech choices that they receive from the school. The principal’s office tracks attendance with a software program. This program sends alerts to Tommy’s parents if he comes late to school or doesn’t come at all.44 The nurse’s office keeps electronic health records.45 The teachers use an online grade book to track assignments.46 The art teacher creates a public-facing Facebook page with pictures of students’ art.47 The guidance counselor uses a predictive analytics program to assess Tommy’s educational and career trajectory.48 Do his talents lie in whitewashing fences or whitewashing the truth?

      Preteen Tommy starts to test the limits around him, through fibs and more. He starts getting into trouble at school. The school’s digital surveillance system sees him cutting class and smoking in the woods.49 He gets referred to the juvenile justice system and gets a digital rap sheet that way.50 Some of the trouble is a result of his own digital choices. In one of those adult logic moments that exasperates teenagers, schools sometimes promote science, technology, engineering, and mathematics (STEM) in one breath and, in the next, breathe fire over minor digital tech infractions. Notably, New York has wrestled over how deeply the fruits of the tech tree should take root in schools. The New York City school system has been engaged in a protracted give and take over how much latitude students should have to use their personal devices in schools. A cellphone ban spawned new brick-and-mortar business opportunities for some corner stores, which started offering phone storage to kids for a fee.51

      City mice aren’t the only ones trying to evade the trap of trouble over their personal tech. Their country cousins may also face a maze of contradictory tech signals at school. For example, in Manchester, New Hampshire, many of the old mill buildings that drove the late nineteenth-century economy have been rescued from their twentieth-century decay and are now home to a mini-Silicon Valley along the Merrimack River. STEM has some serious steam behind it. The high school is encouraging its students to jump on this tech train while also being vigilant that students’ personal tech adoption doesn’t go off the rails. According to a recent edition of the district’s student handbook, using a personal tech device in the high school is a level 1 offense that can carry serious sanctions. Three level 1 offenses add up to a level 3 offense. Other level 3 offenses include bringing a weapon to school. Level 3 offenses lead to out-of-school suspension.52 Out-of-school suspension separates teenagers from their phones and forces them to dial into studying. Problem solved.

      Just kidding.

      Out-of-school suspension increases students’ chances of dropping out. It also increases their chances of being involved in the juvenile justice system.53 Even if the underlying offense of repeated personal tech use in school doesn’t violate criminal law, being out of school and likely unsupervised increases the risk that kids and teens will commit offenses that do. Also, in today’s “zero tolerance” school culture, it’s plausible that a student’s refusal to comply with any school policy could lead to an arrest based on a disorderly conduct or similar charge.

      Let’s say that teenager Tommy won’t stop texting his bro, Huck, about Becky Fletcher, the hottest girl in school. The teacher looms over him and says that she really means it this time: “Put that phone away this minute.” Tommy is embarrassed. What if the teacher saw what he wrote? Is there any chance she’d believe that “I heart those titties” actually means “I chastely desire Becky for her superior intellect”?

      He shoves the phone inside his desk so hard that his school-issued iPad falls out and hits the ground. Is it broken? Tommy is nervous. What if he broke the iPad? That @*#( is expensive. If his parents get a bill for it, they’re not going to be able to pay it. He doubles down on his conviction that this mess is all his @#*($@#* teacher’s fault. His teacher feels the same way Tommy does. The principal is going to run her out of town on a rail if a broken iPad turns up in her room. That @*(#* is expensive, and the big grant that the school received to buy the devices isn’t going to be renewed. This is all Tommy’s fault.

      The following exchange ensues:

      
        Go to the principal’s office.

        No.

        I’m calling the school resource officer unless you go right this minute ago.

        Don’t you mean “right this minute”? How could I go anywhere “right this minute ago”? I ain’t magic.

        “I’m NOT magic.”

        Yeah. I know. You’re DEFINITELY not.

        We’re not talking about me. We’re talking about you. You’re NOT magic. NOT. Not “ain’t.”

        If I ain’t NOT magic, then shit . . . that makes me magic!

      

      Tommy’s principal disagrees. Tommy gets a Saturday in-school suspension. His infractions and accompanying consequences are recorded in the digital database the school has for disciplinary purposes.54 He is also assigned social and emotional learning modules on the importance of following instructions and refraining from profanity. His performance on those modules is recorded by the software program. Performance metrics include his actual answers and the data surrounding his answers, such as how long it took him to come up with each answer. Tommy’s personal answering speed is less time than it takes to whitewash a fence by yourself and more time than it takes a crew of others to do it for you.

      Tommy learns lessons about himself and the world outside of school as well. He attends camps, after-school programs, and community sports and activities. These informal learning spaces seem to share with their formal learning space counterpart, schools, a trend toward expansive ed tech use.55 Tommy goes to an engineering camp where he builds a robot out of egg cartons and other recyclables. He learns how to make it move using a sensor kit and a connected app. His counselors post pics on social media. Tommy decides to start his own YouTube channel to showcase his science experiments, with a prank twist. “The Adventures of Tommy S.” becomes an instant classic—especially the episode on how to teach a robotic dog to ride a raft in a backyard pool.

      As Tommy grows up, he will make more of the choices about ed tech himself. Fifteen-year-old Tommy won’t ask for permission to download the YouTube app and start uploading videos, whereas five-year-old Tommy had to beg his parents for Minecraft. But until he hits eighteen, the age of legal majority, his parents and, in certain circumstances, the school hold decision-making authority over whether to share his personal data via ed tech affordances. Tommy has no legal right to be involved in the decisions. Even if he did, it would likely be difficult for him to understand the terms of use to which he was agreeing. It’s hard enough for his parents and teachers to do so.

      Everything in the broad and ever-expanding category of ed tech with which Tommy engages is capable of capturing and storing vast amounts of data about him.56 The extent to which each product or services does so will vary, often without Tommy or his parents being aware of the variation. Many of these digital services and devices also can analyze and share this data with third parties.57 Sometimes, this sharing will be obvious, like a public-facing Facebook page. Sometimes, this sharing won’t be evident, even to the users themselves. For example, when Tommy swipes his card to enter and exit the school bus, does he really know who is seeing his travel data and why they care? Do his parents know?

      The company that supplies the sensor cards and accompanying software to the school district is likely using third-party providers to supply services such as data storage. If there are weak terms of service or poor or no contractual language in place between the company and the school, the company might also share the data with a data brokerage service or consultant who specializes in advising transportation companies of market opportunities.58 The company might purport to deidentify Tommy’s data, but data deidentification is not always a silver-bullet solution for protecting privacy.59

      As we’ll discuss later, there are federal and state laws that limit schools’ authority to share information about their students. Unfortunately, these laws are often unable to establish data-sharing parameters that promote students’ success, encourage educational and technological innovation, and keep privacy pitfalls to a minimum. Tommy may only have to walk down the street to get to school. But his data may travel far and wide, which poses potential problems for him in the present as well as the future. Smart Elmo says, “That doesn’t sound very smart to Elmo!”

      Digital Life Stage Three: Maturation

      That’s not even the whole story, smart Elmo! Schools are a primary arena in which the adults in Tommy’s life are going to make decisions about his digital data, often without realizing what they’re deciding. As Tommy grows up, his parents, teachers, and other caregivers will make digital data choices in many other domains as well. Those other domains may be loosely grouped into four broad categories (a particular digital decision may fall into more than one category):

      
        	• Social communications with peers, including social media, contributions to parenting blogs, or the generation of other noncommercial digital content;60

        	• Familial, educational, or other interactions with the government;61

        	• Medical and behavioral interventions mediated by digital tech; and62

        	• Household and general life management through Internet of Things devices or other programs, such as a smart fridge to monitor the grazing habits of voracious teenagers or a smart thermostat to keep them from turning up the heat to sauna levels rather than putting on a @*(#@* sweater.63

      

      Let’s now return to the broken iPad incident that landed Tommy in his own Breakfast Club Saturday morning suspension. Following Tommy’s refusal to obey his teacher right away, the teacher calls the school resource officer (SRO) for help.64 The SRO is a member of the local police force who is stationed in the high school. He arrives in the classroom and arrests Tommy for disorderly conduct and destruction of property. Tommy talked back to the teacher, and he made a scene in class. Also, the iPad won’t turn on when the teacher tests it.

      When these juvenile charges are heard by a judge, Tommy’s court-appointed public defender puts the teacher on the witness stand and asks if the iPad was charged when she attempted to start it. The teacher doesn’t recall. No one is able to locate the iPad in question. The local prosecutor drops the destruction of property charge, but the disorderly conduct charge is found to be true. This case disposition is aggregated in a court database, despite the strict rules of confidentiality that are supposed to apply to juvenile cases.65

      Quick question from smart Elmo: why is the outcome of Tommy’s case brought to us by the letter T for true rather than the letter G for guilty? According to the ABCs of juvie, when youth commit infractions that would be criminal if done by an adult, they are charged with delinquency rather than criminal offenses. The animating principle for the juvenile justice system is rehabilitation, ostensibly without the same infusion of other objectives of the criminal justice system, such as deterrence and retribution. Because the juvenile judicial process is not supposed to be focused on wrongdoing but on kids’ doing better, the question isn’t guilt or innocence. Instead, we’re looking for “just the facts, ma’am.”

      Did Tommy disturb the classroom by repeatedly and loudly refusing to comply with the reasonable requests of a local government official (his teacher)? Yes or no? True or not true? There is a big exception to this “truthiness” approach: when youth commit certain types of violent acts, they may be charged as adults and found guilty with a capital G.

      Fortunately, Tommy’s actions don’t land him in the category of teens who can be tried as adults. His parents, however, are dismayed at their son’s conversion from glimmer in their eye to juvenile delinquent and go online looking for advice and support. They post on social media: “Help! How do we reform our bad boy?”66 Tommy’s mom writes a lengthy Facebook post about how difficult it is to parent a teenage boy with a wild streak and hypothesizes that perhaps he has an underlying mental health disorder. Buoyed by comments from her extended network, she sets the post to “public.”67 The post is even more successful than Tommy’s YouTube channel and is viewed by thousands of people across the world. She thinks about starting her own YouTube channel, “Bad Boy Mom,” and getting commercial sponsorships from companies that sell things that moms of bad boys need, like apps to track your teenager’s whereabouts.

      Then fate intervenes. Tommy’s mom and dad have been struggling with an addiction to prescription painkillers. For her, it started with a script her doctor gave her after back surgery. Tommy’s dad then decided to help himself. They have managed to keep their use from interfering with their lives until they can’t anymore.

      Tommy’s parents pass out in the front seats of their car. Tommy is in the back seat, panicking. The police show up. While one officer administers Narcan to Tommy’s parents, the other officer snaps a picture of the scene, including Tommy’s face in the back seat—his worst nightmare. No wonder he was acting up in school.68 The officer posts the scene on the police department’s Facebook page. Later, when asked why he chose to share this private moment with the world, he cites the need to educate people about the evils of opioid abuse. He says that no one will remember that Tommy was there.

      Tommy will remember that he was there because it is the worst moment of his life. Countless other people also will remember because the picture won’t ever go away. Tommy goes to live with Aunt Polly, who will be his temporary guardian while his parents are in court-ordered in-patient rehab. Aunt Polly is concerned that Tommy might continue to get into trouble. She starts researching apps to track his whereabouts and installs a digitally networked security system in her home so she can monitor what Tommy does when she’s at work.69 Unfortunately, it’s not enough to keep her from having more #teentroubles with him. Kids will be kids, regardless of who’s watching.

      Tommy will likely never have the opportunity, as did Twain’s Tom Sawyer, to watch his own funeral and find out what his legacy would be. But Tommy and other twenty-first century kids have the opportunity, on entering early adulthood, to go online and see at least some of the legacy of their childhood. But there is a whole digital history of their childhoods that Tommy and his brethren won’t ever be able to see because it’s in the deep internet of data brokers and others.70 There is also a whole range of decisions potentially being made based on or influenced by their visible and invisible digital childhood legacies about which they will have little to no knowledge and over which they will have even less control.

      Put yourself in Tommy’s shoes. When he is old enough to see the sharenting that has been and is being done about him, what do you think his reactions will be? Why? Do you think these reactions are justified or juvenile (in the pejorative, not descriptive, sense)?

      Now walk that proverbial mile in his parents’, teachers’, or Aunt Polly’s footwear. What do you think the reasons are for their sharenting decisions? Do you see those reasons as being solid, suspect, or somewhere in between? Might you start to realize that you already have a decision-making schema you’re using to approach sharenting, even if you haven’t been using the terms sharenting or decision-making schema?

      Your answers to these questions might depend in part on what you understand the short- and long-term risks of sharenting to be. To equip you to explore these and other questions more deeply, the next two chapters explore the main types of risks associated with digital childhood legacies and highlight the potentially positive opportunities that flow from these legacies.
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      2 Not Your Grandmother’s White Picket Fence: Twenty-First-Century Kid Problems

      Tom Sawyer had to paint the friggin’ fence. Not only does Tommy S. have to paint it, but Aunt Polly Instagrams every part of the process #bighelper #raisinhimrite. She’s so happy that he’s in her yard and out of trouble. These posts make it difficult for Tommy to pawn off the task on his friends. They make it even more difficult for him to explain to his boss at the pizza parlor why he said he was too sick to work at the shop yet Polly’s Instagram feed showed him basking in the sun while #watchinpaintdry.

      Tommy’s adults are doing what most of us do, too. But whether we engage in sharenting without realizing it or with the best of intentions, we are likely creating significant risks to our children’s privacy, life opportunities, and sense of self.

      What do you think these risks are? Where do you see them in Tommy’s tale? Where do you see them in your own life? Do some risks seem worse than others? Are there contexts in which the benefits of digital engagement outweigh privacy and related risks?

      As you identify and assess both risks and opportunities, try to be aware of what your reactions suggest about your own understanding of privacy. Do you see privacy as transactional—secrets that can be exchanged for goods or services?1 Do you see privacy as more contextual—a set of attitudes and actions designed to share information differently depending on your goals for a given situation?2 Do you understand privacy as more fundamental—a protected zone that is necessary to develop a sense of self—or as something else altogether? There is no right answer, but your response will drive your answers to the many other questions in this book.

      This book sees an identity-formation function as the core of privacy,3 while recognizing that the process of identity formation at times necessitates the use of more transactional, contextual, and many other approaches. If you move back and forth between considering specific questions (like risks to Tommy) and big-pictures ones (like the definition of privacy), you should find that each sheds new light on the other.

      This chapter begins by stealing a ray of sunshine from Tommy’s day in Aunt Polly’s backyard. It highlights potential positive opportunities that stem from adults’ choices about kids’ private digital lives. The chapter then tacks into cloudier, stormier terrain by identifying four main ways that sharenting causes current and future problems for kids and teens: (1) criminal, illegal, or similarly dangerous activities; (2) legal but opaque, invasive, and suspect activities; (3) personal reputation and other interpersonal activities and dynamics that significantly impact individual relationships and sense of self; and (4) commercial use of children’s private experiences.

      This chapter continues by examining the first and second categories. The next chapter begins with a thought experiment of a fictional yet potential near-future digital product that further unpacks the second category and segues into the third. The following chapter takes up category four and maps out the commercial sharenting sector, a growing multimillion-dollar industry that could also be called “sharenting on steroids.”

      Walk on the Sunny Side: Potential for Positive Opportunities

      In her Instagram posts about the fence, Aunt Polly means well. She is proud of Tommy, and she wants to share her joy. Through her posts, she receives validation that she’s doing a decent job taking care of Tommy during a tough time. She also takes joy in the act of connecting with people in her online community. She works a lot and doesn’t get to see her friends much in person anymore. A social media like is no substitute for a hug, but a little dopamine hit can go a long way.

      Most of us share at least some aspects of Aunt Polly’s positive take on how sharenting might make us better parents, teachers, and caregivers. And we’re right to think so. There are sound reasons why you may feel comfortable sharing your kids’ information on social media, through educational devices and services, and elsewhere. These include greater social connection, better and more equitable educational experiences, and safer and healthier homes. Illustrations for these and related reasons are given below.

      Social media can be a valuable space for building personal, professional, civic, and other relationships that are meaningful to you and your family in a variety of ways. For instance, if you’re the parent of a child who has a chronic illness, you might forge vital connections through a Facebook group on the topic that can provide emotional support as well as relevant information. You can model thoughtful “digital citizenship” habits for your children by showing them how you engage meaningfully online.4 Posting a snap of your family’s holiday card can be a cute way to stay in touch with far-away friends, while a rant (about what an a@#(*@(# your teenager was when you politely asked her to stop looking at her phone and smile for the camera for just one *@(*@#)! second) would be far less cute. Your thoughtful curation of your child’s digital data trail could potentially benefit her down the road. After all, if schools, employers, and other institutions and individuals will be mining your daughter’s digital contacts, she may as well put her best foot forward.

      Digital educational technologies may also enhance students’ experiences by personalizing learning or offering new areas of study.5 If you’re teaching an elementary school class with children who have wide disparities in reading ability, for instance, you will be much better able to meet their needs if all twenty-five receive customized instruction courtesy of sophisticated algorithms. If you’re teaching a high school science class, you might have difficulty getting students to appreciate the periodic table of the elements. But they may well have greater appreciation for learning the elements of coding because many have an entrepreneurial mindset and may see digital tech as key to opportunities in that area.6

      Ed tech also has the capacity to enhance equity in many ways. Here is one of them: in a school district where many students are eligible for free or reduced lunch, using a sensor-enabled card for cafeteria purchases can reduce the potential for financial status to be on display in the lunch line. If one student pays with cash and another has a pass for a free or reduced-cost meal, the disparity is obvious. But if both pay with cards, then that distinction is reduced. In districts that serve alternative meals or no meals to children whose funds have run out, the distinction reappears.7

      In theory, as ed tech grows more sophisticated, its equity-enhancing potential could increase. If schools rely increasingly on algorithmic decision making and the algorithm is well-designed, then these decisions could be free of the implicit or other forms of biases that impede equitable decision making by humans.8 Students then would be better able to advance and pursue new activities and opportunities without concerns about discrimination.

      More sophisticated ed tech could also address areas in which there frequently is systemic educational inequality, such as students with disabilities or students who are given long-term out-of-school suspensions or expulsions. Well-designed AI affordances, for instance, could be used to provide these cohorts of students with more effective and engaging learning experiences. Such uses of AI could include robots that work on emotional and social development with students on the autism spectrum, as is already happening in some school districts. AI could also be used to provide ongoing instruction outside of a brick-and-mortar school building to students who are required to stay home for a long or indefinite period, sometimes because they have been deemed to pose a threat to the school community.9

      There are also good reasons to bring other types of digital tech, beyond ed tech, into your home. Many young people don’t exercise enough. Digital fitness trackers or their next-generation equivalents, like sensor-enabled workout shirts, may encourage kids and teens to exercise regularly.10 It might be better to take this step toward using digital tech to encourage your child to take her 10,000 steps a day than to worry that her location may be monitored by a third party as she exercises.11

      There may also be circumstances in which you as a parent have good reasons for wanting to monitor your own child. If you work long hours and can’t be home when your teenager gets out of school for the day, a locator app or similar device that allows you to know her whereabouts might give you some peace of mind. To further your ability to keep your home and child safe, you might find it beneficial to rely on a digital security and lock system that allows you to let people into your home when you’re not there.

      The big picture that comes into focus with these examples is that digital tech can offer us and our children certain freedoms. We are less limited by geographic location. No longer is proximity destiny. If we want to connect with friends across the globe, we can do so instantly. If our children are eager to read at a higher level, they can do so. Digital tech can also offer us many efficiencies. What are you doing with the time you would have spent shopping for groceries back before an Amazon drone dropped them off? Digital tech is also essential for most job prospects. We want our children to have skills that the robot overlords deem useful.

      These and other positive points of digital tech shouldn’t be hard to see. Advertising, media depictions, and many other narratives in popular culture tend to paint a rosy picture of digital tech. So you can go ahead and keep sharing digital data as you are. If you’re interested in rethinking your comfort level in light of some of the privacy pitfalls discussed below, however, there are actions you can take to continue your digital life in a meaningful way while protecting your privacy.

      But before turning to a potential perspective refresh, you need to take a closer look at the darker side of the digital landscape. With a more complete picture, you can better chart your own course and contribute to charting our collective one.

      Criminal, Illegal, or Similarly Dangerous Activities

      Let’s start with the truly scary stuff. Children’s data can be an appealing target of criminal, illegal, or hostile adult activities. This category includes pornography, identity theft, stalking, trolling, and other forms of cyberbullying. Some specific examples are discussed briefly below.

      Because pornographers may create child porn by photoshopping pictures of children who have no relationship to the pornographer, a social media post that includes pictures of your child might be repurposed for criminal activity.12 As soon as those Frankenstein images exist, they take on a life of their own. And they may menace your child for the rest of her life.13

      The specter of child pornography haunts the houses of typical families and not just the lairs of monsters. When might nude images of kids, captured in the regular course of twenty-first-century life, meet the federal definition of child pornography? This question is not an attempt to expand federal criminal prosecutions of parents and other adult caregivers or to “sharent shame” parents who FaceTime with grandparents while a kid streaks from the bathroom through the living room or who inadvertently broadcast images to others, such as through a compromised video monitor in a child’s bedroom.14 Rather, it raises an observation and a note of caution.

      The observation: the federal definition of child porn criminalizes depictions of real minors engaged in “sexually explicit conduct,” which includes “lascivious exhibition of the genitals or pubic area.”15 Is the traditional picture of the naked newborn lying on a bearskin rug lascivious? No. What about a pic of a toddler getting to know her own anatomy while she takes a bath? Is her curiosity about herself inherently lascivious? Almost certainly not.16 But the ubiquitous use of digital technology in the home has introduced more possibilities for capturing potentially pornographic images—or those uncomfortably close to the line—than ever before.

      The caution: current attempts to use child pornography laws to respond to twenty-first-century norms and behaviors around intimate digital imagery that is not designed for harassment, abuse, or other nefarious purpose have been a mismatch of Frankensteinian proportions. Consensual “sexting” between teens has led to criminal prosecutions of and sex offender registration requirements for young people who share consensual images of themselves or their friends and intimate partners.17 Mainstream digital behaviors in an intimate setting are resulting in outsized criminal consequences. There is no indication that a similar type of justice system response is likely to befall parents who snap bearskin rug pics. A key difference is that teens who sext are trying to do something lascivious, whereas parents who snap family photos during a day skinny-dipping at a secluded pond are not. Courts have said that child porn laws are not meant to end up “‘penalizing persons for viewing or possessing innocuous photographs of naked children.’”18 But it’s best to avoid being called into court to argue when a snap is innocuous and when it is illegal.

      Innocence is not the only facet of childhood that faces threats from criminal, illegal, or dangerous activities by adults. Identity also does. Even children who have limited digital data available about them are potential targets for criminal threats. Youth might be more at risk for certain types of criminal acts than adults are precisely because they are data blank slates. A Social Security number (SSN) belonging to an adult who has a long and legitimate credit history may be less valuable to an identity thief than an SSN belonging to a toddler who has no credit history yet.19 Parents are unlikely to post their children’s SSNs online. Other institutions that have children’s SSNs are also unlikely to post them online but may wind up doing so anyway as the result of an internal security flaw or external data breach.

      In their sharenting, parents, teachers, and other trusted adults post other key personal information that can be used to steal children’s identities. Think back to Tommy’s parents’ ecstatic Facebook post on his arrival: all viewers of that post know Tommy’s full name, date of birth, and place of birth. This information can go a long way toward creating fake credit or other applications in Tommy’s name. Viewers of the post also likely know Tommy’s height and weight and the circumstances of his arrival on this planet. The bulk of commenters thought that the photo of dad eating pizza in the delivery room while mom was still pushing was #dadfail.

      Although this type of information may not be central for identity theft in its most obvious forms, think about the myriad ways in which private information is used to secure digital life. For instance, many security questions for websites ask information that they assume only the real account holder knows. As more details of personal life are shared online from infancy on, however, that premise is increasingly flawed. A security question that asks a sixty-year-old to name her elementary school is more protective than one that asks the sixteen-year-old to do the same. In the boomer’s case, not many people would know the answer. In the teen’s case, many would know or be able to look up the school on her social media profile or another source. Given the standard practice around using this information, having it easily available in a youth digital data trail is risky.

      The risk is so significant that some law enforcement agencies, such as the Utah Attorney General’s Office, are creating special bureaus or task forces for addressing the identity theft of children.20 Other stakeholders also are responding to the threat through investigations or other tools. For example, in winter 2018, the New York attorney general opened an investigation into the use of stolen identities, including from teens, to create social media bots.21 And in fall 2017, the US Department of Justice issued a warning to school districts that hackers were increasingly targeting student data.22 Some school districts have paid ransoms to have stolen data returned.23

      Commercial providers of identity-monitoring services, such as AllClearID, now offer monitoring protection for children. Following the Anthem data breach in 2015, which revealed the private information of insurance company subscribers and family members, monitoring for minors was made available to affected kids and teens.24 There was a catch: their parents had to enroll them. There was also another catch: even after parents enrolled them, if an AllClearID alert turned up suspicious activity indicating potential identity theft, before the matter could be addressed, parents had to prove their identity and relationship to the affected child using one or more forms of personal documentation.25 So we’re being asked to protect the integrity of our children’s private information by sharing more private information. What happens if there is a security breach of the protector’s operation? #viciouscycle

      Of the utmost concern is maintaining kids’ and teens’ bodily integrity. Since the early days of the internet, concerns over children’s physical safety as a result of online engagement have produced both panic and productive responses. As we have driven past “information superhighway” territory and on to “digital roads running everywhere” terrain, the understanding of and approach to children’s online safety has evolved as well.

      We’re no longer talking primarily about unknown predators who jump out like highway bandits to accost kids. This does happen. For instance, children may be subject to stalking, doxing, or other harassment based on their parents’ activities.26 We’re talking a lot or even most about the bully next door and other threats closer at hand. Children may be subject to stalking, doxing, and similar dangers from their peers or even their peers’ parents. This harassment can have devastating consequences, including suicide.

      In “the world’s first cyber-bullying court case . . . [involving] an extreme example of what might be termed helicopter parenting in the digital age,” a mother faced criminal prosecution for having “participated [in] or at least passively observed the harassment of a thirteen-year-old” girl by her own daughter and teenage employee.27 The victim of the harassment killed herself. The daughter and the victim “had had an on-again, off-again friendship; both had engaged in name-calling and spiteful actions.”28 Ultimately, the mother was not convicted.

      Sometimes, the digital world can be a conduit for direct physical attacks by third parties, such as kidnapping or sexual assault. It also can be a conduit for sex trafficking and slavery.29 Organizers seeking to traffic, enslave, or otherwise exploit children are mining social media to identify likely targets. To date, discussion of this process appears to be focused on the ways in which young people expose their own information and engage directly with predators. If parents and other trusted adults play any role, it seems most often to be by omission: kids without a strong parental or other support system tend to be more vulnerable to being ensnared by predators.

      There are questions about the gatekeeping role that parents and other trusted adults may play, though. For example, one British teen’s story of how she was enslaved includes a mother who lost her job and understandably cut off her allowance. The girl wound up being online more than she was with her friends, where she was ensnared by a gang leader.30

      We don’t let our kids go outside, yet we let the outside world into our most intimate spaces via digital technologies. We let our kids’ data, whether generated by us or by them with our facilitation, roam free. We are inviting our own Nightmare on Elmo’s Street.

      Legal—but Opaque, Invasive, and Suspect

      Children’s data is also valuable to many individuals and institutions that operate within or close to legal limits but use this data more for their own purposes than in the best interests of children. This category includes practices that are becoming increasingly familiar to us, like “behavioral targeting” in advertising. Even digital services from seemingly safe institutions, like public school websites, often facilitate such targeting and related practices.31

      In addition to marketing, there are less familiar uses of data that may be adverse to the current and future life prospects of kids and teens. We don’t know exactly what institutions are doing in this area, and we can’t really know because “when a computer stores your data, there’s always a risk of exposure. Privacy policies could change tomorrow, permitting new use of old data without your express consent.”32 The broad range of data uses and potential uses includes, but is not limited to, data-driven decision making in college admissions,33 employment, insurance, credit products, consumer transactions, and law enforcement.34

      Sometimes, an institution uses data in-house for its own purposes. For instance, a college may run its own predictive analytics to make admissions decisions. Or it may engage in old-fashioned Googling. If Aunt Polly doesn’t set her Instagram to private, what will the college make of Tommy’s law-breaking activities? Other times, an institution relies on one or more third-party providers of aggregated information, loosely called “data brokers.”35 These companies comprise a growing and poorly understood and regulated industry that services many more visible sectors, like the consumer credit sector. Many of the data uses in this category remain fully or partially unknown. In part, this is by design: the data users may not want to be transparent about what they’re up to with your private data. In part, this is by default: most of us don’t see the matrix of data uses and consequences all around us. But the data brokers see us; the information that they “sell [includes] the names of parents whose child was killed in a car crash, of rape victims, and of AIDS patients.”36

      Recently, a research team from the Center on Law and Information Policy (CLIP) at Fordham Law School made an “attempt to understand the commercial marketplace for student information.”37 This market is a subset of the broader data broker market for data about kids and teens outside of their role as students.

      The CLIP team concluded that there was an overall “lack of transparency in the student information commercial marketplace.”38 The team identified “14 data brokers who conclusively sell or advertise the sale of student information or who have done so in the past,” but it flagged that this list is not comprehensive.39 Among the offerings from these identified student data brokers, there were “data on students as young as two years old” and a “list of ‘fourteen and fifteen year old girls for family planning services.’”40 The research team reported that its members were “often unable to determine sources of student data” that brokers had available but that “educational institutions do not appear to be sources of student information for data brokers.”41

      However, even if schools’ front offices are not handing out lists of student data, adults within schools are supplying information to the student data broker industry in other ways. Notably, “teachers, and guidance counselors are being used for commercial and marketing purposes as data gatherers in administering school surveys.”42 Parents and students are also supplying sensitive information through such tools as online surveys that then enters the commercial student data broker sphere.43 This information can result in students’ receiving very specific solicitations. For example, “the American Red Cross responded [to the CLIP team] that it marketed to a student as a past [blood] donor and as a potential future donor to ‘facilitate special blood program matching,’ which could be based on the student’s blood type, ethnicity, gender, and ‘test result histories like iron level.’”44

      To help us try to get our minds around how our everyday lives are leaking data about our children such that a third party could reach out to them based on their iron counts, let’s turn to a hypothetical yet realistic scenario designed to make this unfamiliar territory more familiar. This scenario illustrates how seemingly harmless everyday data gathering can have unknown and unintended consequences. Some additional real-world examples follow.
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      3 Beyond Narnia: More Problems Await through the Wardrobe1

      Identity thieves and other criminals seek to appropriate children’s identities. The web of “big data” analytics isn’t interested in taking identities but in doing things with them.2 Big data seeks to use children’s data to affect kids’ activities, opportunities, and trajectories, while also furthering the goals of the data user itself. The identity thief takes a Social Security number, date of birth, and mailing address to obtain a credit card in the child’s name. Big data isn’t a thief. The activities in this realm are usually lawful or at least close to the legal line. But the big data ecosystem can operate in a sketchy space. It can silently take pieces of information from children and their adults, mine them for more information, and reshare that information with an unknown number of others for unspecified ends.

      At this point, what is your intuition? Do the bad actors—the identity thieves and others—seem risky enough to lead you to think differently about sharenting? Or are you inclined to see the threat they pose as more avalanche (terrifying but rare) than snowstorm (dangerous but manageable)? How does your risk assessment change, if at all, if you think more about the snowstorm scenario than the avalanche? If you live in an area with winter weather, at some point, you probably will drive in a snowstorm. And if you engage in sharenting, private information about your children will go through the big data blizzard. Time to hit the brakes?

      Magic Wardrobe3

      Let’s say that the identity thief is like the stereotypical burglar who breaks into your house and takes your stuff: you’re left without your possessions and harmed by this loss. The big data thief could be seen as more akin to a customer at a yard sale who buys the old bureau you inherited from your grandmother that you think is worthless, discovers a treasure trove of family photos and other heirlooms inside, and keeps the stash for herself.

      That’s a helpful but incomplete analogy. Let’s look at where it works. Big data isn’t stealing. You’re welcoming it. You might be rolling out the welcome mat to big data because you don’t realize it’s there. You might know it’s there but think it’s helping you. And perhaps it is helping you or at least not hurting you.

      Let’s look at where this analogy breaks down. In your interactions with digital tech and associated big data, you are typically deriving immediate benefits that go beyond the removal of an unwanted possession. To make the analogy more accurate, big data might be like the yard sale customer who gives you a new dresser for free and takes away your old one. The analogy also breaks down because big data doesn’t typically deprive you of the use of any of your own information that you generate yourself: it just uses it for its own purposes. To make the analogy even more accurate, our yard sale customer might leave you a duplicate set of everything she found in the dresser and then use the set she took for her own purposes. The analogy also breaks down because, in big data world, you are continually creating new data by engaging the digital tech. It’s not a finite set of valuables that you leave in the form of a data trail but an ever-growing set. And it’s an ever-growing set that wouldn’t exist but for the digital tech that you are using.

      Now we’re at the point with our analogy where the yard sale customer takes away your old dresser and gives you a new one. For as long as you have it, that new dresser continues to give you new benefits, like a sock matcher so you never lose any socks again. What’s so bad about your magic wardrobe? You’re starting to think you might actually find Narnia after all these years! Well, you might. But it might also be that, instead of a witch waiting for you on the other side of the wardrobe, the wardrobe itself is bewitched. It starts learning a lot of things about you and your family that you don’t even realize it is learning.

      Let’s say you’re using the magic wardrobe to house your daughter’s clothes.4 The wardrobe is perfectly matching her socks, but you don’t notice that it is making a copy of each sock. The wardrobe also selects your daughter’s outfit for each day and coordinates the socks with the outfit. How does the wardrobe know how to produce an outfit that is perfect for the day’s events? You gave the wardrobe permission, when it arrived, to communicate with your iPhone calendar via an embedded sensor in the back of the wardrobe. The sensor system is also linked to sensors in your daughter’s clothes, so the smart wardrobe combines what it learns from your iPhone calendar to tell you what your daughter should wear.

      Forget the Lion and the Witch: it’s like Mary Poppins has taken up residence in this wardrobe! You’re loving this helpful magic so much that you don’t think about what else the magic wardrobe is learning about your daughter. You don’t ask if it’s figuring out how she’s doing in school from your calendar entry that reads “Parent-teacher conference re: bullying issue @ 2 p.m.” You don’t think about whether it’s figuring out how fast she’s growing from reading her clothing tags. You don’t wonder if it’s keeping its discoveries to itself. Your daughter looks awesome, and you have five to ten minutes more each morning to Instagram her #girlpower pics.

      What you’re actually doing with your children’s data in real life is a lot like this magical wardrobe. In exchange for free or inexpensive access to efficient, engaging, interactive digital services and products, you are sharing an ever-expanding amount of your children’s personal information with those tech providers. You likely don’t realize how much data you are sharing or how that tech provider can use your children’s information and allow an indeterminate number of unidentifiable third parties to use it too. We don’t need make-believe to find ourselves in a veritable Fantasia of spying objects.

      Out of Narnia, Back to Real Life

      Let’s move from make-believe enchanted objects to the real-life enchanted objects and other forms of digital tech you’re likely using today. Facebook can add your post about toilet training dilemmas as a data point to its own information about you, as well as whatever information it is sharing with third parties. Barbie, Elmo, new nanny: it’s all data. The question isn’t “Who might be interested in this kind of dossier on kids?” but “Who wouldn’t be?”

      Is this stuff happening already? Yes, it is. We are only beginning to understand the methods and the scope. The rapid pace of tech innovation, the lack of transparency in many major data-related markets, and other factors combine to keep us, as security expert Bruce Schneier tells it, the David to the Goliath of big data.5

      Here’s what we do know. Federal and state laws impose almost no limits on the ability of parents to share information about their kids online.6 As soon as private individuals, companies, or nonprofits receive this information from parents, there are few legal limits on what they can do with it.

      Those limits that do exist come from general bodies of law or laws that apply to the receiving people or entities, not specific statutory and regulatory schemes that address parents’ legal rights to divulge their children’s private information. Some significant limits include those from criminal law. Parents can’t steal their children’s identities, manufacture child porn, or commit other crimes against or involving their children. Consumer law and contract law require companies to follow their own terms of service and policies, best-practice commitments, and other commitments they make regarding how they will use children’s data.

      A federal statute, the Children’s Online Privacy Protection Act, does limit what many private companies can do to collect and use information directly from children under age thirteen. The limit? The covered companies need to have a parent’s permission before collecting and using the data.7 Similar legal limits exist for teachers: they need to obtain parental consent before sharing students’ private data, unless an exception applies.8

      There are government actors and institutions outside of education where parental consent is not dispositive. For instance, a juvenile court may be legally barred from sharing information about a child’s court case even with parental permission.

      But we now find ourselves back more or less where we started: parents stand at the center of a largely consent-based framework for the digital distribution and use of their children’s private data. After they have consented to digital data sharing about their kids, either by doing it themselves or allowing other adults and institutions to do it, the data can travel at warp speed across entities and time.9

      Data Brokers

      Data brokers facilitate this movement by aggregating and analyzing digital data. Brokers then sell this data to third parties. Data buyers then use discrete data points or larger data sets to engage in data-driven decision making for their own purposes.10 Private companies that collect, store, and share relevant data with individuals and institutions that are willing to pay are not a new idea. Holdovers from last century include the consumer credit bureaus, real estate brokers, and employment headhunters.

      We are now at a phase of data broker development where, in the words of a former secretary of defense, Donald Rumsfeld, there seem to be more “known unknowns” than there are “known knowns.” We know that data brokers serve a range of constituencies. Brokers are loosely regulated, and those regulations that do exist are largely industry-specific. For instance, data brokers who are functioning as credit reporting agencies are bound by regulations on credit-based decision making.11 Some brokers are collecting information about children.12

      Data brokers are typically “opt out” rather than “opt in,” and the process for removing your information from a brokerage firm is variable, difficult, and possibly of limited utility. We don’t know exactly how many data brokers there are. We don’t know how all of them gather their data, with whom they’re sharing it, and for what purposes. We can’t easily find out if and how we could dispute data points inside their black boxes. Data integrity is a problem, but so is data safety. We can’t easily read the news to see if our or our children’s data has been caught up in a data breach of a given data broker because we don’t know which brokers have our data.

      But we do know that children’s data is a hot commodity for data brokers.13 We have a decent sense of some key markets where data brokers’ offerings are, may be, or are likely to come into use. These include credit, insurance, education, and employment.14 We don’t know what stealth, emerging, or future markets may exist for children’s data. For instance, as more data about ever-younger children, even at the preconception and gestation stages, is gathered and analyzed, might there be a market for “life” insurance for the embryo or fetus before it is born? Today, parents can buy life insurance for their children. If an insurance broker can aggregate data from a fertility app and other sources, it could offer an insurance product for expectant parents that would cover medical and other costs, as well as the emotional and psychological consequences of a lost pregnancy.

      Fetal life insurance doesn’t seem to be a real thing. Yet. But it isn’t the stuff of pure speculation. Target was able to determine which of its customers were pregnant and advertise accordingly, which outed a pregnant teen to her parents.15 Target does this type of customer data analytics based on data from both its brick-and-mortar stores and its digital engagement.16 Who knew that buying cotton balls meant there was a bun in the oven?

      In the digital commerce sphere, there are companies whose mission is offering health and wellness services specifically for reproductive functions. For example, HelloFlo “offer[s] one-of-a-kind care packages to help women and girls through transitional times in their life. As well, we have content that will educate, inspire[,] and entertain you.”17 The company began as a subscription service that focused on delivering tampons and pads through a “reminder service that also deliver[s] the right products at the right time.”18 Its initial advertisement for a “Period Starter Kit,” aimed at preteen and teen girls, was an “ever-so-slightly subversive viral hit.”19

      HelloFlo assures its users that it will protect their privacy. It follows up with broad language around product and service development that is typical of digital companies: “We may also draw upon [your] Personal Information in order to adapt the Services of our community to your needs, to research the effectiveness of our network and Services, and to develop new tools for the community.”20 With “Personal Information” that presumably contains data about a user’s menstrual cycle and other health matters, there appears to be fertile ground for conceiving new commercial tools related to intimate life.

      So some parts of the private market, from big-box stores to digitally based health and wellness companies, are already gathering and, in some instances, mining reproductive health data to make sales. It is reasonable to expect that private markets will develop new products and services based on this data. The pitch for prenatal life insurance practically writes itself: “A prenatal vitamin a day protects baby on its way. For one dollar more, ensure your heart won’t be sore if the stork misses your door.” Don Draper might cringe at the lyrics, but he’d admire the entrepreneurial spirit.

      Major Markets for Mining Kids’ Data Trails

      Back from the plausible to the present: many of the individual and institutional decision makers who make key choices about kids’ futures already use or are likely to start using some form of digital data–driven decision making to inform their decisions. The scope and types of data tools vary. Some may purchase profiles from data brokers, while others run their own in-house or even ad hoc operations. But the general takeaway is unambiguous: the gatekeepers to services and opportunities that are likely to matter most to young people’s futures are using digital data trails to decide whether gates open or stay barred.

      On the education front, we know that colleges look at the social media profiles of applicants. They certainly look at applicants’ educational records. And the “use of predictive analytics [in college admissions] generated from big data sources such as social media postings, test scores, and demographic data faces few legal limits. No law prohibits colleges from gathering information about students from social media or other publicly available information.”21 Employers seem to be increasingly “integrating the screening of social media profiles [of job applicants] in Applicant Tracking Systems.”22 And “there are currently no restrictions in place to protect against discrimination on the basis of one’s personal [social] network.”23

      So are schools and employers looking at what parents say publicly about their kids? Most likely. Do we know how educational and professional decision makers will react to such information? No.24 Your kids could be flagged as better or worse candidates depending on the profiles you have created for them on public-facing websites, like blogs. The potential impact of your social media content is less clear if that content is not publicly available. But even if we don’t currently have data brokerage of kids’ information from their parents’ private social media posts, if social media companies change their policies, we could.

      We know that some insurance companies already use smart technologies and other predictive analytics to help calculate risk and premiums. This practice is likely to expand as kids who have been using “enchanted” items like the Owlet bootie from birth come of age and apply for more insurance products.25 We know that the consumer credit industry is looking at ways to score you based on your social media engagement.26 Your kids might not yet be applying for credit cards, but when they do, will what you said about them on social media be part of the card issuers’ decision-making process?

      We are also seeing evidence that actors in government and politics increasingly rely on digital data in their activities. These activities carry potentially far more serious consequences than getting into a certain college. They strike at the heart of young people’s ability to participate in democracy and enjoy the protections of democratically created and maintained civil rights and liberties: “A society that permits the unchecked ascendancy of surveillance infrastructures cannot hope to remain a liberal democracy.”27 As kids come of age and vote for the first time, what digital content will be served up to them, and how will it be determined? We know that there is a growing role for personalized, microtargeted content that is related to democratic participation.28 Imagine the precision of the microtargeting that could be done on Tommy S. and his cohort: kids conceived during a full moon respond favorably to ads showing furry people or furry friendly monsters, preferably red.

      We don’t need to look into the future to find an interplay between kids’ personal digital data and the public sphere. Governmental actors’ use of digital data also has consequences for kids during their childhood. We know that governmental actors use various forms of surveillance, including facial-recognition software, and predictive analytical tools to engage in digital monitoring and policing.29 We don’t know if kids and teens are exempt from or subject to special protections in this realm.30

      We know that schools and law enforcement agencies are relying increasingly on digital tools to effectuate and track discipline. A misbehaving student isn’t just sent to the principal’s office; instead, his data is may be sent to the court system to follow him as he pursues future opportunities.31

      We know that law enforcement monitors social media and uses data from it in their policing.32 Information you share could implicate your kids in wrongdoing. It could also stigmatize them or otherwise make them vulnerable if you are engaged in lawful yet potentially unpopular activities.

      There is an argument to be made that sometimes parental inclusion of kids in social media accounts of unsafe situations may play a protective function for the kids that outweighs any privacy harms. Parents who have live streamed hostage situations, for instance, might help law enforcement monitor and try to protect the well-being of the children involved.33 Although parental social media use might help provide a window into some tragic situations that require governmental intervention, it also appears that social media use might play a role in setting up a portion of those situations. If the hostage taker is a mentally ill parent, did the lure of momentary social media fame contribute to her decision to take those acts against her children?34

      We also know that law enforcement is using social media themselves in new and surprising ways that can result in making your kids’ private data public. Take the sheriff in Ohio who posted pictures on Facebook of a woman and man passed out from heroin overdoses in the front seats of their car. The woman’s young grandson was in the backseat of the car. The grandson was also in the picture. The sheriff didn’t deidentify him. When asked to explain his decision, the sheriff cited the importance of raising public awareness about the tragedies of opioid addiction. He reasoned that no one would remember who the toddler was anyway.35 Unfortunately, the national discussion over whether his action properly balanced the child’s privacy with public safety has likely ensured that many more people will remember.

      And we know that law enforcement and the broader justice system are increasingly relying on digital data collection and analytics to inform many high-stakes activities. These data-driven decisions may include where to establish a police presence, how long to incarcerate a convicted criminal defendant, and what terms to require if that defendant goes out on bail.36 Tech company employees have started signing pledges not to build certain types of law enforcement databases, like a Muslim registry.37 These types of statements reflect the growing reality of data-driven governmental action. But such declarations may be largely symbolic.

      Governmental actors are unlikely to need to build new databases or programs to gain access to information that allows people to determine religious affiliation or features of identity that are sometimes related to religion, such as ethnicity. For example, school districts keep detailed records on kids and families. Under the current presidential administration, the US Immigration and Customs Enforcement (ICE) agency has increased immigration enforcement near schools. It’s not a stretch to think that ICE could ask schools to share digital data with its agents so that ICE could attempt to mine the data for information related to immigration status.38

      Third-party tech providers also handle student and family data from schools because they provide services for schools. It’s also not a stretch to think that ICE could ask these third parties for such data.

      How a given school or vendor would respond to these requests is not a given one way or the other. Either way, as a parent, such transactions would be largely if not completely out of your line of vision. Big Brother today is part of an extended family network that often makes you digital data offers you can’t refuse—because you never receive the offer in the first place.

      Personal Identity: Reputation and Sense of Self

      We’ve reviewed how digital information about children might expose them to criminal or hostile activities, as well as how this information might be used by third-party decision makers to assess children’s merits and access to opportunities. Let’s think now about a more old-fashioned type of risk—interference with or harm to kids’ interpersonal connections and personal lives. People of all ages that kids meet now or in the future will go online and learn things about them.

      This category shares some of the same concerns as the third-party risk category. It looks at the implications of lawful (or not clearly unlawful) use of kids’ digital data trails to make judgments about them. But it is distinct in its focus on how this data can affect nondigital interpersonal interactions that kids have in their youth or adulthood. In turn, these interactions impact children’s and teens’ reputations (both now and going forward) and their sense of self (kids’ understanding of who they are and will become). We’re done talking about Big Brother in the metaphorical sense. Now we’re talking about brothers, sisters, and all other types of humans in the actual sense.

      Reputation

      Reputation is comprised of the narratives and expectations that others have of you. It’s about the narrative they see and hear, not the one you understand yourself. This perceived narrative is a key component of your relationships with others. Some aspects of it might be grounded in truth, and other parts might be extrapolations, assumptions, or even errors. Reputation is something you can cultivate or not, but either way, you will have one. It reaches people you’ve never met and may never meet. It also reaches people whom you actually know.

      The key here is that it is an interpersonal story, not an arm’s-length, robotic, number-crunched transaction. We are moving from “What will the data analytics program used by the college admissions officer at a teen’s dream school make of the social media profile his parents built for him?” to “Congrats! He’s admitted into his dream school! What will his freshman roommate say when he sees the same profile?”

      Let’s put ourselves in the shoes of this first-year college student. Maybe the admissions officer thought it was adorable that you used to dress up as Peter Pan and stage impromptu musical performances. But your new roommate is a jerk and makes merciless fun of your five-year-old self, and he has the video footage to prove it. Your parents’ Facebook privacy status is set to “friends of friends,” and his cousin’s girlfriend’s aunt’s dog-trainer’s assistant is your mom’s BFF. Even in the predigital age, jerks found ammunition for mocking people, but in that age, private, playful, childhood moments stayed protected in the past. Back then, your roommate would have been able to mock you only for things you did at school, such as puking in the stairwell or other collegiate missteps: “Baaaaaad night omg #pukeface #nofilter” with a Snap attached. That makes him an a#$^%^, although he might still look like a saint compared to what some eighth-graders did with the Peter Pan video when you were in the sixth grade. You were too embarrassed to tell your mom what happened about so she never took down the offending footage. Actually, your classmates’ parents were more vicious than your classmates were.39

      Your peers aren’t the only ones who have access to the internet. The adults you encounter also make their way to Google, even if they get there typing with their thumbs on BlackBerries. So instead of having the opportunity to introduce your new boss to the young adult version of yourself, your presentation of your present-day self is filtered through digitally available information about your past selves.

      For instance, the human resources (HR) department at your first postcollege job likely will tell your boss not to Google you. HR doesn’t want your boss to uncover sensitive information (like a blog post in which your parents referred to the times in your tween years when you questioned your sexuality) that you could later allege informed your boss’s attitude toward you. Your boss probably ran the search anyway. Humans are curious mammals. And Google is a resource that is impossible for our mammal selves to resist.40

      Even in the predigital era, your boss would have been curious about you. But learning about your adolescent angst would have been difficult unless she knew your teenage self or knew someone else who had known you. And if she had known you or someone who had, she would have more robust context for understanding the information about your sexuality struggles. She likely would have some degree of affection or at least good will toward you from having watched you grow up or knowing someone who did. She likely would feel bound by more long-established norms around interpersonal interactions with children in brick-and-mortar communities.41

      What do behavioral norms dictate when an adult who didn’t know your childhood self encounters this self for the first time in its digital record form? It’s complicated. That adult is looking at information about you that is out of date, not presented by you, and not contextualized. You will need to navigate the extent and impact of her knowledge as you get to know her.

      Here, there is no clear set of norms. Should you assume that everyone will Google you before meeting you? Should you assume that everyone can find your parents’ Facebook profiles through social networks? What about Twitter? Instagram? Parenting blogs? You don’t know what they’ve seen or haven’t seen. You don’t know even how to bring up that question because although using the internet to learn about someone is widespread, it would strike an awkward note if your conversational gambit was something like, “You probably know that I wet the bed until age ten because of my mom’s blog post about it.”42

      Instead, you are left with a free-floating sense of unease. You know that your reputation will be shaped significantly by the digital data that exists about you. You can’t know what all this data is or who has access to how much of it and when. You have no reliable, meaningful way to have input into how these data points are integrated into the stories that other people develop about you. Frustrating, isn’t it?

      Now let’s go back to being our adult selves. We can’t handle the truth of the teen brain. But we do need to keep looking at the range of reputation-related acts in which we as adults engage. Perhaps more insidious than the “meeting a new adult” category are the ways in which parents and other trusted adults can use social media to mediate our children’s relationships with their other loved ones.

      Think of parents who are locked in a vicious custody dispute.43 A mom might Instagram a picture of a Valentine from her six-year-old daughter with wobbly block letters that says “You’re my #1 parent.” But what if her former husband, her daughter’s father, sees it and is angry at both mom and possibly daughter? This mom may have told her daughter to write it to support her case for sole custody. But the daughter is put in the position of having to explain it to dad during one weekend visitation, even though she has no idea how dad saw the card. And if dad tends to have too many beers while watching the football game on Sunday, then he might not listen to her. He might see her as playing for the opposing team, and she might come to see herself as unworthy of being on his team, a negative dynamic that inflicts both immediate and long-term damage.

      For the writer Pam Houston, our lives are shaped by the stories we tell ourselves about ourselves, but the stories we tell also can “put walls around our lives.”44 The stories that other people tell about us can do the same. It’s not only children who are affected by storytelling in the digital world. For adults, aspects of digital life seem to be re-creating, in perpetuity, some of the worst dynamics of middle school and high school.45 This pressure is likely influencing how we talk about our kids. Do we feel more compelled to share information about our kids and families because the digital world makes us feel as though we’re at our lockers again, waiting to see who’s cool and who’s not? (Do schools even have lockers anymore?)46

      As adults, we’re asked whether we like a post or not like it. If we like it, we can like it, share it, or retweet it. For nuance, we also can laugh at it or get angry about it. This is taking the ethos, the mentality, the pecking order of adolescence at its worst and putting it in our pockets, homes, cars, and more. Fears that the popular girls are whispering about us in the locker room or the popular boys will lock us in lockers are enacted time and again with each swipe and status update.

      Status update. Think about that for a minute. It’s not an “activity” update. It’s not a “thought or feeling” update. It’s a status update. In the offline world, we don’t tend to ask people “What’s your status?” in everyday conversation. We use it technically (as in marital status, occupational status, tax-filing status, delayed flight status) and colloquially (“Hey hon, what’s your status? Working late? Or can you pick up kitty litter because the Walmart digital delivery human duo got locked out?”).

      But even in these situations, it tends to be precise, focused. It’s not a general “How’s it going?” And it’s certainly not a thoughtful “How are you feeling about the inevitable stressors and ephemeral pleasures of your day? What have you learned about yourself and those close to you? What meaning are you making out of your failures and frustrations?”

      Status. We go here or we go there. We feel good or we feel bad. We get dopamine hits or we get dissed. We are sixteen again, secretly afraid that everyone will forget our birthday even though we know social media will remind them.

      In some ways, our daily predicament is worse than Molly Ringwald’s in the 1984 homage to adolescent oblivion and redemption, Sixteen Candles. Everyone she knew forgot her sixteenth birthday! But it’s not like they had digital reminders everywhere, so she could forgive her nearest and dearest for their memory lapses. Plus, the hot guy with a heart of gold finally found her! Screw everyone else. She was seen by the one person who mattered, at least for that moment.

      We are all Molly Ringwalds now. We “dwell in [the] Possibility” of rejection and recognition.47 Such is our status pretty much all the time, although we try to maintain perspective. We enjoy those moments when Throwback Thursday makes us just the right dash of nostalgia, offering the perfect swirl of milk into the cup of tea of daily life. We can ignore those moments when no one likes the pic of our cat curling up next to the teapot. Forget tea cozies. This cat is more like a tea kitty, am I right?! LOL?! Anyone? Anyone? Bueller?

      The next time, we will post a picture of the baby next to the cat next to the teapot because everyone loves cat pictures.48 It will be like a twenty-first-century Mary Cassatt! Or a real-life illustration of “The Farmer in the Dell.” The farmer takes a wife, the wife takes a child, and they both take pictures of the child. They share those pictures and much else about the child, in part because it’s a form of social status currency. To the extent that we are using our kids like those stone-washed jeans we just had to have circa 1985, we should knock it off. Or should we?

      That’s a hard question for each of us to answer for ourselves. We may try to answer it from the mature part of our selves, but we’re pulled in many directions. The simultaneous existence of multiple stages of self that digital life demands, this “never forgetting” functionality of the internet, is impacting adults too. Although our past selves weren’t born and raised online, they are being resurrected there. We’re lucky, compared to our children. Presumably, we are more established than they are. We’ve earned degrees, gotten jobs, been married, had children, and generally gotten along in our lives. We’ve also dropped out of school, been downsized, been divorced, had miscarriages. Status update: we’ve been there and back again. “Roads go ever ever on.”49

      When we’re sharing our own adventures—whether which tea we brewed for elevenses/second breakfasts or which dragon we fought that afternoon—we’re the ones hitting Post. When we’re tracking how many steps it takes to outrun that dragon or jumping into our driverless car to speed up our escape, we’re the ones buckling on the watchband or seatbelt. We are consenting adults, hooking up our devices and putting out our own information. But we don’t understand exactly what data we’re sharing, with whom, why, and what they will do with it. The same general confusion over privacy policies, terms of service, and other parameters of our digital tech engagement arises when we’re transmitting our own data instead of our children’s.

      The two harms, though, are distinct in origin, scope, and impact. Even though there are limitations to informed consent as an effective framework for personal data sharing in the digital world, adults should be allowed to choose what they do or don’t do with their information. Otherwise, the autonomy and agency principles that structure our legal system start to wobble. Have we identified the “X marks the spot” perfect point on the treasure map? Certainly not. There are many compelling reasons to think about digital privacy and related reforms here too.

      But the reasons for thinking about reforms related to adult usage are less compelling than those that prompt us to look at how we share information about our children. The law allows adults to smoke, drink, gamble, sleep around, and engage in all manner of other behaviors that are of questionable benefit to personal and public health. The law does not permit our children to do these things, and it makes adults the chief guardians of their well-being. It’s not a perfect system, but as discussed below, there is a core of ethical, emotional, and pragmatic value in this framework.

      We adults have a heightened legal and ethical responsibility not to @#$@ around with our children’s lives. We have greater latitude when it comes to @#$@ up our own. We also have had much more time on this planet than they have. We’ve had time to figure out ourselves, more or less, and time to build credentials and connections that will help us get to where we want to go regardless of what our digital dossier says about us. There’s less we can @#$@ up for ourselves than we can for our kids and teens. They have so much more road ahead.

      We certainly can and sometimes do hit road blocks in our own digital lives that affect our everyday realities. A common way this happens is when we exercise our own misguided or poor digital judgment. We hit bumpy spots in our marriage when we respond flirtatiously to a high school girlfriend or boyfriend who messages us out of nowhere. These and other digital dalliances with people who “knew us when” may be more about wanting to find our past selves and view alternate visions of our lives than about being attracted to the old flames themselves.50

      But the potential for these detours from our domestic routines to bring us into dangerously uncharted territory seems much greater now that we can transcend time and space with clicks rather than the cloak and dagger machinations of yesteryear. Whitman says we contain multitudes.51 Maybe the digital world is simply delivering on nineteenth-century transcendental promises of the infinite self.

      Our digital lives also can hit the skids and smash through the guardrails into our “real” lives through other people’s digital choices rather than our own. We can fall victim to criminal, illegal, or unethical decisions by others, much as our children can. Some of those actions are identical, or nearly so, to those that befall kids and teens. We can have our identities stolen. We can be doxxed or trolled. We can be turned into pornography through the distribution of real intimate images or the creation of photoshopped ones.

      When a digital transgression happens to us, the law regards it as a less serious offense than it does when it happens to children. The US Supreme Court has ruled that it is constitutional to criminalize the possession of child pornography, even if the person in possession did not create the images.52 These images are themselves a crime, the Court explained, rather than mere proof of a prior crime. It violates a minor’s bodily integrity for such an image to exist and be looked at. It is legally impossible for a minor to give consent to the creation or distribution of such images. In contrast, it is perfectly legal to take or share an intimate image of another adult with that adult’s consent. The crime arises when there is no consent.53

      Unlike our children, we adults can legally give or withhold consent to a wide range of digital activities. Like our children, however, we often have limited control over mean-spirited or thoughtless choices made by others. An angry coworker rants about us on Facebook, taking public a private misunderstanding. A flighty friend Instagrams a drunken bikini pool party pic of us, circulating a moment that was supposed to stay in Vegas. A well-meaning doctor prescribes a “smart” pill, giving us a spoonful of surveillance to help the medicine go down.54

      These and similar choices threaten our privacy. They also affect our existing and potential future opportunities. Does our boss believe our colleague and pass us over for a promotion? Does the uptight chair of the charity anniversary gala planning committee eject us for unbecoming conduct? That one might go in the “Who cares?” category, but others will not. Will our health insurance premiums rise if we find the new “smart pills” our doctor prescribed too bitter to swallow and stay away? What stories are other people and institutions telling about us based on what we do or don’t do in our digital lives?

      Sense of Self

      Shakespeare admonishes us to be true to ourselves.55 Fair enough, but this is easier said than done with the parental creation of a childhood digital data trail that may affect the child’s developing sense of self. A four-year-old is unlikely to Google herself or even to look at her parents’ Facebook feed for her own image. However, even young children are growing accustomed to having their pictures taken, and requests to post or not post information may come at very young ages.

      Tech vendors are also aggressively marketing to all youth, with “infantainment,” smart devices, and other types of tech and content.56 Many of these programs or devices collect data about kids from the kids themselves.57 Toddlers don’t yet have credit cards, though, so it’s up to parents to set the terms of young children’s digital access.

      Parents thus shape kids’ digital sense of self, which in turns shapes kids’ overall sense of self, from a very young age. Some parents take this practice to a whole new level by monetizing kids’ stories in the commercial sphere, which is the topic of our next chapter.

      Adults’ choices about kids’ digital data can intrude into the space of childhood and adolescence, shape those spaces, capture data from those spaces, and transform the data in terms of audience, purpose, and longevity.58 Childhood moves from being a protected time for play and exploration into a phase that is surveilled, tracked, and analyzed by countless third parties. Adolescence, already a period of tentative and turbulent transition toward autonomy and more personal responsibility, finds new limits on a phase meant for making new choices and making mistakes. Without having developmentally appropriate opportunities to try activities and take on responsibilities, youth find it difficult to develop an authentic sense of self. Without having opportunities to make and then learn from mistakes, youth find it difficult to become open-minded, flexible, and resilient.59 Knowing that they might find it difficult to move past their inevitable mistakes or foolish choices, youth may become overly rigid. They also may become more reckless than they would be otherwise. Either way, Neverland, interrupted, poses an existential threat to youths’ future selves.60

      This is when a hand is raised and a voice from the back of the classroom asks, “So are you saying that you want the Lost Boys to stay lost the rest of their lives? Wouldn’t they be kind of pains in the ass?”

      No and yes.

      We do want Peter to be able to leave Neverland. But we want him to do so when the time is right and when he has the right reasons. We don’t want the pirates to push him out, walking-the-plank style. We don’t want the Lost Boys to mutiny or to follow Wendy blindly back to civilization. We do think they could be more helpful around the Wendy house: do they not notice that their dirty dishes are everywhere?

      The transition from youth to maturity inevitably involves some loss. But all is not lost. Joni Mitchell hits the mark when she sings, “Something’s lost, but something’s gained, in living every day.”61 Naiveté is replaced by knowledge. Being rocked to sleep gives way to rolling on toward your dreams. There is no set map for when, why, and how to leave Neverland. Ideally, both the destination and the journey bring meaning and promote mastery. Hopefully, an innate sense of self is nurtured in childhood and is part of the gravitational pull that leads us on. Unfortunately, there are many reasons to think that the “tectonic shifts”62 of the digital world are shocking if not razing this identity core.

      Is this the wrong warning to issue? Is it possible that the 7.0 earthquake we’re experiencing is less likely to blow open childhood and adolescence than trap people inside of it? Is technology infantilizing us to the point that we’ll heed Peter’s call and “never grow up, never grow up”? Some argue that tech companies are increasingly giving us robo-parents—digital products and services that “fall into the category of ‘things that I, a 25-year-old-man, wish that I could still get my mother to do for me.’”63

      Building on this view, the argument becomes this: the digital world isn’t destroying childhood and adolescence but is letting childhood and adolescence cross traditional boundaries and reshape the landscape of adulthood. The real threat around youth today and for the foreseeable future isn’t that grown-ups will demolish what it means to be a kid. It’s that a certain childlike mentality will erode what it means to be an adult. We’ll abdicate personal responsibilities and let the robots and other digital tech figure out the hard questions and the easy questions alike for us. Then the only real grown-ups in the room will have artificial rather than actual intelligence, and we’ll conclude that we “really don’t know life at all.”64

      This argument has some solid ground beneath it. One need look no further than the “bro’” mentality of much of the tech ecosystem to see a valorization of some of the less praiseworthy and principled aspects of juvenile existence.65 “Build fast and break stuff” sets a certain tone and arguably shapes the products and tech that result, although this entrepreneurs’ culture is the province of only a fairly small number of people. We can let the hoodies and suits duke it out, Sharks and Jets style, on a street corner far away from us. Let’s look at the rest of the map, where most of us live.

      Increasingly, all of us grown-ups are living in a world of enchanted objects, adorable monsters that fly down the street,66 and cars that drive themselves. Have we crossed the great divide into adulthood or Willy Wonka’s factory? If we can’t quite locate ourselves on the frontier between maturity and make-believe, won’t it be that much harder for our children when they come of age?67 How are we going to teach them to take out the trash when there is an Oompa Loompa robot to do it for them? Already humanoids are programmed to respond to digital directions to bring the goods we order into our homes and put the goods where they belong. We don’t give them an allowance. Instead, they allow us to become ever more removed from the logistics of daily life.

      The digital service industry and its human accomplices are more about execution than design, however. We still need to place an order, either manually or on an automated basis, to receive the goods in question. We still need to think about what we need and when we need it and share that specific set of data points with the appropriate digital service provider. Perhaps the rise of AI will allow us to teach a robot to be mission control for a household birthday party for Huck next week (take one mom brain and combine all the data from a calendar)—with the next generation of Harry Potter–style “house elves”68 seeing that the perfect birthday gift is selected, wrapped, and delivered automatically.

      Some retailers are moving in this direction by combining digital technologies with human capacities to integrate a more convenient and customized shopping experience into your normal routine. These hybrid services are coming both from traditional brick-and-mortar stores as well as digitally based companies. They are offering and developing various combinations of digital/human mammal interaction.

      For example, Walmart is already “testing new delivery ideas . . . like delivering packages inside customers’ homes and putting groceries away in their refrigerators” through a partnership with a “smart home” service provider.69 In this model, digital shopping will be combined with a human delivery person who gains access to your home through digital means: you will control and be able to monitor the delivery person’s home access through an app on your phone.70

      Other companies are focusing their digital technology use on getting you the products you want rather than getting them inside your home. Popular clothing delivery services “curate” a shipment of shoes, clothes, and accessories based on your stated preferences, thereby taking some of the decision-making burden off you.71

      But this is only a small step, albeit one taken in perfect alligator-print stilettos, toward an AI that can do executive functioning rather than function as an executive assistant. You still need to do a lot of personal data input. There is still some human involvement in making style selections. Indeed, that sense of getting a bargain-basement deal on an elite service is part of the allure. When there is AI that can organize our schedules—note that we have an upcoming presentation at work, figure out what outfit we need and when we need it, order the outfit, and have it altered and hung in our closet in time—then we really have stitched together a fix for that category of household administration that moms often supervise. And we’ll have put the magic wardrobe out of business before it ever began. Sorry, Aslan. Nothing personal. See you at the next VC pitch-fest.

      When we have AI that approximates a mom brain or household mission control, will it render the human denizens of the house less mature? What will executive functioning AI or other emerging, ever-smarter digital technologies do to adulthood? AI undoubtedly will remove certain tasks and decisions from our regular repertoire of things that grown-ups do.

      For instance, presumably you can’t have your robot give your consent to a marriage proposal that came out of a Tinder hookup, even if your robot has all the relevant data. But the impact of that change on some overall maturity quotient for the eighteen and over crew is a far more complicated equation. Just because some tasks and decisions have been accepted as part of what grown-ups do does not mean that these are the only actions and responsibilities that connote adulthood. We used to expect the lady of the house to churn butter or embroider. Are today’s women any less adult because they don’t do their own dairy or doilies? AI changes the equation somewhat away from a linear “We outsource X set of life tasks to Y” to “We outsource X set of life tasks and life decisions to Y.” But as long as we still have some degree of agency and oversight in choosing and teaching our robot staff, it seems unlikely that we will suffer from perpetual Panism to the point where we are no longer “adulting.”

      Another key variable in this calculus of whether digital technologies might lead us all into a throwback further than Thursday is what the rising generation of adults will choose to do with the additional time that is likely waiting for them before too many more “revolving years” are through.72 If the answer is “play more videogames while my robot does the laundry, pays my taxes, and puts the kids in the driverless car that takes them to school,” then it’s difficult to see digital innovation as maturity-enhancing. If the answer is “get in my thirty minutes of daily cardio, spend more time playing in the dirt with my kids, and volunteer at the local soup kitchen” while the robot cleans up, then it’s difficult to see digital innovation as infantilizing. To be mature adults, do we need to do our own dishes by hand? Could we instead simply take responsibility for ensuring that our dishes are done in an efficient, equitable, nonexploitative manner? No, Peter, leaving them out for Wendy to do doesn’t count.

      Whether our kids grow up to do their dishes by hand or by robot, they will need a robust sense of self to engage these and other questions about what it means to be an authentic adult. And the questions won’t keep for eighteen or twenty-one years. At every step along the way, some iteration of “What does it mean to exist meaningfully at this point on the journey?” presents itself. What does it mean to be a capable eight-year-old? Do you need to know how to ride your bike? Is cursive optional or optimal? What about a truly sweet sixteen? Car wheels have replaced cartwheels and also bike wheels. Should the guy with the coolest car be your new best friend, or should you still be riding shotgun in Archie’s old jalopy, sticking with the friendship that is as reliable and comfortable as the car itself?

      Without space in childhood and adolescence for unencumbered experiences, it is difficult to lay the foundation for an authentic self. Without a sense of self at your core, it is difficult even to begin to answer all the questions, never mind reaching any conclusions.

      There is a seismic disturbance at the center of our beings being caused by the digital tech disruption of youth. And yes, there are also fissures arising in our grown-up landscape from the digital tech infantilization of adulthood. But the damage there is surface level, not structural.

      As between the dueling threat models of adults to childhood and aspects of childhood to adulthood, the first is the bigger threat. Adults’ decisions about children’s digital lives are disrupting childhood such that individual youth and the life stage of childhood itself might not recover. Digital tech does enable some encroachment of childhood’s “Let mom take care of it” attitude into adulthood. However, adults who have been able to cultivate a sense of self-understanding, self-efficacy, and internal accountability will know how to seize the constructive opportunities digital tech affords and decline the destructive ones.

      Are all children given an equitable opportunity for such personal development? Our country has heartbreaking inequalities in childhood opportunity73—poverty, abuse and neglect, sexual assault, discrimination based on identity including race and sexual orientation, discrimination based on immigration status, lack of access to health and mental health care, lack of access to dental care, weak education systems, parents and caregivers caught in opioid and other addictions, gun violence, bullying, environmental toxins.

      These and many other deep structural problems deprive too many children of a secure foundation from which to begin their lives. The deprivations arise in countless ways. Notably, the risks from engaging in activities that could run you afoul of law enforcement are heightened for kids and teens of color. Most pressing: the consequences are lethal. They are also developmental. Kids and teens need to be able to explore a range of choices and even make mistakes in order to learn and grow.

      Is it a fake gun or a real gun? Twelve-year-old Tamir Rice never had a chance to answer this question for himself. Tamir was playing in a city park when he was killed by a Cleveland police officer. When his fourteen-year-old sister ran over to him after the shooting, police “tackled her to the ground and put her in handcuffs.”74 The gun was fake.

      Tamir’s death is one of many. Too many kids and teens of color, especially African American youth, die when their ordinary behavior is met with deadly force from law enforcement or private individuals. Even going to school is proving unsafe for children in families with mixed immigration status. Federal immigration officials are detaining immigrant parents when they take their children to school.75

      For these kids and teens and their parents, it doesn’t matter that they are US citizens. It doesn’t matter that the US Supreme Court has made clear that public schools must educate all youth within their jurisdiction, even those who lack legal immigration status.76 Facing a choice between keeping their families together and keeping their education on track, many families with mixed immigration status are keeping their kids at home. Schools are moving from the heart of our democracy to a potential hell, through no fault of the schools themselves.

      Sources of fear and loss in our public schools go beyond the current immigration policies of the federal executive branch. Significantly, gun violence, by both youth and adults, is killing both youth and adults. It’s also killing our collective faith in schools as a protected space. Firearm drills are the new fire drills. Sheltering in place, under your desk, is likely to be about as effective against this threat as it would have been against the nuclear bombs of the Cold War era. At least those nightmares never became reality.

      So why should we advocate for an ideal of childhood and adolescence as the foundation for an authentic self if that prospect is out of reach for many? Doesn’t that minimize the obstacles and marginalize the already vulnerable among us?

      The goal is to deepen and broaden our collective commitment to respecting and protecting childhood for all kids and teens. In its current form, that commitment is deeply broken. Rethinking our relationship to digital tech will not fix the fault lines that leave some kids with security and others with instability or trauma. Our kids won’t have cleaner water if we post less on Facebook. In fact, we might move less quickly toward collective goals if we remove entirely social media or other digital tools from our advocacy toolkit.77 But if we engage in rethinking, we might move more quickly toward such goals in a more privacy-protecting way that is healthier for our kids.

      All such rethinking needs to take place with an awareness of the structural problems that plague us. Saying that adult use of digital tech needs to be reexamined doesn’t mean that adult choices in other areas don’t also need to be put under the microscope. In fact, a process of adult self-reflection and transformation toward greater protection of and respect for childhood in one sphere (digital tech use in daily life) will hopefully strengthen rather than weaken the odds of that process happening in other spheres as well.

      Let’s turn now toward a sphere where parents are focused on the positive value of youth experience and are measuring that value in terms of money—“commercial sharenting.” On first glance, this “commercial sharenting” sector might seem to be galaxies away from the disheartening set of societal failures that are leaving children hungry, abandoned, and dead. Monetizing children’s and families’ experiences turns on making those experiences so appealing to viewers that marketing, sponsorship, and other dollars follow.

      This process results in a lot of fairy dust and sparkles, literally and metaphorically, being put on display. But it also results in a surprising and, at times, disturbing display of the pirate side of Neverland. Commercial sharenting content can get dark. It can get predatory. People are watching. Let’s take a look at what they’re seeing. And let’s take a look at how the commercial sharenting sector reflects truths and trends about adults’ digital use of children’s private lives even when no money explicitly changes hands.
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      4 My So-Blogged Life: Commercial Use of Children’s Private Experiences1

      Let’s shine on a spotlight on some kids and teens who are subject to an especially intense form of parental intrusion into their private lives—the stars of the relatively new commercial sharenting sector. Commercial sharenting is sharenting that is undertaken for financial gain. This gain could be immediate compensation, development of business interests for future compensation, or other forms of current or potential revenue generation. Revenue may come from a variety of sources, including marketing agreements with businesses to promote a given product or service and other partnerships or deals, such as the YouTube Partner Program.2

      Lawyerly caveat: commercial sharenting refers to actions taken by parents or other primary caregivers, not by teachers or other trusted adults. Teachers and other adults can and sometimes do engage in commercial sharenting or activities similar to it3 but far less frequently than parents themselves do.

      Through YouTube channels, blogs, Instagram accounts, and other digital platforms, commercial sharents use their families’ everyday experiences to create revenue-generating content that is available to the public. This form of entertainment may be thought of as reality TV 2.0. It doesn’t require a Hollywood studio or even a television, although successful commercial sharents typically have some corporate connections, structures, or platforms. Parents can make their own videos, pictures, written stories, and other depictions to capture everything from that first poop in the potty to prom night. They can join the growing ranks of “microcelebrities” who live in “a state of being famous to a niche group of people, but it is also a behavior: the presentation of oneself as a celebrity regardless of who is paying attention.”4

      Within the commercial sharenting sector, there is tremendous variation of practices and outcomes. Some sharents make millions through endorsements and other deals.5 Many more are engaged in what scholars call “hope labor”—free work done with the hope of future compensated opportunities.6 This sector also has a supporting cast of third parties available to help with marketing, branding, and other digital strategies. Kids and teens typically have top billing, however, whether they like it or not.

      As you consider commercial sharenting, check in on your privacy paradigm. For instance, do you still think of privacy as being transactional—that secrets can be traded for services or goods? Whatever perspective you have on privacy, try strength-testing it by seeing if your reaction to commercial sharenting is in line with what your paradigm would predict. Do you see risks to youth privacy, opportunity, and sense of self in commercial sharenting? Why or why not? Are your answers here similar to or distinct from your risk assessment of noncommercial sharenting? When points of tension emerge between your answers to these questions and where your paradigm points, you might use them to guide reflection. Can you articulate an understanding of privacy that would comprehensively and consistently explain your answers to the questions in these chapters?

      The same query applies to your understanding of childhood and adolescence. After looking at regular sharenting and now looking at commercial sharenting, what is emerging as your conception of childhood and adolescence? What do you think of the vision the book is advancing—that these life stages should promote playing, making and learning from mistakes, and developing a sense of self? If this resonates with you, why does it? If it strikes an odd note, what would hit the right one? If you find yourself thinking that privacy intrusions and related risks are justified in the context of successful commercial sharenting, there are implications for your conception of youth as well as your conception of privacy. Perhaps you would define childhood and adolescence in pragmatic terms, as life stages to prepare kids and teens to provide for themselves in adulthood. In this conception, commercial sharenting is cause for celebration, not concern.

      This chapter begins by having some fun, lawyer-style. It challenges the basic premise that commercial sharenting is best understood as a new phenomenon of our digital world. Satisfied that it is (or at least accepting that it could be, for the sake of continued argument), the chapter goes on to describe several main narrative categories of commercial sharenting. During and after this description, the chapter surfaces some key legal, ethical, and practical risks and opportunities that can arise when the family business is turning personal business into everyone else’s business.

      This discussion also shines new light on regular sharenting. In the commercial space, money takes center stage. In the noncommercial space, it lurks offstage, seemingly invisible. This chapter’s spotlight on commercial sharenting can help us start to see how financial considerations shape all adults’ choices about children’s digital lives. It also helps us to see how these financial considerations interact with our understanding of what it means to be a parent, especially a mother. Further, it raises some uncomfortable questions: Are we coming to accept an element of cyberbullying as part of today’s parenting? Are we encouraging children to be actors instead of their authentic selves as we create the digital stories, both commercial and noncommercial, of their lives?

      Is Commercial Sharenting Even a New Thing?

      Before we go further, let’s play a lawyer’s favorite game. This is how it works. Someone says something, and you say, “You’re wrong.” Then that someone says something else, and you don’t even listen. It doesn’t matter what he or she says. You just say, “You’re wrong.” It’s fun, and it can last forever—especially if you do it with your uncle at Thanksgiving dinner or the stranger sitting next to you on a red-eye flight.

      We’ll make the game short and sweet in the hope that it actually will have some value. The statement: commercial sharenting is a distinctly twenty-first-century enterprise that is designed to monetize children’s private experiences in unprecedented ways through new and emerging digital technologies. The response: you’re wrong! Commercial sharenting simply brings together two familiar parental practices—commiserating and running a family business.

      Parents have always shared stories about their kids. Parents talk to other parents. They talk to professionals, like teachers and doctors. They talk to the cashier at the grocery store to commiserate when their kid has just pulled all the candy off a shelf. Parents need to connect with peers, get advice, and maintain perspective. So all that commercial sharenters are doing, it could be argued, is using newly available modes of connection to build a wider circle of support.

      To the extent that some of them make money, isn’t that a good thing? Family businesses have long been a vital part of the United States economy. Look no further than Little House on the Prairie: Laura and Mary had responsibilities for keeping the family homestead up and running.7 Successful sharenters are just doing a modern version of what Pa and Ma did—asking kids to make contributions to the family livelihood in limited and appropriate ways.

      This argument is not frivolous, as a lawyer might say, but it’s not convincing. Commercial sharenting isn’t just another form of communication or family business. It’s different in type and scope. This type of sharenting trades on personal experiences, not tasks like milking cows, and it can instantly broadcast these experiences to the world. In the recent past, more widely accepted privacy norms sheltered these experiences from public scrutiny. Think back to 1990. You would have found it bizarre if a parent had paid for a billboard by the highway that said, “My daughter just got her first period!” How is it different to make a YouTube video about that same experience?8

      Essentially, it’s the same. Both YouTube and the billboard broadcast a personal coming-of-age moment. The key differentiators underscore how far removed commercial sharenting is from more established forms of interpersonal communication or family business. YouTube is free to use; the billboard has a fee. YouTube has global reach; the billboard has a local audience.

      To be fair, YouTube does invite interaction and education beyond what a billboard or other brick-and-mortar options would offer. But those opportunities to develop community and learn about content, while generally positive, do not mitigate the privacy violations taking place. We have zoomed right past the potential billboard phase of sharing our children’s private stories, which would have been less privacy-invading, and are speeding down the information superhighway route of doing so.

      Commercial Sharenting Scripts

      Commercial sharenting is a new phenomenon. When commercial sharenting hits a small screen near you, you can see first periods, family pranks, more extreme content that YouTube’s algorithms suggest you watch next,9 babies playing with kittens, and teens playing with tigers.10 The broad picture presented here of the major categories of narratives in commercial sharenting today might be seen as a fuzzy series of screenshots taken from a phone while walking. This description is not a panoramic picture of the entire commercial sharenting space at present, an analysis of its evolution over time, or a taxonomy of all the variables that shape its content.11 Instead, these screenshots aim for just enough clarity on commercial sharenting narratives to keep the conversation going without losing days of our lives conducting research.12

      There are three main types of narrative categories: life stages, activities, and cause-based communities.13 The lines between them are “cellphone pics while walking” blurry. A particular instance of commercial sharenting may encompass more than one narrative framework.

      Within each type of narrative, there are subgenres. For example, family prank videos may be understood as a specific type of activity. Suggestions of how to craft with kids are yet another activity subset, although there appears to be room for a crossover prank and craft toddler star who replaces coffee with dirt and calls it art.14

      Across narrative types, sharents usually look to strike a balance between a “just between us” authenticity and the polish of performance.15 This approach holds true for all parent narrators, although they fall at different places along its spectrum. Indeed, this mode is the heart of commercial sharenting’s appeal—crafted moments in a family setting. This could be your family, the narrator effectively says, yet we’re way cooler than you. Winky face emoji.

      The main narrator’s persona often will impact the nuances of this balance, as well as throw other variables into the mix. The new mom discussing postpartum weight gain is likely to use the cadence of a best friend meeting you for a cup of coffee. In this narrative, intimacy is most important. Staging is subtle, designed to hide rather than highlight that the presenter is on the other side of a screen, not the other side of a café table. The single dad playing a trick on his adolescent daughter16 will take the opposite approach. The set-up is visible. The tone invites the viewer to join in the joke but is more about delivery of the punchline than dialogue. Fortunately, digital technology does not yet allow whipped cream pies to be hurled across cyberspace and emerge from your computer.

      Life Stages

      The first narrative type of commercial sharenting script is life stages. This is largely the province of so-called mommy bloggers who create web logs called blogs. This term is used expansively to include vloggers (people who video log their content), Instagrammers, and creators of other types of digital content who are presenting in their role as mothers. Some women who create such digital content find the term disrespectful.17 Others embrace it and make it their own.18 Here, it is intended to be understood descriptively, not pejoratively.

      A life stage encompasses both the chronological age and developmental phase of the children in the family. The experiences and emotions of a parent (typically a mother) are made visible primarily as they relate to whichever life stages her children inhabit.19 Commonly chronicled life stages include20 conception, gestation, labor and delivery, newborn, infancy, early childhood, childhood, preteen, and teen.

      Within these stages, bloggers discuss topics familiar to most parents. A conversation about conception, for instance, may include the logistics of trying to become pregnant or the heartache of infertility. Often, these conversations include details about cervical mucus and other bodily functions that previously would have been known only to an intimate partner, medical provider, or a trusted circle of friends and relatives.21 An entry about early childhood may focus on a toddler’s transition to becoming a big sibling when the new baby comes home.22

      Many of these topics could have been on the table back in the 1950s when mothers met for a neighborhood coffee klatsch. But many have a distinctly twenty-first-century flavor, such as which baby monitors offer parents the most peace of mind or which fertility tracking devices will help them produce tiny humans who need said monitoring.23

      Whether dishing about the traditional or the digital, commercial sharenting about life stages frequently contains a generous side helping of advice for other parents. This advice may come dressed in medical or scientific glaze, be served up as personal experience, or lie somewhere in between. Either way, the narrator typically lacks formal qualifications in the field in which she blogs, such as reproductive medicine.24 This new capacity for nonexperts to give parenting advice to millions of people is a dramatic disruption of two more established channels for such information—a personal network (which includes relatives, friends, and community members) and credentialed experts using traditional platforms (such as print publishing). The actual and potential impact of this shift in both personal and public lives is vast and complex.25 Much of it is beyond the scope of this discussion.

      But let’s chew on a few morsels of food for thought. A self-reinforcing cycle seems to be emerging in which successful commercial sharents are incentivized to share more and more about their children and their families. When a parent has become recognized as a parenting expert based on her identity and actions as a parent, she enhances her status by showing more and more of her parenting. To an extent, whether a given parenting choice succeeds or fails is irrelevant. If it fails, she can present that failure as a helpful data point: “do NOT try this at home!”

      Parents outside the commercial sharenting circle appear to consume this content at least in part because it is understood as a source of expertise. The more they consume and engage with the content, regardless of whether they are convinced by it, the more it is shared across digital platforms, bolstered by the additional dollars from advertisers and the heightened display by algorithms. The more it is shared, the more it is believed by parents and other viewers. This entrenched believability likely boosts the commercial sharenters’ credibility, deepening their reach and encouraging still more sharing.

      In this cycle, there are few or no points at which informational accuracy is the primary focus of content creation. It may not be a meaningful variable at any point. There are no final exams in parenting. There is no peer review of tips offered online on how to make your child sleep better. No license from any governing board is required to share your own experience of infertility, with some purportedly medical data in the mix. If you claim that you have an MD when MD actually stands for “Mama’s Dishin’,” you’re violating multiple laws and regulations, including those against the unlicensed practice of medicine and truth-in-advertising requirements.26 But there are likely no legal violations if you share your own experiences and reflections on relevant medical, scientific, or similar sources without misrepresenting your credentials, telling lies, or engaging in similar nefarious conduct.

      The Federal Trade Commission has begun to take more of an interest in the digital commercial activities of social media “influencers,” a category that may include some commercial sharents. Its focus, however, is on the need for transparency in marketing endorsements when an influencer is being compensated to promote a product or service.27 Whether or not there may be anything unfair or deceptive in the content or impact on consumers of a commercial sharent’s allegedly “expert” advice itself appears to be on the periphery of the regulator’s radar.

      This may be in part baked into the typical commercial sharent narrative’s focus on recounting personal experience that viewers or readers can then generalize from and apply to themselves if they so choose. This narrative amounts to “Here is my experience. I hope it will work for you, too!” This type of claim is different than one that promises a potential purchaser a certain outcome. For example, if a mattress company promises that all babies will sleep 100 percent better if you use its mattress and that claim is false, then the company’s actions are likely unlawful.28 If a mommy blogger says that her sleep advice worked for her own child and that she hopes it will work for yours, that doesn’t appear to be unfair or deceptive. (But if she recommends the 100 percent better mattress because that company is paying her to do so and she doesn’t disclose the financial arrangement, then she would be violating truth-in-advertising requirements.)

      The life stages sector of commercialized sharenting seems to be trending, at least in part, toward becoming a space for transmitting expert information that is largely from noncredentialed and unregulated parenting experts.29 Given the wide reach that recommendations from sharents have, inaccurate, incomplete, or even misleading information about parenting topics can spread like a virus and may contribute to the spread of actual, dangerous viruses.30

      Activities

      The second narrative type of commercial sharenting script is activities. The topics in this category run from arts and crafts to zany pranks, typically with a focus on doing activities with kids or guiding kids as they engage in such activities themselves. Some activities land on the quotidian. For example, the founders of WhatsUpMoms YouTube channel identify the search for travel tips for families as a key impetus to start creating content.31 Still other familiar activities include holidays,32 sports,33 and household decor.34

      Sometimes these pursuits move beyond quotidian concerns into inspiration. Do more than get through the holidays: accessorize your home into transcendence!

      Other activity categories are less common across households. Many moments in family life unintentionally create humor, as when you put laundry detergent in a dishwasher. Oops. But the laughs that bubble over from mistakes or spontaneous play are distinct from those that arise from elaborate plots to “put one over” on a family member. When that family member is a child, the prank may be no laughing matter.

      The dark side of the family prank space requires zooming in beyond the screenshot level. This side reveals how commercial sharenting can result in the total exposure of children at their most vulnerable. At its most extreme, such sharenting reveals to the world parental conduct that meets the legal definition of child abuse or neglect.

      Recently, a court determined that a Washington, DC, area couple had neglected two of their children after a series of videos posted on the father’s YouTube channel, DaddyOFive, showed what to “most onlookers . . . looked a lot like abuse.”35 In an especially disturbing sequence, the parents spill disappearing ink in their son’s bedroom, swear and scream at him about how much trouble he’s in for the mess, then mock his justified indignation when he is told, “It’s just a prank, bruh!”36 This basic script repeats itself in a number of episodes: they put a child in an inappropriate or unsafe situation, capture his understandable emotional reaction, reveal that it’s “just a prank,” then document and ridicule his inevitable meltdown.

      The court ordered two children removed from this family’s home and placed in foster care. The parents themselves had already suspended their YouTube channel, which had roughly three-quarters of a million followers. Viewers alerted authorities about the dangerous household.37 This development could suggest that the family’s YouTube postings, although a privacy intrusion for their children, were justified because they allowed outside eyes to witness the inner workings of this house of horrors. It could also suggest that the incentives to generate new and sensational content to capture viewers’ eyeballs contributed to this vicious and dangerous conduct in the first place.

      Regardless of where you come down on these complex questions of causality and consequences, two general points about privacy and pranking are straightforward. First, after a prank is loose in the digital world, it is pretty much impossible to scrub it from the internet. The DaddyOFive YouTube channel is gone. Its content is the digital equivalent of real ink, however, rather than the disappearing kind. Its stain remains. The internet hosts perpetual reruns, whether the “actors” like it or not. The DaddyOFive content is readily available through other online sources, such as the YouTube channels of the viewers who have commented on it.

      Even when that commentary is a respectful and thoughtful analysis of the “many ways to abuse your kids” and the reasons they’re all unacceptable, as one leading YouTube commentator put it, that commentator is still facilitating viewers’ access to the videos.38 Cody, the boy who was the butt of most of his parents’ so-called jokes, appears to have lived through a nightmare in the DaddyOFive household. In some ways, he will continue to live through one as long as that footage has an undead perpetual existence on the internet.

      For Cody, decision makers about his current and future opportunities will not need a data broker to dig for or an algorithm to analyze intimate information about his childhood. His humiliation, fear, anger, and so much more are there in plain view. You would have to be heartless to hold any of his experiences against him.

      But how about reasoning that goes something like this: “Of course, it wasn’t Cody’s fault, but given what we know about the potential for childhood trauma to have lifelong adverse impacts on survivors, maybe I don’t want to let my child have him over for a play date. Maybe I don’t want him in my class. Maybe I don’t want to give him a summer job.” Such questions are rational. They are also unfair to Cody. Depending on the role of the decision maker, they could shade over quickly into unlawful discrimination against him based on an assumption of disability.39 Perhaps more important, from a child’s perspective, they likely will make it hard for him to make friends and be himself, whoever that self turns out to be.

      The second general point about privacy and pranking is that many kids today are subject to parental pranks. But there is a difference between so-called pranks that actually constitute abuse or neglect, like Cody experienced, and pranks that do not. A prank that is in poor taste or just not funny typically will be lawful. Today’s digital sharenting culture, however, does have an uncomfortable subplot of parental pranking to it even among commercial and noncommercial sharenters who avoid crossing the line into abusive or neglectful behavior.

      Kids are natural comedic geniuses. Toddlers find it hilarious to repeat the old “throw the spoon on the floor, shriek for dad to pick it up, repeat” routine. Parents are also funny: they can make the spoon start to talk, flirt with the fork, and elope with the dish. Mazel tov! Maybe the family is the only one laughing, but it’s a spoonful of sugar to help real life go down.

      The sweetness starts to sour, though, when we get laughs at our kids’ expense rather than laughing with them or at ourselves. Take the annual trick or treat prank that late-night television host Jimmy Kimmel sets up every year. Parents pretend they have finished all of their children’s Halloween candy, film their children’s response, and share the recordings digitally.40 The YouTube video of the 2017 “I told my kids I ate all their Halloween candy” challenge put out by the Jimmy Kimmel show has more than 2.8 million views.41 Kimmel gets contributions from sharenters everywhere. Spoiler alert: taking candy from a baby may be easy for the adults, but there’s nothing easy about it for the babies. These kids take it hard. Some of them have epic flipouts, and others struggle to remain calm while falling apart inside. The trick cuts deep, upending the immediate promise of Halloween mirth and the fundamental one of parental reliability.42 It generates a cheap and even sadistic laugh.

      That so many parents play along raises a disturbing question about the adult appetite for humor: how much of it is based on behavior that should be understood as bullying?43 It’s a loaded word, but cyberbullying might be the right term to describe the dynamics underlying certain instances of commercial and noncommercial sharenting.

      In the last decade or so, there has been a growing focus by educators, lawmakers, and other decision makers on how to address bullying behaviors between youth, as well as to protect kids and teens from the harms that result.44 In many ways, the digital world has exacerbated these challenges and risks as children and adolescents engage each other around the clock across a range of devices and platforms.45 A common response by decision makers has been to pass new or update existing state statutes and regulations to require educator and law enforcement intervention when bullying occurs.

      Let’s look at one such antibullying state law, which defines bullying as “a single significant incident or a pattern of incidents involving a written, verbal, or electronic communication, or a physical act or gesture, or any combination thereof, directed at another pupil which . . . causes emotional distress to a pupil.”46 The law specifies that bullying covers “actions motivated by an imbalance of power based on a pupil’s actual or perceived personal characteristics.”47 This law is binding only in the school context, hence the use of the term pupil. It is a law about how kids treat other kids.

      Thought experiment: what happens if you swap in the word minor for pupil? The law then would prohibit a single significant incident that causes emotional distress to a person under age eighteen, including when that incident was motivated by an imbalance of power based on that person’s age. Publishing your children’s suffering—by taking Halloween candy from them, recording their reactions, and sharing the results with the world—seems to fit that adjusted definition. It is a significant incident that causes emotional distress to your child, however that distress is measured. An imbalance of power is inherent in the set-up of the incident. The parental role affords the adult “prankster” access to the candy. The child role puts the child in a place of dependence on the parent. What recourse does she have to get her candy back if her parent says it’s gone? The child role also virtually guarantees that the incident will garner a response that the parent sees as worthy of filming because, from a developmental perspective, the child is likely to have a strong and complex reaction to the “prank.”

      Is it time to call in the parenting police? No, an antibullying law that covers parents and other adults won’t be written.48 Such a law likely would be unconstitutionally vague and overbroad. Especially as applied against parents, it could prohibit positive parenting conduct that keeps your child safe, like making your thirteen-year-old cry when you tell him he can’t drive your car because he’s underage. If the government proscribed even one “significant incident” of parental conduct that causes “emotional distress” to a child based on the respective parent and child roles, then the government would be intruding too far into constitutional protection for the liberty to parent and raise a family.49

      The rights to other adult-child relationships, like teacher-student or coach-athlete, are not entitled to the same level of constitutional protection as parent-child. However, these other roles do carry with them certain legal responsibilities that require adults to make decisions, based on the child’s age, that are necessary to keep them safe but may still cause the child emotional distress. Thus, an antibullying law that covers nonparent adult caregivers also likely would be too vague and overly broad to survive a legal challenge.

      Although law enforcement won’t be opening a file for the case of the missing Halloween candy, we adults can and should still be thinking about the norms we adhere to in our daily lives.50 We don’t need a law to tell us that bullying our kids is wrong. We do need to think about how we explain the following to our kids: it is fine for us to take their candy, make them cry, film their crying, and share the video, but if they do the same thing to a younger pupil, they will get in trouble at school and perhaps with local law enforcement.

      Is the right explanation similar to the one we give about drinking beer and driving cars? That explanation goes a little something like this: “You can’t do it now, but you can do it when you’re older.” Can we come up with a sound explanation here, one grounded in common decency and upholding the spirit of the antibullying laws our elected officials have passed for the schools that teach our children? If we can’t, then we should rethink the Halloween prank, both participating in it and watching it. More fundamentally, we should rethink our current acceptance of sharented “prankster” content by amateurs or professionals that makes kids the butt of jokes. There’s a lot more that is ghoulish than grown-up about it.

      Cause-Based Communities

      The third narrative type of commercial sharenting script is cause-based communities. Let’s see what happens when the better angels of our nature prevail. Many commercial sharents are trying to lift up their own and other people’s children and families. A snapshot of this major narrative type reflects an ethos of bonding and triumphing over adversity or rallying around shared affirmative goals that go beyond beating hardship.

      As with the other two categories, there are many variations on this broad theme. One common subcategory responds to adversity, such as children or families living with serious or terminal physical illness51 or living with disabilities of all types.52 Their content may include blogs that aim to destigmatize experiences of chronic health conditions by sharing both the “normal” aspects of daily life as well as the burdens of illness.

      Another subcategory is situated between an adversity-based perspective and an affirmative goal-based perspective. The content here comes from kids or families that might be nontraditional or unconventional in some regard within their community, state, or country. They tend to be subject to unique pressures and difficulties in their lives, which are grounded in interactions with other individuals and institutions rather than in a physical or mental health condition. Commercial sharenting here includes LGBTQ families and interracial families.53 The child’s or family’s experience is offered as motivation for those watching and reading, as well as for the content creators themselves. At its core, this is the familiar buddy system: if you’re trying to reach a goal, find a buddy. Or find a million.

      Sometimes, the real goal is to find a million dollars (or close to it) to pay for a sick or disabled child’s medical treatment and other needs.54 The requests for money for this purpose or a similar one may make this category of commercial sharenting more explicitly financial than other categories are. At first glance, this focus on the monetary in the caused-based community space might seem counterintuitive or somehow inappropriate. Why try to “make it rain” (in the sense of introducing explicit monetary goals) on a parade where everyone is marching toward an uplifting, nonmaterial goal? What about letting in the sunshine of shared goals, without a price tag? Isn’t this commercial sharenting at its most exploitative—cashing in on other people’s pity for your child?

      These are fair questions, but they ignore the category five hurricane for the drizzle. Making it rain money is an attempt to get to a sunny day. The real storm comes from the excruciating financial and related pressures that face many families whose child is seriously ill or has a disability. Often, even with health insurance, families face insurmountable costs and agonizing choices. Do they use their resources to pay their mortgage or buy a service animal for their child that insurance and other sources won’t cover? These types of tradeoffs strike at the core of parents’ duties to their children to provide for their well-being in the present and future. The law sets a floor for these responsibilities.55 Parents tend to aim for the stars, as well they should.

      Thus, the financial request is commercial only in a technical sense: it uses the digital marketplace to generate income. At its core, it’s likely to be about survival. If comprehensive and accessible resources were available for families with sick or disabled kids, then families would have less need to share their children’s private medical information with the world to educate others and motivate them to contribute financially to the care and success of their children and others in similar situations. The price of privacy is too high when health and life are on the line.

      Will this amount to a “borrow now, pay a lot more later” situation? Our consumer credit realm is replete with such offerings, although money rather than privacy and opportunity is at stake. A familiar example is the payday loan, where the borrower gets a short-term loan that must be repaid, with interest and fees, on the borrower’s next payday. The borrower writes a check for the lender to cash on this upcoming payday or gives electronic bank account access to withdraw the funds.

      This lending product offers borrowers who lack good credit, savings, or other resources a way to bridge a financial gap and satisfy time-sensitive obligations like rent or car payments. Unfortunately, it also tends to trap them in a cycle of additional borrowing when they predictably can’t afford the three-figure annual percentage rate (APR) plus amount borrowed they must shell out on their next payday.56 So pernicious is the payday loan that Congress has banned it for members of the armed forces.57 And Google has blocked payday lenders from advertising the product through its search engine.58

      Defenders of payday loans say they are providing a necessary survival mechanism for borrowers who lack other options. Critics say that the solution creates bigger problems by exacerbating financial instability and increasing the likelihood of total financial ruin. The legal system’s response to weighing these and other considerations varies significantly by state, although the potential for a more uniform federal regulatory solution remains. The bottom line, especially with internet-based payday lending that transcends state boundaries, is that would-be payday loan borrowers need to decide for themselves how high a price is too high. The same is true for would-be borrowers of other high-cost, relatively short-term loan offerings, like auto title loans, payment-optional adjustable-rate mortgages, or medical loans.

      And the same is true for parents of kids with serious illness or disabilities. There are far fewer legal and regulatory oversight mechanisms in place for commercial sharenting than there are for consumer lending. There is also much less information about the sharenting space available than there is about the consumer lending industry. Because the children whose private medical information is shared in this way are still young, the cost-benefit analysis is difficult to do. Will a child whose struggle with cancer is on public display be bullied, be denied access to educational or other opportunities, or face other negative consequences down the road? Even if she does, are those downstream impacts still preferable to losing her home because her parents choose to pay for her treatment rather than their other bills?

      One potential point of comparison is with children whose health struggles have been shared through a nonprofit organization as part of a campaign to obtain services for them or other children in a similar situation.59 These campaigns seem to enhance children’s lives overall rather than detract from them. Such a comparison may be limited by the layers of decision-making and governance structures that legitimate nonprofits have that families lack.

      But is a board meeting at which trustees direct an institution to carry out such a campaign better than a kitchen table session where two parents, who know their own child better than anyone else knows her, start a blog or GoFundMe campaign? On the one hand, the professionalism of a board and staff might result in a better analysis of costs and benefits than the understandable emotionality of parents. On the other hand, if your child needs life-saving medical treatment immediately, the deliberative pace and the multigoal nature of an organization likely would be an obstacle to your financial goal. Here, arguably more than anywhere else, commercial sharenting is all about caring and caregiving.

      The Gender Lens

      Zooming out from the three narrative types, let’s consider the familial caregiving role itself. In many two-parent heterosexual families, mothers fill this role more often than fathers do.60 Single-parent households are disproportionately headed by a female parent, making mothers the only caregiving parent.61 And in a household with two mothers, by definition, a female parent is playing this role. Across the board, then, more women than men inhabit the family caregiver role.

      Commercial sharenting trades on domestic doings. Even narrative types that focus on topics other than caregiving are likely to originate from or at least involve primary caregivers, who are closer to children’s and families’ experiences than are nonprimary caregivers. Because primary caregivers are often women, the roles and responsibilities of mothers in commercial sharenting are complex.

      Right off the bat: major props are due to any parents who combine career with caretaking, and special props to women who insert themselves into the traditional ways that companies reach customers. These women are adding another layer of gatekeeping. Why trust company jargon when you can hear a real person talk about how a product or service worked for her, even if she is being paid? Extra special props go to the people who have found ways to use this addition to the commercial sphere to create space for additional authenticity—or at least for new topics of discussion. Would we see such a booming market in menstrual product services, fertility trackers, and other women’s health products if female commercial sharents weren’t out there talking about these topics?

      But one of these new areas of discussion is children. In addition to an ethical analysis of how maternal sharents influence female empowerment, feminism, and consumer culture, the unavoidable reality is that being a commercial sharent involves your child. Maybe you are thinking about having a child, trying to have a child, expecting a child, parenting a child, or coping with the loss of a child. You are in one or more of these categories. Otherwise, you are not a parent in any sense of the term.

      By definition, then, doing commercial sharenting successfully means that you are sharing your private life to some extent.62 It also means sharing your children’s private lives. It’s a family business, but the product is not hardware sold in the family store: it’s your self—your experiences, thoughts, emotions, and struggles. Being a primary caregiver doesn’t rob you of the ethical right to sell your own self in this way. But it also doesn’t give you an open license to do so for your children, simply by virtue of their dependence on you and your investment in them. The line between mama and baby may be hard to draw, especially for infants and children. We need to be mindful of drawing it for them, even when every minute of our waking hours, and many of our resting ones, are consumed by their care. Motherhood is a life-changing role. Can we talk about that transformation and its elations and frustrations without overexposing our children’s fledgling selves?63

      Playing a Part or Being Yourself

      It’s time for another fun lawyer game: the objection! This question about motherhood and the overexposure of children cannot be answered because it rests on a faulty foundation—that commercial sharenting portrays children’s real selves. If kids are playing parts rather than being themselves in commercial sharenting productions, is there still a privacy problem?

      This objection is sustained, as a judge would say. This ruling allows an objection to redirect the course of a courtroom or, in this case, a written conversation.

      To respond to the objection: it is difficult to determine how much commercial sharenting content is sparkle and how much is substance. In a sector where the transparency and relatability of the presenters are part of the construct, it may be impossible.64 Maybe all the worldwide web is but a stage, and all the kids merely players. Maybe just part of the webpage is a stage, and all the kids more than players. It seems most reasonable that commercial sharenting productions fall on a spectrum ranging from fantasy to fact and that there is some performative element involved in most of them.

      Accepting the premise that there is at least a dash of fiction in most content, does this mitigate or even eradicate the privacy problem? It is tempting to say yes. After all, the audience doesn’t tend to watch the lucky child who scored the lead in the school play and think, “He’s such a good Peter Pan that he must have huge issues with his parents and wants to avoid adulthood.” The audience recognizes that the kid in the green tights is playing a part in a narrative written by an adult. If there are mommy and maturity conflicts, they are those of the playwright. The performer can connect with the audience through a shared emotional experience even as he keeps his personal feelings to himself.

      However, this protective coating of fiction fails to translate from the auditorium to the app. There are several significant distinctions between these two settings that erode the privacy-protecting functions that acting out a fictionalized role might provide. First, there is a difference in audience. Viewers of the school play are limited in number. Also, they presumably are part of the same brick-and-mortar community as the performer. Viewers of a blog post of a big brother meeting his baby sibling for the first time may number in the millions and lack the community connections.65

      Second, there is a difference in authorship. A playwright makes visible her creative contribution and ownership. A commercial sharent typically seeks to downplay her role in shaping her child’s actions. She may function as a reporter, documenting what her child does, or as an analyst of the child’s actions or her own reactions. Her responses often include those of caregiving, but even though these actions are centered on her child, they are still portrayed as separate from the child’s. The narrative trope is that the child is the creator of his own contributions rather than the parent.

      Third, there is a difference in accessibility. A character in a play is written to belong to all actors who step into that character’s shoes, although the belonging ends when the curtain falls and is always bounded by the author’s rights. By contrast, a character in a commercial sharenting production is meant to represent one person and one person alone. That one person just so happens to have the same name in real life that he has on the digital stage.

      And that one person is sometimes too young to understand that he is being asked to play pretend, no matter how much a commercial sharent may try to design a fictional alter ego for him. The newborn whose trip down the birth canal is recorded offers the most obvious example of a participant with no ability to appreciate the subtle difference between being yourself and playing the role of yourself. But even kids and teens who weren’t born yesterday may have trouble understanding this distinction. Such a challenge is both a function of their developmental stage, as well as the genre of commercial sharenting itself.

      The commercial sharent wants her audience to experience the portrayal of her child as authentic, so the domestic scene is set accordingly. Presumably, she recognizes that savvy blog consumers will not experience every detail of the blog as genuine. Every parent knows that baking with kids is 90 percent mess and 10 percent success on a good day. It’s definitely not 100 percent #blessed. But she is trading on some sense of identification, even as it mixes with voyeurism over the stainless steel appliances and spotless faces.

      Trying to explain to a child that he is at once himself yet not himself as he sits in his own kitchen with his own family is an existential challenge worthy of a Shakespearean soliloquy. The explanation grows even more difficult if and when the child becomes aware that viewers, advertisers, and other stakeholders are responding to his performance in the form of likes, comments, and capital. Because there’s an incentive to play to your audience, the “art imitates life” origins of the sharenting production are likely to evolve to where “life imitates art.” The part played in commercial sharenting seems likely to move toward the heart of who the child is.

      Being true to thine own self is a challenge across life stages and performance stages.66 It is a challenge even in the quotidian performative arena of digital life. Even parents who aren’t seeking to monetize their digital lives may stage them for viewers’ consumption. You don’t need to care about making dough you stash in the bank to want baking pics that show dough becoming cookies rather than going up the dog’s nose. It seems likely that the noncommercial space would be subject to less staging than the commercial. In this space, parents lack access to the same supporting cast and crew of make-up artists, marketing consultants, and others. They also lack the same entrepreneurial goals. Thus, they are likely to prioritize other goals, like forging interpersonal connections or old-fashioned venting, which would seem to bring with it more of a premium on authenticity. But even the noncommercial space isn’t #nofilter all the time.

      The same fundamental question arises in the noncommercial space: how can there be a privacy problem if the lives on display are not fully real?67 Can you have any sort of privacy interest in a depiction that is part fiction rather than all fact? The short answer is that there is a privacy problem when the portrayal draws significant material from real life, is held forth as real life, and in some fashion loops back in to inform real life.

      The longer answer is that the same factors around audience, authorship, and accessibility are salient in the lay sharent realm, just as they are in the commercial sharenting space. The impact and emphasis of each differ when we’re talking about millions of viewers and a paycheck as opposed to mom’s friends from college and “playbor” (activities that blend play and profit motives).68 But there is a financial dimension even in the noncommercial realm: parents, teachers, and other trusted adults receive free or lower-cost digital services by “paying” for them with children’s data. The rise of the child digital day laborer, both in commercial and noncommercial spaces, is examined further in the following chapter.

      Here’s the basic equation for both commercial and noncommercial sharenting. Parents are inviting in a wide and uncontainable audience whose members may lack any actual connection to the family or children.69 Parents are holding out their child’s actions as authentic, eliding their own role as creator. And parents are giving their child a part that bears his name, that lives in his house, and that is understood by the child to be him. At some point, he will likely become aware of the viewing public’s reaction to this portrayal. Regardless of any explicit financial stakes in the commercial realm, there is likely to be a “life imitates art imitates life” cycle that develops in which the child’s choices, experience of the world, and felt sense of self are filtered through the sharenting lens.

      What do you think that children’s and adolescents’ sense of self should be worth? Would you farm your kids out to a warehouse to work for free so you could get all the DVDs you want? Clearly not. So why are you comfortable sharing their toilet-training dilemmas online to generate revenue for your sharenting enterprise or in exchange for ostensibly free access to all the social media services you could want? And why does our legal system let you make these choices? The next chapter looks at the dominant myths that our legal system holds about children, parents, families, and other adults that make adults’ stealth digital attack on childhood and adolescence possible.
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      5 Leaving Neverland: How Did We Get Here?

      The child is father of the man, according to the poet William Wordsworth.1 The belief that we contain the blueprint of our essential selves from infancy and that those young selves should enjoy some form of heightened protection is deeply felt in both poetry and the law. Without taking sides in the chicken-and-the-egg debate that is the nature or nurture question, it’s safe to say that the adults we become hatch from the baby bird versions of our selves. Quack.

      More provocatively, Wordsworth’s line suggests that kids do some of their own parenting. They bring up themselves without as much shaping from parents or other adult caregivers as we might like to believe. If Wordsworth had meant simply that the child preceded the man, he could have said so. “Father” connotes agency, responsibility for the function of parenting. It implies that a certain amount of benevolent ignorance or even benign neglect might be beneficial for kids. We’re not looking to go full Lord of the Flies here.2 We’re thinking more of a Peter Pan or Charlie Brown situation where the grown-ups leave the nursery unattended or just go “mwa-mwa-mwa” in the background.3 The kids make the magic happen.

      Today, though, what happens in Neverland doesn’t stay in Neverland. Children’s private lives—so often characterized by imagination, experimentation, and exploration—seem less their own than they have ever been before. Neverland is under attack. There is no coordinated pirate plot. The attack flows from a constellation of outdated, conflicting, and flawed assumptions that the law holds about the nature of youth development, family life, and education and about the civic, commercial, and other spheres in which kids and teens engage. These assumptions are grounded in a mix of fact and fiction and are so deeply entrenched that it makes sense to call them legal myths. This label doesn’t mean they can be ignored; rather, it means they have a staying power that makes them impossible to ignore.

      Before we turn to these myths, let’s return to our ongoing conversation with some new questions. How do you think the law understands childhood and adolescence? Does the law see kids and teens as vulnerable, in need of protection by parents and the government? Does the law see youth as volatile, in need of control whether they are in school, on the streets, or somewhere else? Or does the law regard them in another way entirely?

      Based on your paradigm for childhood and adolescence, where do you think the law’s understanding is correct? Where do you think it fails? How have you seen the law’s understanding of childhood and adolescence in general manifest itself in the lives of individual youth? Do you think there might be areas where there are gaps between the law’s design and its implementation? Do such ruptures tend to be positive, negative, or circumstance dependent?

      How do you think the concept of privacy informs the law’s perspective on kids and teens in general (not specifically related to the digital world)? Is your sense that the understanding of privacy in the law here is similar to or divergent from your own privacy framework? Where you see disconnects, does it concern you? Do you think the law should have a single or small set of privacy concepts? Might it be inherent in the idea of privacy that individuals should be free to develop their own definitions of privacy, within the outer bounds set by the law?

      As you read this chapter, think about whether the legal myths it identifies resonate with your paradigms for childhood, adolescence, and privacy. This chapter identifies three legal myths that have led to the siege against Neverland and that impede attempts to restore the realm of youth to its rightful owners. These legal mythologies address kids at home, in the public sphere, and in the marketplace. In unpacking these myths, you’ll see that the law often gets childhood and adolescence wrong. At best, it is schizophrenic on the topic.4

      Through error and an erratic approach, virtually all sharenting is legal or, at least, not clearly illegal. This wide-open playing field gives adults a lot of room to maneuver without leaving kids much room to defend either themselves or the life stages of childhood and adolescence. Where are Peter and the gang when you need them?

      Myth 1. Home Is Where the Heart and Head Are: Protecting Parental Control over the Family Protects Kids’ Privacy and Opportunities.

      The law provides superprotection for parents’ decision-making authority over their children’s lives and futures.5 The assumption is that parents are in the best position to make choices for their kids and, thus, that protecting parental control protects kids too. The family unit is treated as inherently private6—a safe space where kids can be the parents of their adult selves. Parents get to decide who enters. They also get to determine (more or less) the activities kids engage in outside of the home. And they get to decide which intimate information about what happens in the home gets shared outside the home. The law assumes that they will do a good job.7

      The government gets involved in familial decision making only if the family breaks down through abuse, divorce, or similar circumstances.8 Nongovernmental third parties, like private companies, are allowed into the family fold only by invitation. There aren’t any realistic circumstances in which a nongovernmental third party could lawfully force entry.9 Parents are supposed to stand sentry over the castles that are their homes.

      But kids today no longer live in a world of brick-and-mortar places with definite boundaries. This transition marks the fundamental change of our digital world.10 It may well account for some of the so-called helicopter parent phenomenon11 that has developed as the privileged set tries to extend the brick-and-mortar boundaries of Tom Sawyer’s America.

      Wireless tech rolls right over whitewashed fences. Through digital devices and services, sales promotions, opinions, and other forms of connections outside the home are a constant feature within the home.12 Some are visible, like the ad on the lock screen of the Kindle before you enter your passcode to let your toddler watch Daniel Tiger’s Neighborhood (“Dann-eee Tig-ee, Tig-ee, Mama, I wan’ Dann-eeeeee Tig-eeeeeee NOW!”).13 Some are stealth: just how much audio is the Amazon Echo recording, and who is going to hear this showdown over “Dann-ee Tig-ee”?14

      Today’s parental gatekeepers often wind up like Nana,15 the dog who is tasked with watching over the Darling children’s house on the night Peter Pan takes them away. Nana tries her best but is no match for outside forces. Peter Pan is charming. What else is he: shadow or boy? The night sky beckons. Star maps promise infinity. The children don’t care what Peter is. They follow.

      Nana is locked up and can’t be in the nursery on that fateful night. But we adults are free to move. That freedom is part of our problem. Perhaps we are just as much the Darling children as we are Nana. We are as intrigued with the digital universe as the Darlings are with Neverland.16 Play a game on our smartphones where we stalk imaginary monsters in the real world? Stalk our high school boyfriend on Facebook? Post supercute pics of ourselves with our babies so our ex can see what he let get away? Yes, please!

      Because we adults are still struggling to grasp the digital world, we are often lousy gatekeepers. When we use digital tech to enhance our own lives, young people’s needs and preferences may take a backseat or be invisible. We prioritize our own needs, whether consciously or not. Even when we intend to use digital tech to enhance our kids’ lives, we may not understand what we are doing. And our children may not want us involved in their digital lives.17 But the law treats us as if we do understand and should be involved in our children’s digital lives. We are our children’s watchdogs-in-chief, so the law holds us responsible for making informed decisions about whether, when, and why to share our children’s personal data online.18 And the legal regimes around digital data privacy don’t make our task easy.

      Privacy law is a hodge-podge,19 like the potion powders in Snape’s classroom.20 The law doesn’t equip parents with Harry Potter’s “cloak of invisibility” so that we can wrap it around our children’s digital selves.21 In general, we are asked to operate on a consent-based system.22 We are expected to find, read, and understand the relevant privacy policies, terms of use, or other legal instruments that define what a third party wants to do with our children’s digital data. Then we are asked to give informed consent to this third party’s proposed actions.

      Most of the time, we don’t take all these steps. Could we read a bit more of the fine print? Sure, but we are largely set up for failure here. Reading and understanding all the fine print are difficult if not impossible.23

      We agree to “clickwrap agreements” to join social media sites or connect a baby monitor we want to use without reading the fine print.24 Even if we try to find the fine print, we might not be able to locate it.25 Even if we find the fine print and try to read it, we probably don’t understand it.26 Even if we understand it, we may never know if the company violates it.27

      In the event we do find out about a violation, we might not care about it. After all, if we’re willing to share pics of our kids in diapers with ten thousand of our closest friends, how much do we really care if the company decides to let advertisers take a peek?

      If we do care, we could turn to state tort law for potential remedies28 or notify the Federal Trade Commission to encourage enforcement action for that company’s violation of its own stated privacy policies or other terms of service.29 Yet even if we succeed, our victory is likely to be slow and costly and still not give us a way to put the genie of information sharing completely back into the bottle.30 They just don’t make genies like they used to in the predigital age.

      Some sectors have privacy law regimes that offer stronger built-in safeguards to keep children’s private digital data under wraps. A familiar example is the federal Health Insurance Portability and Accountability Act (HIPAA), which controls information sharing about patients in the health-care system.31

      A similar but likely less familiar example is the Family Educational Rights and Privacy Act (FERPA), which prohibits schools that receive federal funding (almost all schools nationwide) from sharing “personally identifiable information” (PII) in students’ “education records” unless they have written parental consent or the particular form of sharing falls into one of FERPA’s enumerated exceptions.32 Of all the federal statutory privacy regimes, FERPA comes the closest to imposing robust and comprehensive limitations on adults’ sharing of children’s personal digital data.

      However, FERPA suffers from some of its own serious limitations. First, it was written for the brick-and-mortar world, where an apple on the teacher’s desk meant a fruit, not a phone. FERPA did not anticipate today’s world of ubiquitous digital tech and digital data collection. “FERPA’s regulatory mechanisms rely on the assumption that it is not easy to share student [education] records without individual or institutional action,” writes privacy scholar Elana Zeide; however, today “intention and knowledge are no longer required to disclose information.”33

      There are just too many devices and services collecting too much data for too many reasons for schools to have an easy time getting a handle on what data is being collected, by whom, and why—threshold questions for determining whether the data being collected is PII in an “education record” subject to FERPA protection. Students’ data can be collected through digital devices that schools honestly don’t understand to be creating “education records” with PII that are protected by FERPA—even if they technically are. These devices may include “wearable fitness devices for physical education classes”34 or digital surveillance cameras.

      And some data collection in schools may fall outside of or at least not clearly within FERPA’s control. For instance, is metadata (data about data) an education record? In these and many other ways, key privacy problems that arise when students’ data is being shared with digital tech and service providers are not fully addressed by FERPA’s requirements.35

      Second, FERPA is built on a parental consent framework. Under the letter of the law, parents typically are expected to have the final say in judging the complex potential trade-offs between privacy risks and educational benefits.36 This is unrealistic, even fantastical. It’s difficult enough for parents to try to read and understand privacy policies and terms of use for digital tech in their homes. It’s essentially impossible when parents lack easy or any access to information about the digital tech being used in their children’s schools, which is often the situation parents find themselves in.37

      Third, FERPA fails to rely completely on a parental consent framework. The exceptions that exist for schools to share PII without parental consent or even for parents to have the right to opt out of sharing mean that there often is a fair amount of PII sharing taking place over which parents have limited to no control.38 The most frequently used exception is the “legitimate school official” exception, through which schools can share PII with a third party—as long as that party is doing something that the school otherwise would do itself, is under the control of the school, and doesn’t reshare the data.39

      When schools (or well-intentioned individuals within schools, like teachers looking for new resources) rely on clickwrap agreements with providers instead of negotiated contracts, these requirements are unlikely to be met—meaning that the schools are in violation of FERPA if they have not gotten parental consent to share the PII.40 More important than the technical legal violation is the actual danger: without a negotiated contract in place that is actively monitored by the school, how do schools and their staff know what these third parties are doing with students’ data? Are the third parties mining it to make predictions about children for marketing or other purposes? Are they selling it to yet other third parties who will do so? Sometimes the answer to these questions is yes, which could allow PII to get into the hands of data brokers and beyond.41

      FERPA has an often forgotten cousin: the Protection of Pupil Rights Act (PPRA), another federal law about student privacy that has its origins in allowing “parent access to federally funded experimental instructional materials.”42 PPRA was created before the digital age and amended during it.43 Its amendment, although awkwardly drafted, does address today’s challenge of dealing with private information about students that digitally departs from schools and winds up in the hands of third parties that may use it for noneducational purposes.

      Under PPRA, public K–12 schools “must offer parents an opportunity to opt-out from having their child participate in any activity involving the collection, disclosure or use of students’ personal information for the purpose of marketing or selling the information ‘(or otherwise providing that information to others for that purpose).’”44 PPRA defines “personal information” as “individually identifiable information, including a student or parent’s name, home address, telephone number or a Social Security Number.”45

      So before a school engages with an ed tech provider that collects personal information, the school should determine whether the provider will use this information for marketing or related purposes and whether the provider will pass it along to data brokers or others to use for such purposes. Parents then must be given the ability to opt out. However, the right to give consent prior to any action is stronger than this opt-out right after notification of pending action. Essentially, PPRA is creating another layer of (required, if not actual) notification that may be difficult for parents to understand—if they even see the email or find the note underneath the week-old banana in their child’s backpack.

      Although parents are far from perfect gatekeepers with respect to their children’s privacy in the digital era, the law assigns the lion’s share of those guard-dog duties to them. Performing those duties grows ever more complicated when there are too many animals trying to mind the farm, which heightens the risk that no animal is really on top of the situation. Ask George Orwell: animals aren’t supposed to mind the farm themselves anyway.46

      With today’s parents not fully on top of watchdog duty, are there other people or institutions that could and should play that role? The next myth unpacks the misunderstood nature of youth vulnerability and the rise of the childhood surveillance state.

      Myth 2. Childhood and Punishment: Keeping Kids on Track Requires Surveillance and Consequences.

      Jack and Jill do not go straight up the hill. Jack falls down. He breaks open his head. Jill falls down. The nursery rhyme doesn’t tell us what happens next. But we can guess: they get fixed up and go on their merry way. Then they fall down again and again.

      Growing up is not a smooth uphill climb. There are bruises. These are literal and metaphorical. They are self-inflicted and caused by others. Most of them are well within the range of normal. Neuroscientists,47 psychologists,48 and other experts broadly agree.49 Maturation from child to adult is not linear. Childhood is a series of different developmental stages and struggles, many of which require learning through “mistakes.”

      The law purports to take into account the nature of childhood. It recognizes that kids are less mature and therefore less accountable for their actions than adults.50 And it forgives them for their mistakes more readily than it forgives adults. But it fails to recognize fully the distinct and positive qualities that set childhood apart from adulthood. It doesn’t see how kids and teens can sometimes be more than adults rather than just less.51 It doesn’t promote play as a positive pursuit—the true “work of childhood”52 (and arguably of adolescence as well, although the manifestations of play are different from three to teenager).53

      Today, childhood is a surveillance state.54 The theory is largely one of protectionism.55 Kids need to be protected from their own immature impulses by being put on the straight and narrow. The rest of us need to be protected from the crazy $%$ that kids do.56 Parents,57 schools,58 and law enforcement59 tend to be hypervigilant about monitoring youths’ lives. In order to protect against danger, you need to be able to see it. With a large and growing industry of digital products and services to support such surveillance efforts, adults today have more ability to access data about the inner workings of Neverland than ever before.60 And the data collected by these surveillance products is unlikely to stay completely within the data repositories of a given tech provider.61

      The surveillance state isn’t curious just for the sake of curiosity alone. It leaves curiosity to little monkeys.62 As soon as they learn what the Lost Boys are up to, the adult captains of the surveillance state ship step in to mete out justice. The result is that routine juvenile mistakes and mischief are met with consequences that may be well meaning but make it harder for kids and teens to learn from their mistakes. Digital tech is available to help with the consequences piece too.63 As with the surveillance piece, this sensitive data is unlikely to stay on total lockdown.64

      On paper, our legal system doesn’t “punish” kids. When kids and teens commit acts that would be crimes if done by adults, they are charged with “delinquency” offenses, not criminal ones.65 These offenders are processed through a separate juvenile justice system. States have some exceptions to this approach for murder and similarly heinous acts done by older kids and teens.66 In these limited circumstances, the juvenile perpetrators can be charged and tried as adults in criminal court. In general, though, minors are processed through the juvenile justice system for misconduct.

      What counts as misconduct worthy of the juvenile justice system’s attention? The list is long: “pushing and shoving has become battery . . . talking back to staff has become disorderly conduct or obstructing.”67 The list gets longer still for minority and disabled youth.68 Schools pay especially close attention to making this list and checking it twice. Each time they check, they find more students naughty than nice. The school-to-prison pipeline sends hundreds of thousands of students each year into the justice system for infractions committed in school.69 Often, these offenses are minor.70 Often, this trip is in addition to consequences imposed by the school, such as out-of-school suspension, for the same infraction.71 There is a tension here: schools want students to learn from their mistakes, yet they kick them out of school when they make mistakes.72 So where is the learning supposed to take place?

      In theory, some of it could take place through the court system.73 Juvenile courts assign minors found “true” of delinquent acts to undergo activities and receive services that are meant to “rehabilitate” rather than punish.74 But rehabilitation often looks and feels a lot like punishment.75 Consequences can include placement in a group home or a secure facility. They can include community service, restitution, therapy, drug counseling, and strict curfews. They can include “do not contact” lists.76

      The consequences also pile on. When a young person is under the close monitoring of a juvenile parole and probation officer, that officer is likely to find some additional infraction of the court’s “terms and conditions of release.”77 Kids will be kids. They fall down and try to get up again. Courts will be courts. They want to stop the falling down and make the getting up happen by the book. So judges assign more and more “rehabilitative” measures to address the misconduct.78 Kids fail “fast, early, and often”79 to fulfill the courts’ orders. Even the most thoughtful rehabilitative measures transform themselves into Sisyphean tasks.

      The ironic result is that we are often “protecting” children out of their childhoods and their futures.80 There are certainly times when schools, law enforcement, courts, and others in positions of authority need to step in to protect kids and society. A kid threatening to use an actual gun should never have the opportunity to make and learn from that mistake. But a kid with a fake gun shouldn’t be treated like public enemy number one. He should not be shot and killed.81 He needs to play, mess up, get some thoughtful and proportional adult feedback, then go play and mess up some more. The teenage girl who texts a picture of herself in her bra to her boyfriend should not be prosecuted for manufacturing and distributing child pornography and required to register as a sex offender.82 She needs to understand the consequences of such self-exposure, mature more into her own understanding of her own sexuality, and continue to explore sexual and romantic relationships. Take away that process, and Neverland looks pretty bleak. The prospects for developing into an autonomous adult who is able to self-regulate and evoke self-efficacy look even bleaker. We might be raising adults who lack self-trust and imagination.83

      We’re also plundering this stash of kids’ private experiences for our own commercial transactions. The next myth looks at how we’re transforming our kids as digital day laborers even as we purport to protect them.

      Myth 3. Children Should Not Be Seen or Heard in the Workplace: Parents Will Protect Children from Labor Markets.

      Huck Finn decided to “light out for the territory.”84 He wasn’t alone. From the mid-nineteenth through the early twentieth centuries, many real children headed west. But these kids didn’t typically travel under their own steam. Some rode on “orphan trains.”85 Sent from crowded urban areas to the western frontier and other parts of the country, these kids headed to new families and new lives.86 They found adventure, but they could also be taken for quite a ride.87 They were commodified, often exploited.88 The gold rush era generally did not make childhood into a golden life stage.

      Today, we are seeing unexpected echoes of the pre-twentieth-century conception of childhood. We think of the twenty-first century as an age of “helicopter parents” engaged in kid-glove handling of kids.89 Yet every day, parents, teachers, and other trusted adults also place kids in the commercial sphere from within the comfort of their homes, schools, and other community centers. Private childhood experiences are captured, transmitted, stored, and used as digital data through which adults themselves, as well as kids and teens, receive free or low-cost digital goods and services. Unlike the nineteenth century, when commercial engagement was explicit, it is largely hidden today. Kids’ labor is invisible, even as their value to their households, their schools, and the commercial sphere more broadly grows.90

      We wouldn’t let parents, teachers, or other trusted adults send children to work each day in a factory, around the clock, where the children’s activities were monetizable for the adults’ benefit. But effectively, we are doing that now with children’s data. Parents, teachers, and other caregivers are engaged in the large-scale “sale” or exchange of their children’s labor, in the form of data, with third-party institutions that span governmental, nonprofit, and for-profit sectors.

      Today’s kids are also making their way through a wild west frontier of sorts: digital life.91 At first glance, our current legal approach to the role of children in the marketplace seems to be the polar opposite of the orphan train era. Our system generally aims to keep kids out of commerce and to protect them when they do engage.92 Federal and state child labor laws restrict the ability of employers to hire minors, with certain important exceptions that will be unpacked further below.93 In most circumstances, contract law does not permit minors to enter into binding contracts.94

      There is even a specific federal law that applies when kids who are under age thirteen go online. This law is one of the “few comprehensive privacy regulations” at the federal level in the United States.95 But it does not prohibit sharenting. In fact, it implicitly condones sharenting because it is based on a parental consent framework for most digital activities by younger children. Called the Children’s Online Privacy Protection Act (COPPA), this law requires for-profit tech providers “that either target children or knowingly collect personal information from children under the age of 13” to obtain parental consent before kids under age thirteen can use the companies’ services.96 The consent of a child under age thirteen is not legally sufficient. For educational technologies used in the classroom, teacher consent can replace parental consent if certain requirements are met, including that the data collected and used by the ed tech company is for use within the school system only—and not for external purposes, like marketing.97 And data that is collected with parental consent is not supposed to be used for “profiling (e.g. behavioral advertising) or cross-device tracking.”98

      COPPA itself is twenty-years old: “Before 1998, no federal law restricted collection of personal information from children online.”99 And the federal regulations that implement COPPA were updated in 2013.100 This update reflects a positive, productive federal regulatory response to “the increased use of the Internet by children in the mobile and social networking era”; the significant changes included “expanding COPPA’s reach to mobile application developers and third-party vendors,” entities that interact more with children than they did when COPPA was written.101 Such specific, nuanced attention to the realities of youth engagement in the digital world demonstrates the capacity of administrative rulemaking to respond in a flexible, effective manner to complex privacy challenges and opportunities.

      However, even those protections that are on the books do not always translate to real-world protections. Notably, a 2018 study of roughly six thousand Android apps aimed at children found that almost three-quarters of them “transmitted sensitive data over the Internet,” without having “attained verifiable parental consent” prior to transmission.102

      Is this website safe for my two-year-old? How about my twelve-year-old? What data is being collected about them, and where is that data going? What is being done with it? And what about my thirteen-year-old, where COPPA is silent about my ability to consent to or even know about the data collected from her? Often, not even parents are being put in their legally entitled position to know and to choose whether to consent.

      And kids and teens have no legal rights when it comes to the choices their parents make, either about their own digital engagement or their parents’ sharenting behaviors. The frontiers of digital life are largely wide open for parents and many other adults to share and use private information about children. These federal and state marketplace laws and others like them essentially do nothing to stop parents from sharing anything and everything about their kids online. They limit teachers and other caregivers more so than parents but still not significantly.

      The weakness of marketplace laws here rests on two primary foundations. The first foundational weakness is that these laws have an outdated understanding of what it means to perform labor in the twenty-first century. They do not recognize adult digital transmission and use of children’s private data as drawing on child labor that is subject to marketplace regulation. The laws understand companies that offer digital services to be market actors and regulate them accordingly. The laws understand adults who engage these services by sharing their children’s information to be consumers of the services. The laws further understand children who engage these services directly to be consumers. The laws do not understand these adults or these children to be somehow supplying labor to these services.

      This oversight is understandable. You think you are purchasing the services of a magic wardrobe. You don’t fully realize that the magic wardrobe is owning you. It is acquiring information about you, generated by your life activities, in an ongoing way. The magic wardrobe can be understood as a thief, as we’ve previously discussed. It can be understood as a product that was sold to you with some amount of deception or at least not full transparency. The wardrobe also could be understood as a type of boss, making you work for it without your full knowledge or consent. If you’re a child and the wardrobe is introduced by your parents, your parents could be said to be making you work for the wardrobe, Narnia Incorporated. It’s easy to miss the potential “labor” variable in the equation. You think that you and your children just are going about the business of your daily life.

      Current marketplace laws would reject any approach that sees the magic wardrobe and the parental purchasers as relying on child labor. Indeed, the legal system does not yet uniformly recognize people as being consumers and as somehow purchasing so-called free online services with their private personal data.103 Under today’s existing legal schema, then, it would be a stretch to understand parents, teachers, or other adults as somehow serving as “employers” of minors within the meaning of labor laws when they are sharing data about minors or even giving minors digital technologies to use through which the minors will wind up sharing their own data.104 Thus, even for nonparents, as long as they are sharing data about children or giving children devices to use in the context of education, athletics, or other nonmarketplace pursuits (rather than having children manufacture such devices or similar activities), their actions do not legally amount to having children perform labor.

      However, if we understand work, in its most general sense, to be tasks that we perform so other individuals or institutions will give us money, objects of value, or services of value, then we are working hard for our magic wardrobe and other digital services. We’re doing other things too. Those other things, like being consumers, are more central to the arrangement. But they are not the only things. The legal oversight that fails to see the role of labor by users in the arrangements of daily digital tech life risks ignoring the full range of complexities of generating, using, and controlling private data in the digital age.

      The second foundational weakness of today’s marketplace laws as applied to the sharing of children’s digital data applies to parents in particular. Even if the law were to accept that the transformation of children’s daily activities into data gathered and used by digital technologies somehow constituted labor, parents would enjoy broad exemption from labor law regulations. Under the federal Fair Labor Standards Act (FLSA), parents can employ their own children to engage in almost all types of work even if the children are under the legal minimum age requirements.105 State child labor laws tend to mirror the federal approach to this practice.106 Because parents are serving as the gatekeepers when it comes to sharing their children’s private lives, if children are “employed” by anyone to put their digital data to work, they are employed by their parents. Here again, parents enjoy their familiar broad autonomy to make these employment decisions.

      What happens when the family business involves sharing the family’s business for money? The analysis of marketplace laws does get more complex when we turn back to the child stars of the commercial sharenting sector. Acting and performing receive special treatment under federal and state child labor laws and regulations. When a parent goes from letting a toddler play with an app to filming the toddler playing with the app, posting the video online, and receiving sponsorship revenue from the app developer, we’ve moved into commercial space.

      The federal FLSA “permits minors of any age to work as an actor or performer.”107 These child stars are performing the part of themselves, however, so it is not clear that they are even “working” as an “actor or performer.” Legal scholar Kimberlianne Podlas has analyzed the status of child reality TV stars under the FLSA and concluded that the federal law does not apply: “either the FLSA does not cover children appearing on reality TV because their participation is not equivalent to work [they are simply being themselves] . . . or, the FLSA does not cover children appearing on reality TV because they qualify as children performing in a television production who are exempt from the FLSA’s child labor prohibitions.”108

      This analysis would seem to cover children appearing in the commercial sharenting sector because the legally relevant variables are the same: children are appearing on a screen playing the role of themselves. In addition, in the commercial sharenting space, parents, not a production company, are typically running the show. And the FLSA permits parents to employ their own minor children—if commercial sharenting even were to be recognized as “employment” within the meaning of the law.

      There does appear to be a possibility that some state labor laws could regulate commercial sharenting.109 In the absence of uniform regulation of child performers on the federal level, state statutes serve as the primary legal framework for ensuring the well-being of child actors and for setting expectations for the child’s end of the bargain on which their entertainment industry adult colleagues can rely.110

      Even though these statutes step in where the federal FLSA is absent in order to regulate the terms and conditions of child performance labor, it is unclear that commercial sharenting stars would count as performers or actors within the meaning of many state laws. They are playing themselves and thus might not be considered employed as an actor. If they are legally deemed to be employed, they are employed by their parents in their own home. State labor laws typically mirror the federal permissive attitude toward parents’ employing their minor children in a family business. And when it comes to state regulation of minors in performance, the law typically vests primary responsibility for decision making with parents, subject to certain standardized requirements around hours of work, the necessity of education, and the use of trust accounts (in some jurisdictions).

      But the possibility for regulation does exist in statutory language such as Pennsylvania’s Child Labor Act: under the “Child Labor Act, a minor is engaged in a performance if the minor models or renders artistic or creative expression . . . over the Internet . . . or via any other broadcast medium that may be transmitted to an audience, and any person receives remuneration for the performance.”111 The law makes explicit that “a minor is engaged in a performance if the minor participates in a reality or documentary program that expressly depends upon the minor’s participation, the minor’s participation is substantial, and any person receives remuneration for the minor’s performance.”112 Many commercial sharenting activities would meet that definition: the minor is playing himself, the minor is the star of the show, and the parents are getting marketing or other revenue from the activity.

      Assuming the law does apply to commercial sharenting, mom-agers and pop-roducers are still left with considerable leeway to put their children in the spotlight. Key requirements include a permit for the performer, a limit on the hours worked, an education for the performer, and a trust account where parents or guardians deposit a certain amount of money. However, the delineated categories of prohibited types of performance activities are narrow. Almost all of the familiar commercial sharenting activities would be permitted. Even the DaddyOFive “pranks” seem potentially permissible under this statute, although barred by child abuse and neglect statutes.113

      We return to the familiar point discussed above, then, that the only real legal obstacle to sharenting—commercial and noncommercial—is criminal law.114 Even in a state like Pennsylvania, where there might be legal limits on commercial sharenting, the practice is still lawful if done properly. Teachers and school officials are more limited in what they can share without parental consent. But even they enjoy considerable latitude if the sharing is done with a third party to which the school has outsourced educational or related tasks.

      The language and scope of the federal and state labor laws thus fail to recognize that work in the digital era is no longer limited to the factory floor or the family dairy farm. Today, many of us work by creating data and exchanging it for the use of digital services. We create data virtually all the time, without realizing we are doing it. We exchange it without necessarily realizing it is being taken. We put our own and our children’s data to work, at least in the colloquial sense of the term, when we engage in commercial sharenting or, in the noncommercial realm, get a free educational app in exchange for letting the app provider learn about our kids. By failing to recognize this twenty-first-century type of work and by leaving much of the decision making about kids’ engagement with this type of work in parent’s hands, current labor laws largely fail to keep child’s play out of the labor force.

      Data is a valuable product.115 Nonprofit institutions, like universities, are increasingly engaged with it.116 Private-sector businesses are increasingly focused on collecting and using it.117 The government and other major sectors are as well.118 Individuals use and exchange their data all the time but are typically less aware of its value than their institutional counterparts are. Some of this information asymmetry seems intentional on the part of institutions. They get a damn good deal when the fine-print terms that users are agreeing to give the institutions virtually unlimited ability to use and share users’ data. Some of the asymmetry reflects a limited toolkit on the part of users to understand or care about the terms of the deal.119 We can’t directly use our data to put a roof over our heads or food on the table unless we are engaging in commercial sharenting. But we can use our personal data to obtain free or low-cost digital services of unprecedented strength and scope.

      Just by virtue of being alive, we generate information about ourselves. We work to produce data. The same is true of becoming alive; just think back to Tommy S. and the digital edifice that was constructed around his conception and gestation. The same even holds true after death: our digital selves outlive us, and their beyond-the-grave grip can be powerful.120

      That the ghosts of lives past can continue to be productive suggests another way of thinking about data that is related to yet subtly distinct from seeing the labor of daily life as working to produce data. We might also think of our personal data as a type of currency. It’s a currency we spend freely, often invisibly. After all, the currency seems to be limitless.

      Even when we don’t have money in the bank, we can access the search functionality of Google, the social networking of Facebook, and much more by exchanging our data for these services.121 As the oft-used phrase tells it: if you’re not paying for a product, you are the product.122 Under this framework, parents, teachers, and other adults are spending the currency of kids’ data. We’re spending it without kids’ knowledge, without their consent, and without a full or thoughtful understanding of why we’re spending it and what the consequences of spending it might be.

      Whether we’re looking at a framework where we might understand the relationship of parental, educator, and other trusted adult use of children’s data as constituting child labor or as spending children’s currency, a thought experiment might help us understand whether and why we might be uncomfortable with this type of arrangement.

      Let’s suppose that a friend confided this to you: “I let an unknown number of unknown people from these private companies come over to my house and take pictures of my kids everywhere, all day long. They take pictures of the kids when they are playing outside, eating meals, and washing in the bathtub. Don’t worry, though, in the tub pics, the bubbles cover the genitals! And then I let these companies use the pictures for an indefinite length of time for whatever purposes they choose. In exchange, these companies give me free access to their services.”

      You probably would find this situation to be really creepy. Now let’s take it one step further: your friend tells you that she does all of these things and that, in return, the company gives her money. You would likely find it even creepier, and she possibly would be in violation of child labor laws, depending on the state in which she was located.

      There are some important differences between these hypothetical scenarios and the business models employed by social media and other digital companies. These distinctions include that, in the actual model, children’s experiences of the physical world are unconstrained by a visible external presence. There also is a core similarity. In both the hypothetical and real-world scenarios, parents, teachers, and other adults are exchanging data about their own children or children under their care for access to services that these adults want.

      Let’s take one step further still and go to a realistic near future. Today, adults freely use the currency of their children’s data to obtain free or low-cost commercial services. Are government services next? All levels of government use a “pay your own way” model for certain services we may think of as “public,” such as criminal justice and fire prevention.123 But poor people are disadvantaged when they are forced to use or choose to use “pay to your own way” services (such as some public defender services) because they don’t have the funds to pay. Sometimes, being unable to pay means you don’t get a service. Other times, it means that this “captive market” of “service” users is required to take out loans from the government.124 They get the “service” (such as a public defender for themselves),125 the government foots the bill up front, and the users are required to pay the government back, typically with interest, late fees, and a range of governmental “super creditor” tools (like wage garnishment) that regular creditors don’t have.126

      “Pay your own way” is already used for juvenile delinquency and other court proceedings involving parents and children in states around the country. Here’s how this approach works in a juvenile delinquency case. As a parent, if your child is found “true” of a delinquency offense and placed out of your home for rehabilitation or other services, you are given a bill for the cost of the placement, services, and more. If you can’t pay that bill in full and on time, it becomes a loan that you need to pay back over time. If you don’t, you can face contempt of court proceedings and become incarcerated yourself.127

      So we have a “pay your own way” model. We have surveillance technologies in wide use in the private and public spheres, such as by car insurance companies that offer a discount for safe driving and digital tracking of adults on parole or probation.128 What happens if a state government says to a poor parent who is facing a massive “pay your own way” bill for a troubled teen’s stint in juvie, “You can use the currency of your child’s data as payment for this bill?”

      The government is already collecting a lot of data on the child and the family as part of the juvenile delinquency proceeding. But let’s say the government wants to use this data collection power to support what it sees as further rehabilitation of the child in the family context. The government says, “You can pay the bill with dollars, or you can pay it with data.” The dollar option is some amount of money each month that you can’t afford, with stiff financial and other penalties if you fail. The data option is have your child wear this sensor and video-enabled watch twenty-four hours a day. If the data tells us that your child is going to school on time, eating three well-balanced meals, not watching more than thirty minutes of screen time each day, doing all his homework, and going to bed by 8 p.m. every day in a given month, we will accept that data in lieu of your financial payment for that month.

      We, the government, also will review the data we receive to see if there are other, more customized requirements that we could impose on you, parents, as part of your child’s terms of parole and probation so that you can better support your child’s rehabilitation. So if the watch tell us that you smoke, drink, or eat saturated fats, we’re going to order you to stop doing those things if you want to receive the data credit for that month’s payment. Oh, and we are also going to use your child’s and family’s data for anything and everything else we think could be helpful to us, now and in the future. Is that cool with you? To use this option, you need to waive any constitutional or legal objections to anything we ever do with your child’s and family’s data.

      Think of this hypothetical situation as a warped version of the old MasterCard commercial: it’s priceless!129 It’s priceless on a lot of levels. It’s priceless because the parent can give away something that seems free instead of giving up money or acquiring debt. For the parent, this exchange can seem like a huge bargain. It’s priceless because the government, if this works right, will save a lot of money on other forms of parole and probation monitoring and prevent recidivism.

      We might also say it’s priceless because it seems ridiculous, but it’s not far-fetched at all. Data is dollars. That is, data translates into and is used as dollars already. Slap a “Digital Data–Driven Home Rehabilitation Program for Youthful Offenders” label on this scenario, and you’ve got yourself a brand-new governmental initiative. You could probably get some grant funding behind it and hit up a private company to donate the watches in exchange for access to the data.

      It is ironic that kids risk being turned into digital day laborers on the internet. In its infancy, the internet was an open, playful frontier. In many respects, it still is. But the playground ethos that kids, more than any other demographic, need is increasingly unavailable to them in digital life, even as digital world purports to offer limitless possibilities. Is there a way to create a mechanism to stop turning kids into digital day laborers and let them play?

      Just as the child is the parent of the adult, our flawed legal mythology contains some grains of truth that can grow into a path forward. The next two chapters lay out this thought compass of guiding principles to help us chart our course toward a childhood that protects privacy and—by extension—opportunity, agency, and autonomy within our current and future digital worlds.
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      6 Drones and Growns: Navigating the Digital Era

      France is training eagles to attack drones.1 The eagles are good at it. In the twenty-first century, chivalry may be dead. But medieval practices are not dead yet. There is a lesson here, but it’s not as straightforward as you might think. At first glance, the lesson might be that older eras can conquer the digital one. Now take a closer look. The sky has plenty of room for both the machines and the birds. The lesson is that the layers remain. Eagles hunt drones now. They still also hunt small mammals. They don’t need an app for that.

      All of us parents, teachers, and other adults who care for kids and teens are a lot like those eagles. We inhabit a new world filled with digital creatures. And we have the instincts to do the same fundamental things that our parents, educators, and other caregivers did for us.2 We feed, shelter, nurture, and train our young. We leave our nest to find food for them. We take out a second mortgage to put a new roof on that nest and then a home equity line of credit to send our big chicks to college.

      Our challenge today is this: how do we train ourselves to take our parenting, teaching, and other caregiving instincts and adapt them to navigate today’s digital landscape? The lesson is this: we can do much more than we think we can. We can keep our own young out of the way of drone attacks, metaphorical and potentially literal, and set them up to soar.

      Where have your instincts been taking you as you parent, teach, or otherwise engage with youth? Have you observed others around you proceeding in similar ways? Do you see key public institutions—such as public schools, legislatures, courts, executive branches, and regulatory agencies—exhibiting positive, negative, or neutral instincts around how adults should treat children’s private digital data? How about key private actors, including private schools, tech companies, and other business interests? Are there changes you would like to see in your personal life, our shared public life, or the private sector to chart a different course for the relationship that parents, teachers, and other trusted adults have to shaping children’s digital lives and the attendant current and future opportunities? Do you understand those changes as animated by big-picture principles, pixelated details, or somewhere in between? Asking these types of questions, regardless of how you answer them, makes you the proverbial early bird when it comes to recognizing and reflecting on sharenting.3

      This chapter begins with a thought experiment so we can better explore our instincts and those of the people and institutions around us. Next, this chapter and the following one outline a “thought compass”4 to reorient our approach to our children’s digital lives. Childhood and adolescence should be valued as unique life stages that are anchored in play so that agency and autonomy can be developed through bounded experimentation—making and learning from mistakes.

      This compass is not a complete to-do list for personal best practices, legislative or other structural reforms, or any other checklist. Rather, it’s a navigation device grounded in overarching principles.5 These two chapters do offer a few suggestions about potential reforms—some of which are new, some of which may be familiar—to illustrate how some of the compass principles might be implemented, but those are not the main feature. The goal of these chapters is to help us find our own and a collective true north for nurturing a playful, meaningful, and self-affirming coming of age in the digital era.

      We have more building blocks at our disposal than the Darling kids did in their nursery. We have legal protections for the home and family. We aspire to rehabilitate rather than punish misbehaving youth. We have some understanding within the legal system of the need for kids and teens to explore and test limits, although not (yet) a robust understanding of a play-based paradigm. And we aim to have meaningful consumer participation in our capitalist markets.

      As detailed above, these and related commitments are experiencing complication and erosion, but they are by no means gone from the picture. Digital content is perpetually mashed up. We need to get more comfortable remixing the legal and other principles that shape the institutional and individual decisions around parental and other adult disclosure of children’s data so we can respond effectively to scenarios like the one below.

      Thought Experiment: A Near-Future Hypothetical Scenario

      In this near-future hypothetical scenario, you’re helping your seventeen-year-old daughter finish her college applications. The applications require her SAT score, SAT 2 scores, AP scores, and Tyke-Bytes “personal capital” scores. What the heck is Tyke-Bytes? Siri tells you that Tyke-Bytes serves as “your child’s passport from her past into her future.” You ask Siri to stop reading the Tyke-Bytes sound bites and do some digging. The response: Tyke-Bytes is a commercial database that serves as a repository of childhood data and a clearinghouse into adulthood. Tyke-Bytes aggregates as much data about each child in the country as possible and then packages the data for purchase by different types of institutions and individuals. The most popular product is a set of scores that rates children’s likelihood of future success in a range of areas, including education, athletics, and employment.

      Tyke-Bytes will share these “personal capital” scores with any individual or institution that pays for them, isn’t legally prohibited from having them, and demonstrates what is, in Tyke-Bytes’ opinion, a legitimate need for them. You and your daughter don’t need to do anything to have these scores sent. All colleges that receive applications from her will request and receive these scores from Tyke-Bytes at no cost to individual applicants. Tyke-Bytes does allow parents and youth age eighteen or over to opt out of having Tyke-Bytes collect and share their information. But the Tyke-Bytes website warns you that opting out risks your child’s future. “After all,” the perky chatbot in the “Click here for help” section tells you, “an applicant without Tyke-Bytes scores is like a car without airbags: you could take it for a spin, but why risk it?”

      Tyke-Bytes doesn’t exist. Yet. But its potential existence is far from the “Clap now if you believe in fairies” scenario.6 Some services exist already that reduce youth skills in a particular domain to a number, such as the Universal Tennis Rating system.7 And a cross-cutting data-aggregation and analytics service that uses sensitive digital data about kids to generate scores across the board to inform decisions by gatekeepers about kids’ future opportunities is not far from what is happening already.8

      For example, a recent study from the Center on Law and Information Policy at Fordham Law School on the student data broker sphere found that higher education institutions use data gathered by commercial brokers for recruiting.9 This data is sold broken down into specific lists or “selects” (“attribute[s] that can be used to filter a subset of a mailing list”), including “ethnicity, religion, economic factors, and even gawkiness.”10 Some currently available lists or selects include: “Home School Oriented Christian Families,” “Jewish Households with Children Nearing High School Graduation,” and “Rich Kids of America.”11 There doesn’t appear to be a score attached by the data broker. Yet.

      The hypothetical Tyke-Bytes business plan would suffer from some holes, notably the lack of data in the specific areas that the law protects from disclosure, such as juvenile justice (although there are plenty of holes in those holes through which ostensibly protected data does get out). These holes are unlikely to tank the entire project.

      What’s so bad about receiving a set of scores based on your childhood experiences? We have credit scores. Insurance providers assign scores using proprietary formulas to which we have limited or no access. Admissions offices for colleges and universities use models to predict student success and make admissions decisions. Judges and probation officers assign scores to predict future dangerousness and help set bail conditions.12 Painting with a broad brush, the practice of various institutions and individuals using data-driven predictions to inform their actions is well established.

      Are we troubled by the prospect that a parent’s blog post about a toddler’s toilet training fiasco in 2016 might play a role in determining where that now toilet-trained teenager gets into college in 2031? Likely your answer is yes. Let’s reorient ourselves and our institutions using four principles: play, forget, connect, and respect. In order to mitigate the toilet training and similar threats to privacy and opportunity, the digital world needs to return to the internet’s more playful, iterative roots. It needs to set up a protected place for childhood play the same way we try to protect brick-and-mortar playgrounds and classrooms: experimental, iterative, inclusive, equitable.

      To do this right, the digital world needs to be forgetful. It needs to let go of much of what it knows about our kids and teens in order for them to develop the autonomy and agency necessary for thriving youth and meaningful adulthood. And when youth are engaged in digital spaces and relationships, the people, businesses, and other entities with which they interact need to show them respect. If their data is going to be commodified, they are entitled to more agency as economic actors rather than objects.

      Play: Making Room for Make-Believe, Mischief, and Mistakes

      We may be the hypocrites our teenagers think we are. We use digital technologies to enhance our own lives without thinking enough about the impact that sweeping up youth into our tech use might have on them.13

      This book is focused on the impact of our sharenting on our children. Briefly: many other dimensions of our relationships with our children are likely impacted by our digital tech use. We need to ask whether our bonds with our digital devices are interfering with the parent-child bonding necessary for healthy child development.

      This isn’t a sharenting question. For this question, it doesn’t matter whether we are using our phones to take pictures of our kids (and then posting them online) or to pay parking tickets. It matters only that we are using a phone or other digital device. Academic inquiry into the developmental impact of adult digital tech use on parent-child and other adult-child relationships is still in its early stages. Notably, a study published in the journal of the American Academy of Pediatrics cautions that despite some positive potential from digital tech, “mobile devices can also distract parents from face-to-face interactions with their children, which are crucial for cognitive, language, and emotional development.”14 Presumably, a study is forthcoming that concludes it is better to direct the inevitable frustrations associated with parenting into a snarky text thread with your friends rather than be snarky toward your children.

      Back to the hypocrisy allegations: we use tech to create opportunities for ourselves and to control young people’s digital and nondigital lives. For example, we encourage our kids and teens to use ed tech in their classes and activities in order to put down roots in STEM. Yet many schools have “zero tech tolerance” policies for students’ use of their own devices on school grounds, and a student caught texting too many times can wind up with an out-of-school suspension.15 We value “entrepreneurship.” We applaud start-ups that “think big” and “fail early and often.” Yet we are often intolerant of that same iterative process in childhood, even though it’s necessary developmentally.

      We’re letting the grown-ups play and making the kids pay.16 We have it backward. The digital world needs a protected place for childhood to play in the same way we try to protect brick-and-mortar playgrounds and classrooms—by making them experimental, iterative, inclusive, and equitable. We can’t have play be the province only of those privileged enough to build private forests for their kids.17

      So how do we head in the right direction? The near history of the development of our current frontier, the digital one, offers some inspiration. In its origins, the internet had a Wild West ethos that allowed individual participants, including kids, a lot of room to play.18 That playful spirit is alive and well, but the terrain has shifted. Increasingly, the Wild West ethos seems to be manifesting itself in a gold rush for data.19 Institutions in the private and public sectors have a “grab data now, figure out what to do with it later” mentality. That adventuresome spirit certainly brings some societal benefits with it. Technological, entrepreneurial, and other forms of innovation are powerful drivers for economic, educational, and other key areas of growth—but not if they come in the form of individual or institutional decisions that keep the gold for the grown-ups and give kids lumps of coal.

      We need to let kids have their own Wild West. Protecting the frontier of childhood requires that adults make conscious choices to impose limits. We need limits around those types of childhood experiences we track digitally.20 We need limits around how we share and use the data that we do collect.21 Playing requires room to experiment within reasonable bounds, without too much attention from or accountability to others. There is a tension here: without bounds, play becomes more Lord of the Flies, less Peter Pan. But with too many bounds, play loses its essence of exploring, making mistakes, learning from mistakes, and then doing it all over again.

      The focus of this analysis is on experiences that adults share or that adults set up children to share, like giving a toddler a smart toy. But this same principle of play would certainly apply to situations where older kids and teens are making their own choices about which data to share and why. Here’s a concrete example: a parent chooses not to use a toilet-training app with unclear privacy policies. We also need to limit the potential negative consequences from those experiences we do track. So the potty programmer flushes its old privacy policies and replaces them with a guarantee not to reshare toilet-training data with any third parties, including data aggregators.

      There are plenty of other examples. A summer theater camp decides not to take digital pictures of campers until opening night to avoid making the teen performers nervous as they rehearse. When the curtain rises and the flashes go off, the camp puts pictures on its website only after the teens themselves and their parents give consent to publication of specific pictures. For its part, the admissions office at the local community college agrees not to Google applicants or, if it does, to notify applicants of any results that surface that give the office pause and give the affected applicants a chance to explain the content. That way, if a picture of Lady Macbeth from that summer camp production, dressed in black and holding a bloody knife, is made into a meme, it won’t raise concerns about the applicant’s mental stability. She’ll explain: “This is not a sorry sight. It’s just a spotlight on my future stardom!”

      Social media and other tech platforms frequented by parents, teachers, and other adults could develop more features to encourage choices that protect play, such as a feature that asks, “Are you sure you want to post this about your child because it could have the following consequences?” We could also look to companies for parent versions of kid-focused platforms. We have YouTube Kids and new Google services for kids.22 But what about YouTube Parents or Facebook Parents: ways for parents to connect without these platforms tracking, aggregating, or otherwise using data about the parents’ kids?23 For example, Facebook could leave up a post from a parent about toilet training with the privacy settings that the parent picked but couldn’t pass that information through to third parties in any way or use information from it for its own internal market analysis or product development.

      These are just a few examples of human-centered and tech-centered solutions to protect play,24 but implementation of the same principle could be pursued using laws or regulations. A legal toolkit seems best suited to regulating governmental, commercial, or other institutional conduct rather than monitoring parental conduct directly.25

      For instance, the federal Department of Education could pass rules requiring colleges and universities that take any funds from the Department of Education to adopt some version of the “don’t Google or explain the Google results transparently” privacy-protecting approach outlined above. Government agencies outside of the education realm could also limit the uses to which they put private data about kids. An agency in charge of public benefits might commit to use family data to make public benefits decisions but not to engage in predictive analytics around any sensitive (yet arguably relevant to public benefits administration) life events, such as trying to determine which kids in a family might become teenage parents themselves.

      We could think bigger than the rules or policies promulgated by individual federal agencies. We could have a federal law that prohibits all federal agencies, as well as state and local agencies that receive federal funds, from making sensitive predictions or decisions—around education, public benefits, and job training programs, to name a few—based on all or certain types of digital data collected about kids and teens, whether directly from them or from adults about them. For example, we could allow the use of data to determine the grade in which a child should be enrolled but not allow it to be used for third-party data analytic software that attempts to determine which children will be truant from school.

      This type of federal law could also be written to apply to private companies engaged in interstate commerce. It could be broadly written or more sector-specific. Here is a valuable example: in 2014, California passed a law limiting what ed tech companies can do with the digital data they collect about students. Under the Student Online Personal Information Protection Act (SOPIPA),26 these restrictions on ed tech companies include a prohibition on using student data for “targeted advertising” or the “creation of a profile of data on an individual student unless the profile is ‘amassed’ for ‘K–12 school purposes.’”27 This state law aims to fill gaps in the existing federal legal framework for student data privacy by regulating companies that collect digital data directly (rather than looking to parents and schools to be gatekeepers for youth data privacy) and specifically delineating activities prohibited by companies that the legislature found to be threatening to kids and teens.

      Congress could follow California’s lead for ed tech companies nationwide and prohibit marketing, profiling, or other high-stakes activities based on student data. Congress could go beyond ed tech companies and require the same of all companies that know or have reason to know that they collect digital data about youth—whether from youth directly or parents, teachers, and other adults on behalf of youth. Congress could also look to regulate earlier on in the digital data acquisition cycle and intervene at the stage of data collection, rather than waiting to the stage of data use.

      As effective as it could be, the prospect of broad federal legal reform around youth digital data privacy seems as far away as the stars that guided Peter and the Darling children. In recent years, even more limited efforts at federal law reform around youth digital data privacy (for student privacy specifically) have failed.28 And given the tech sector’s focus on digital data as a profit source, the many other sectors (both public and private) that rely on digital data for various purposes, and our collective reliance on digital devices, comprehensive federal statutory or regulatory reform around youth digital data privacy will likely continue to be light years away.

      At the moment, perhaps that’s just as well. Federal legislation and regulation can be cumbersome and overbroad, running the risk of stifling innovation by state legislatures, regulators, and other actors in the public and private sectors. Let’s play around ourselves. What would it look like to think about play as a positive motivator for legal reform, whether at the federal or state level?

      So far, the suggestions we have explored around potential legal reform are protectionist. Privacy is used to protect childhood and adolescence as a space for play. Through creating virtual boundaries around these life stages—in terms of what can be done with information about those humans in those stages—we are enabling experimentation, the process of making and learning from mistakes. But protection is, as lawyers like to say, a floor, not a ceiling. Let’s blow the roof off the ceiling. How could law be used to promote childhood and adolescence as life-stages-grounded play in our digital world?

      We could spend money, offering public funding to companies or other entities that create “digital content and services of social, civic, artistic, cultural, educational and recreational benefit to all children.”29 This language comes from recent guidelines issued by the Council of Europe’s Committee of Ministers on how its member states can “respect, protect and fulfill the rights of the child in the digital environment.”30 These guidelines recognize a “right to engage in play.”31 Although these guidelines are not binding on the United States, we could look to them—and we could one up them.

      We could spend public money to incentivize the creation of these types of digital content and services that include both youth and their parents, their teachers, and other trusted adults. We could think about a massive investment in building the digital equivalent of neighborhood playgrounds or national parks. What would the new city-level Digital Parks Advisory Committees design?32 Could they build hybrid outdoor digital spaces where kids and adults alike could play in actual and virtual sandboxes? What would a future federal Digital Wilderness Act give us?33 Could a digital space be created that is secured for the online equivalent of hiking through pristine mountains: no advertising, no surveillance, no trace left of the experience? We have no idea. Yet. That’s the beauty of it: we can start to build it, and the playing will come.

      In part, it will come because we will play in the process. Just as our kids do, we will need some room to experiment in the digital realm. These suggestions illustrate some ways the legal and regulatory toolkit could be used to foster youth digital lives that are protective of play and the benefits that flow from exploration, experience, and learning from mistakes. They are not the only, the best, or even necessary ways. We will doubtless have some false starts as we try to foster play in the digital realm. We will try again. We will have partners. New questions about digital life are giving rise to new collaborations on new projects. Many of these collaborative ventures represent what Urs Gasser, a leading scholar of digital governance, terms “multistakeholder” digital governance:34 different sectors joining forces to tackle complex, unprecedented, and rapidly evolving challenges. In a sense, there is an element of play—in a pure, noncommercial sense of the term—to this approach. Let’s dump our toys out together and see if we can make this pig fly.

      It’s not all fun and games. Each sector has its own values, goals, and other structures. Sometimes, there is conflict between or within sectors. Sometimes, in order to achieve a certain principled outcome, one sector needs to have the final say. It’s important for the market sector to contribute to the fight against child pornography. It’s imperative that the government have the power to prosecute and incarcerate child predators. It’s crucial for leaders and employees in the market sector to pledge not to create a “Muslim registry.”35 It’s essential that the court system remain open to address the violations of core civil rights and liberties that would arise from a government attempt to contract out such a registry. It’s beneficial when the government makes grants to get new types of tech businesses up and running.36 It’s bedrock that the market sector produces based on private innovation and investment, within legal limits. As in many play spaces, sometimes one side is stronger than the other. Red rover, red rover, send the government right over. Psych! I want to play with the tech sector instead! Just kidding. No take-backs.

      What is the team of grown-ups going to look like that helps put the play back in the internet? The eagles and the drones are available. Countless other combinations of players are as well. Much like the eagle and drone saga, it’s too soon to tell who will win this particular race. In part, the crystal ball is murky because it’s unclear what winning would look like. Would it mean that kids and teens are taught how to play so that they can monetize their creations? Would it mean that they are taught how to play without concern about entrepreneurship? Somewhere in between? There are normative value judgments at work in all proposed toolkits. Sometimes, these are explicit. Other times, they are implicit. When assessing attempted solutions, it’s important to think critically about what those are and whether you agree with them.

      Many stakeholders are rushing to innovate at this intersection of the internet and play. Much like the eagle-drone match-up, some of these innovators are arising at the intersection of the digital and the traditional. For example, traditional brick-and-mortar toy companies are starting to think more outside of the proverbial shrink-wrapped box. In summer 2017, Mattel debuted a new figure: a chief technical officer (CTO). The good news: the CTO doesn’t need batteries. Now for the bad: you can’t find him in any store or app near you. The CTO lives only in Mattel’s headquarters, where he is in charge of creating “digital physical” experiences for children.37 At the moment, the CTO is rare enough to be a collector’s edition. You won’t find that he has many counterparts in corporate toy headquarters across the country.38 He’s unlikely to be lonely for long, though. Making and selling toys aren’t child’s play. The toy and game industry is a huge market and creative force. Toy manufacturers are realizing that they need to transcend the online-offline divide to engage children where the children dwell. A CTO can help lead the way to Interland.

      Wait, where’s Interland? Why hasn’t Siri given you directions yet? Siri, you @#$# piece of !@#$@#.

      Stop screaming. Everyone in the world will be able to hear you when your meltdown gets filmed and posted on YouTube.

      You can find Interland courtesy of another recent adult addition to the collective project of reimagining the internet as a place for more and better child’s play: a new “Be Internet Awesome” curriculum from Google and the nonprofit iKeepSafe (iKS).39 It contains a lot of lessons that take place in Interland, a designation that evokes Neverland. The curriculum seems to present this realm as simultaneously real and make-believe. The real part is that kids can get to Interland anytime, anyplace, anywhere. It’s a real destination, a few clicks, swipes, or simply steps, if you’re taking the sensor or wearable route, away. The pretend part is that you go there to play games, tell stories about your and your friends’ lives, and generally get away from the “here” of everyday life.

      It’s a fair portrayal. The digital world is a liminal space. But is it a space that should displace or even replace Neverland? Not the Disney version but that frontier of unfettered childhood play for which Neverland is a general signifier. Digital Neverland should respect the original. It should integrate principles of the original. It should not destroy or co-opt the original.

      The Google-iKS curriculum is a massive undertaking designed to help teach kids how to develop safe and rewarding online lives. This is a map that needs to be drawn, with a destination that is broadly accepted as desirable. However, this and all similar educational ventures should empower kids to do more than navigate the digital world as they find it. Our children need to feel they can change the digital world: often, “young people themselves are the ones who are best positioned to solve the problems that arise from their digital lives.”40 Finding Interland is not enough. We need to make sure that kids can build a new world and that we can too.

      At its core, play pushes boundaries. It creates new worlds. Sometimes these are internal. Other times, they are interpersonal, institutional, or virtual. A map can get you started. It can’t get you all the way there. Play on!41

      Forget: Creating Clean Slates and Room for Reinvention

      What happens when play fails? What happens when we’re not playing and we do something thoughtless, cruel, or embarrassing? Can we just sweep the mistakes into an old toy bin and forget about them?

      In the early 2000s, New York City’s Metropolitan Transportation Authority put up posters in its subways that said more or less, “Sometimes you have to go backward to go forward.” This public service campaign was intended to make riders feel less grumpy about subway repairs, but the same basic concept applies to growing up. You have to go backward to go forward. You have to make mistakes in order to grow. You have to remember your past in order to leave it behind.

      Kids and teens today do not have the good fortune of actual ignorance or benevolent amnesia on the part of people and institutions they encounter as adults. There is too much remembering and not enough forgetting.42 Today’s youth are the digital superstars of their own existence, from womb to dorm and beyond. They leave a trail, much of it not generated by them. Even as recently as the 1990s, the only computer-based trail young people were likely to have associated with them was their time playing the video game Oregon Trail. For Generation X and even some of Generation Y, the identity of your high school boyfriend might be something that only a few people in your adult life know. Maybe that data detail is enshrined in hard copy in your senior yearbook gathering dust in your parents’ attic. But only the moths know.43

      To kick it old-school media style for a moment, think about Say Anything, a classic teen movie from the 1980s.44 When John Cusack’s character, Lloyd Dobler, holds up his boom box to blast a Peter Gabriel song to his beloved, no one live streams a video. Today, that iconic exchange would live far after the first love faded. And Lloyd probably would just AirDrop the song anyway. Or maybe Diane’s father, who hates Lloyd, would film the whole thing, put the video on YouTube’s “Jerks who want to date my daughter” channel, and then turn the footage over to the police for a trespassing prosecution. And then either that video would be played by the best man at their wedding in the “happily ever after” version, or in the version where they break up after high school, it would be played furtively by each of them.

      The digital world remembers. It’s set up to remember. But it needs to learn how to forget the silly, stupid, and insensitive things kids and teens do, especially when adults are choosing whether to record them. We need to think more about how the digital realm could forget childhood. Right now, we’re thinking more about how to make sure all remembering is done consensually and safely. So we’re thinking about up-front consent by parents or protection from unauthorized third-party access. We do think about data destruction, but more as a security measure than as a principle of limited use.45

      The European Union (EU) is doing more than thinking about forgetting. It is creating new, robust, and still evolving legal protections for individuals that empower them to require certain holders and users of their digital data to forget about them—if certain criteria are met. Under the new General Data Protection Regulation (GDPR), which went into effect on May 25, 2018, EU “subjects”46 have a legal “right to erasure,” more commonly called the “right to be forgotten.”47 Erasure is like taking one of those old-fashioned pink rubber erasers from school supplies circa 1990 to the digital data that a given data controller has about a person: under certain circumstances, following a request from that person, the controller has an “obligation to erase personal data without undue delay.”48

      Among the many reasons this right can be invoked are that the “data subject has given his or her consent [to personal data use] as a child and is not fully aware of the risks involved by the processing, and later wants to remove such personal data, especially on the internet.”49 However, this basis for erasure does not appear to apply when that child’s parents shared the data themselves, or even when those parents gave consent for the child to share the data directly: “The GDPR has been partially inspired by COPPA [the US Children’s Online Privacy Protection Act],” which is a parental consent-based framework.50

      For children under age sixteen and, in certain EU member states, under age thirteen, parental consent is now required in most circumstances before digital data can be collected from children themselves. It is unclear how much erasing young adults in the EU can do of data that their parents gave consent for them to share. And it does not appear that this right reaches data that was sharented about them in their youth because it was not their consent that was required to share it in the first place. It was their parents’ decision rather than theirs.

      Even if young adults in the EU are able to force the forgetting of previously sharented information, young adults in the United States have no such legal right. In the United States, we don’t have any type of federal legal right to be forgotten for kids or anyone else.51 The law—on the state level—mandates such complete forgetfulness only when the juvenile justice system is involved. Those records are confidential, often remain sealed, and can’t be ported over into adult life in many situations.52 The rehabilitation rationale in the juvenile justice realm requires both real-time and future protection from disclosure. This protection allows rehabilitation to take place and allows the adult that the child has fathered to enter adulthood unencumbered by any stigma or other life-altering consequences of childhood actions.

      The penalties for disclosure of juvenile justice records can be severe. It may be a criminal offense for a party to a juvenile justice case to share records from that case outside of the other parties.53 A post from Aunt Polly that reads, “Court today for Tommy. Tommy testified that Huck made him do it, but Judge still slapped him w/ two years in juvie for faking his own death. Here’s a copy of the court order #injustice” would be criminal conduct. But a post that reads, “Tommy faked his own death today. Damn Huck. Grateful for his return but want to wring his neck!!” would be fine. We find ourselves in a strange situation where juvenile misbehavior that leads to involvement with the juvenile justice system triggers the strongest possible privacy protection. In contrast, misbehavior that stays out of the system is entitled to little or no privacy protection.

      The takeaway isn’t to get rid of the privacy protections for the juvenile justice system or to place even more situations into this system. We need to import the animating insight from this system (that learning from mistakes requires a clean slate going forward) to our treatment of childhood experiences more broadly. We need to explore whether and how children and teens deserve a “right to be forgotten” or “reputation bankruptcy”54 with respect to those pieces of private data that parents, teachers, and other adult decision makers capture, create, and use about them without their knowledge or consent.

      There would need to be plenty of carve-outs for appropriate medical, educational, governmental, and other uses. Such a right wouldn’t require a doctor’s office to dump a childhood vaccination record. But it might require Instagram to remove a picture a parent posts of a child’s face covered in a rash, if the child reaches age eighteen and goes through an appropriate process with the social media company that posted the picture. Indeed, social media companies already provide a way for parents to request the removal of or impose limits around certain information about their children.55 It gets trickier, however, when we start to think about an eighteenth birthday as bringing with it a legal right to have content previously shared by parents, teachers, and other adult caregivers removed.

      The First Amendment looms large here. What about the scenario where a child breaks from an evangelical Christian family in adulthood and requests that all family photos involving the child be removed from social media because the photos demonstrate the prior religious affiliation of the child? For the law to require a social media company to remove that post or to require parents themselves to take down the posts raises serious free speech and free exercise problems that the parents may well assert,56 even if the company provided prior notice about granting the removal right for young adults when they come of age.

      The parents have constitutionally protected rights to their freedom of conscience and speech. These rights include the freedom to practice and talk about their religion. The Fourteenth Amendment joins with the First to supercharge those rights when it comes to childrearing.57 As discussed above, parents enjoy heightened protections of domestic privacy to guide their children’s religious upbringing.

      However, parents can’t use religious freedom as a shield to avoid compliance with criminal law or most other laws of general applicability to protect public welfare and safety. They can use it as a sword, however, to pierce almost all barriers to private worship and public dialogue about this devotion. Taking their kids to an evangelical church is private worship. Taking a picture and putting it online transforms this private moment into public engagement about religious belief. It’s a lot like giving your kids a bunch of flyers to sell on street corners to spread your family’s understanding of the gospel. Such an arrangement is so last century and likely also illegal.

      Why isn’t it a #1stamendment #foul for the government to make parents keep their kids off the street but not off the information superhighway? Is it reverse digital discrimination? On first glance, it might appear that the odds of a First Amendment victory rest with whether the speech is happening online or off. But look beneath the surface. Whether the road is pavement or fiber optic is irrelevant. What matters is whether the activity that is happening on the literal or digital sidewalks is legally defined as one that can be regulated under public welfare and safety laws.

      Having kids stand on street corners to sell religious literature? That’s child labor, according to the Supreme Court, so state laws that regulate children’s employment to protect them from unsound and unsafe practices can be enforced. Enforcement may occur even when the labor implicates the free exercise of religion and other constitutional rights. When the aunt of a nine-year-old girl let her ward offer religious material for sale on the street corners of Massachusetts, in contravention of the applicable state child labor law, the US Supreme Court held up a stop sign: “Neither rights of religion nor rights of parenthood are beyond limitation. Acting to guard the general interest in youth’s well being, the state as parens patriae may restrict the parent’s control by . . . regulating or prohibiting the child’s labor, and in many other ways.”58 The aunt’s criminal conviction stood.

      What about when kids are pictured online? Let’s return to our hypothetical evangelical family. Let’s say that the posted picture of the kids in their Sunday best showed them holding open copies of the New Testament, with this caption: “Know the truth.” The posting of that picture isn’t considered to be child labor under existing federal and state child labor laws. Posting the picture does not result in kids’ offering any items for sale or performing any service for compensation. There are situations in which a picture posted of a child online could implicate child labor laws. For example, when a child participates in a photo shoot for a fashion designer and the resulting pictures are put up online, child labor laws apply to regulate the duration and circumstances of the photo shoot itself. But in this and similar instances, child labor law is concerned with the circumstances of the acts captured in the picture, not the posting of the picture. Even though kids’ private data is being used by parents and other trusted adults to obtain free or low-cost digital services, the law does not tend to see transactions of this data as a form of child labor.

      Forget the law. (Isn’t forgetting fun?) Let’s think instead about what social media and other digital tech companies might offer in their privacy policies and terms of use. As a matter of private contract between the company and the user, why couldn’t the companies reserve the right to remove any data an adult user transmits about a minor after that child turns eighteen, subject to the child-turned-adult’s request? Such provisions would put the adult user on notice of this reasonable limitation on its rights to control private data about children. The adult user could choose to use or not use the service with this understanding in mind.

      You might hear Silicon Valley screaming: “This would take too much work!” (Insert angry emoji faces here.) Yes, it would take a lot of work. However, there would be plenty of ways to make it less work than it might initially seem. The companies would need to put a process in place for the requesting party to prove that she is the child whose data was shared. The companies then could limit the types of data subject to removal to content that might harm privacy or cause embarrassment to a reasonable person. The companies could require that the requesting party make a credible showing of why the data requested for removal falls into one of those categories. The companies could put some categories of data completely off limits for removal, such as data more than a decade old or data that has been irrevocably mixed in with the adult user’s data such that it would not be possible to disaggregate. Data picked up from smart home appliances, for instance, might well fall into that second category.

      It seems unlikely that this type of private-market solution would be offered by companies. In addition to the legitimate concerns about workload, which likely could be mitigated through thoughtful tailoring, there is a more fundamental problem: where is the market cohort that would push for this new privacy or terms-of-use provision?

      The companies could come up with some type of market-based partial solution to the problem of digital forgetting. But we adults are unlikely to want it. Even if we recognize that we may need to rethink our tech habits, we’re unlikely to push tech companies to give our future adult children a contractual right to revise our tech decisions. Kids and teens might think it’s a great idea, but they are still not the market force their parents are. And a legal framework that requires this type of child-turned-adult revisionist history risks running afoul of constitutional requirements and spirit, as discussed above.

      It’s probably best, then, to forget about a childhood “right to be forgotten.” Perhaps the more appropriate right to consider is the “right to respond.” As long as data brokers and other third parties continue to aggregate and use private information, federal law or regulation could institute one or more centralized bureaus for the oversight and handling of this information. As part of such a comprehensive data broker, social credit, reputation bureau scheme,59 teens could be entitled to a credit report–type disclosure of the digital data about them that is out there when they turn eighteen.60 The bureau could have in place a mechanism for youth to respond or provide a counternarrative to the picture of their youth that is available in the digital space and to request corrections of specific information that the brokers and bureau themselves are storing.

      Even painting with purposefully broad-brush strokes, many tensions and issues come into focus with such a scheme. Chief among them is that such an approach would add yet another layer of data aggregation and surveillance. Existing credit bureaus operate with a business model that could be described as letting the fox mind the hen house. Expanding that business model beyond financial data to other personal digital data would be like letting that fox open a restaurant and dish out eggs Florentine.

      The following colloquy between Senator John Kennedy (Republican of Louisiana) and the former CEO of Equifax at a federal legislative committee hearing in fall 2017 lays out the heart of the credit bureau model with the precision of a four-star chef.61

      
        Kennedy: You collect my [financial] information, without my permission. You take it, along with everyone else’s information, and you sell that information to businesses. Is that basically correct?

        Former Equifax CEO: That’s largely correct.

      

      Kennedy and his colleagues in the Senate went on to discuss the tensions inherent in this model of data collection and use. Credit bureaus, which are private businesses, collect sensitive financial data, like how much debt you have and how well you’re paying it back. They don’t ask your permission. They aggregate that data and analyze that data. They sell the data to other private businesses. Those businesses use that data to make monumental decisions about your access to essential opportunities, like getting a mortgage. Sometimes, those opportunities go beyond consumer purchase transactions, like whether or not you’re qualified for a certain job.

      And when the credit bureaus fail to safeguard your data, like the massive Equifax data breach that Senator Kennedy was inquiring about, they offer you data monitoring and related services. These services may be free, but the chickens will come home to roost. For the credit bureaus, doing a crappy job may be the goose that laid the golden egg. They acquire a captive market of new customers who wind up paying them extra to do what they were supposed to be doing in the first place: serving as responsible and effective data stewards.

      This business model is rather like an unscrupulous tow truck company that is hired by businesses to remove illegally parked cars from their lots. The car owners haven’t asked for their cars to be moved. And it’s not clear that removing these cars is the best way to free up access to these businesses or achieve any other commerce-related goals. But let’s stipulate that removing these cars is authorized by law and is essential to the free flow of commerce.

      The towing company scoops up the cars but leaves them in the middle of the highway, where the cars get hit by other cars. The towing company tells the owners that it will tow their cars to safety free of charge. It won’t fix the cars because it doesn’t know how. (It’s a towing company, not Car Talk.62 Car Talk knows everything about cars and about talk.) But the towing company will get the cars out of the highway, preventing further destruction. The company takes those cars to a parking lot in the middle of nowhere.

      The cars have crossed to safety, but as novelist Wallace Stegner has told us, the story isn’t over so quickly.63 If the owners want to regain full use of their cars and ensure their cars won’t be whisked away again, they need to pay the towing company for additional services. Indefinitely. That’s right: the company that you never asked to work with in the first place and that has led to the wreckage of your car, now has the chutzpah to ask you to pay it to do more work with your car. You don’t trust this company, but you have few or no other options for getting the work done. And the work needs to be done. Your car might keep running without the repairs, but disaster could strike at any moment. You’d rather not go from sixty to zero the hard way.

      The car in this scenario is your credit history and all the personal information it contains—Social Security number, date of birth, addresses, debts. The towing company is the credit bureau, collecting this and other information without your explicit consent and often without your knowledge.64

      A free-market capitalist system does need mechanisms that facilitate fair, efficient, and productive matches between borrowers and lenders. Lenders find money trees hard to grow, and borrowers find them hard to climb. For lenders, having a standardized screening for borrowers’ creditworthiness helps them run their businesses. For individual borrowers, having this system helps them access loan options quickly. The digital data system of the credit report and credit score seems like everyone has struck pay dirt.

      If the hen house of consumer lending needs to be guarded, why are the Senators on the hunt for the credit bureaus? Because the bureaus are doing a rather lousy job, and the current legal and regulatory landscape offers few incentives for improvement. Credit bureaus lack transparency and accountability. They mess up a lot. They take in inaccurate information. They fail to fix it. Consumers need to request copies of their credit reports, review the information, then make a written request for any changes.65 That’s right: an industry designed to be a data broker isn’t worried about how broken its own processes and quality control are.

      The bureaus know where we live. They know where we used to live. They probably can predict with a reasonable degree of certainty where we’ll be living ten years from now. So why can’t they drop us a note and let us know when something is inaccurate? And use our credit card information to book the movers, while they’re at it? If that’s too much trouble, could they at least let us know when someone steals our credit card information to book movers, move books, or pay bookies?

      Well, they could. Sometimes, they actually do. Often, they make us pay them for the privilege of telling us when this theft has occurred. Take the Equifax data breach, which is believed to have resulted in the theft of private consumer data from over half of adults in the United States. Equifax’s failure to take straightforward data security measures made the theft possible.66 As soon as thieves have this information, it can be used for a variety of purposes that cause concrete harm to us, the rightful owners of the information, such as obtaining new credit or a fraudulent income tax return. Harm can also manifest in less tangible forms, such as the stress that comes from anticipating the possibility of future harm.67

      Equifax told us all about the breach free of charge. Then it offered us monitoring and notification services to let us know if our stolen information was used for unauthorized activities. It also offered us the ability to lock our information so that it couldn’t be used at all. These offers initially were made on a “freemium” basis: free of charge for a period of time, after which payment was required.68 Even though Equifax backed down on some of its proposed charges, it still stands to benefit financially from the mess it created.69 Last one to sign up is a rotten egg.

      Back to our hypothetical social credit and reputation bureau scheme. Let’s say it’s possible to establish a bureau that works effectively and fairly. Even with effective and fair functioning, such a bureau still would require a high level of digital literacy for young adults to navigate. There are other potential interventions in addition to or instead of this one that could promote forgetting. For instance, social media companies could offer an “auto-forget” option that applies to all content in an adult feed that is demonstrably about kids. This auto-destroy option would have a few advantages over current privacy settings, mostly that you could “set it and forget it” rather than having to go back through and manually remove or change the privacy settings for certain content as your kids get older.70 And it wouldn’t suffer from the problems of the childhood “right to be forgotten” scenario where kids have removal rights after they come of age.

      Here, adults could make a decision such that they could enjoy the benefits of social media or similar digital technologies at one point in time and have their engagement with these technologies develop along with their children’s development. App developers could also get in on the action. There may be an emerging market for an app that is interoperable with major social media, retail, and other heavily trafficked sites that would opt out of posts about kids from any data aggregation and set an auto-destroy function.

      There could also be legal limitations on the specific uses of childhood data over time. For instance, just as negative information on a credit report drops off after seven years, a schema for a data broker bureau could include a mandatory erasure of certain private and sensitive data about a juvenile after the juvenile turns twenty-five, which is seven years after the legal age of majority. Other tech, legal, and other types of devices could achieve similar or complementary results. Here’s the key direction: if the child is going to father the man, after a certain point, the child needs to fade away for the adult to enter stage left. Sometimes, you have to stop looking backward to go forward.
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      7 Second Star on the Right: Taking Flight in the Digital Era

      The internet needs to forget. We need to remember. We need to remember our earlier selves and our current selves. We need to remember to connect with both of these so that we’re making thoughtful decisions that empower our children and also our own lives. We need to connect with our kids, our partners, our families, our friends, and our communities in more mindful ways.

      Connect: Caring about Our Selves and Our Children

      “Only connect!” implores E. M. Forster.1 Well, Aunt Polly is going to follow that mandate. But how? Aunt Polly is going to blab. She can’t help herself. She wants to. She needs to. She’s fed up. She’s mad as hell, and she’s not going to take it anymore. This teenager, bless his heart, is ruining her life. Tommy is ungrateful. He’s unrepentant. Hell, he’s a criminal. Before he came along, before her sister left and stuck her with Tommy, her life was just peachy, thank you very much. Her own kids were angels. Well, they were manageable. She made it to bingo night. She made it to knitting class. She ran church committees. Now, she’s getting calls from the school principal all the time: “Tommy did this,” “Tommy didn’t do that,” “Get here right now.” She’s become intimately acquainted with the local police station. The church committees are excluding her. Maybe not explicitly, but her email address isn’t that damn hard to remember, so why didn’t anyone tell her about last week’s meeting?

      Because everyone in town knows: Tommy is a delinquent. Her friends in town are abandoning her. Her colleagues and neighbors are barely even polite anymore. Why shouldn’t she share with her Facebook friends? Maybe the boy who sat next to her in eighth-grade civics cares, or if he doesn’t care, maybe he doesn’t hate her because Tommy threw eggs at his car. She needs connections, community, caring, and she doesn’t have time or ability to find it closer to home. Isn’t it better for her to find the support she needs to soldier on? And if she’s able to enjoy free access to the digital media curation supplied by her friends in her Facebook newsfeed along the way, isn’t that a nice fringe benefit?

      The drive for human contact—to see and be seen, to hear and be heard, to understand and be understood—is strong and positive. That more of these social connections are now digital—in “networked space,” as leading privacy theorist Julie E. Cohen calls it—does not alter this drive.2 We aim to nurture our children with sustained, genuine connections, both with us and with others. The adult urge to connect with one another—especially to seek advice, reassurance, and commiseration around the inevitable hassles of raising children—is positive. It shows maturity. It shows emotional and psychological resilience. It shows willingness to learn from new ideas. It is positive in and of itself. It’s the how, why, when, and with whom we connect that is often problematic for our children. We are connecting, but we are not reflecting. We are connecting but not necessarily sustaining ourselves or addressing those needs that are driving us to describe our most intimate challenges with our children as “status updates” or in 140 characters or to record them in the format of Nest Cam footage.3

      What can we do to “only connect” more mindfully? We can think before we click.4 We can reflect more on what we are hoping to accomplish when we share our children’s digital data. When we share, are we really looking for something more complex and elusive than a certain number of likes? By identifying and querying our reasons for sharing certain information in a certain context, we may make more mindful choices. By being in better touch with our own needs, desires, and fears, we may direct our energies in an ever more constructive and productive fashion.5

      We can also think about our kids before we click. You’d tell your teenager not to post a selfie from the bathtub. You should think about telling yourself not to post a shot of your toddler in the tub.6 You’d tell your teenager to use social media to create a positive portrayal of herself so future employers will be impressed by her savvy dissection of current events rather than how many tequila shots she had at Tommy’s #houseparty last weekend, so you should think about telling yourself to post only a tasteful update about your ten-year-old’s success at baseball rather than the fight he got into with his younger sister after the game ended. You can think of this “digital dossier”7 creation strategy as the “holiday card” rule of thumb: if you wouldn’t put it in hard copy and mail it to a few hundred people in your life for display on their refrigerators, don’t put it on the internet for thousands of people in, near, or outside of your life to repurpose and display indiscriminately.

      We can think about kids, but actual youth input in and control of data-sharing decisions is largely a matter of personal and institutional connections. The law provides a limited to nonexistent framework for youth agency around whether, when, and why adults share their data. Even when kids under age thirteen go online and share their data in a commercial context, federal law doesn’t require the digital service provider to get the kids’ consent. Under the Children’s Online Privacy Protection Act (COPPA), the provider must get consent from a parent.8 Our legal system is deeply committed to parents as gatekeepers for their children’s privacy and activities, so the primacy of parental consent isn’t going to change.

      The individual choices of parents, teachers, and other adults are another story. All of us can look for more and better ways to connect with the kids in our care to learn from and with them. For instance, parents can actively involve children in creating not just family media plans, as recommended by the American Academy of Pediatrics,9 but also a family data privacy plan.

      That plan can be a quick three parts: (1) familial concerns about and commitments to privacy, (2) research into the terms of use and other policies about existing or potential digital services that best align with the set of expressed preferences, and (3) some family habits that promote regular and responsible use of these or similar services. Some stock habits that might work well include the “holiday card” rule of thumb and “what would a thirteen-year-old say?”10 “What would smart Elmo say?” is also a possibility, but it’s unclear whether Muppet artificial intelligence is more or less intelligent than an average adolescent.

      Teens and kids are increasingly learning about how to use their real intelligence to make decisions about their digital privacy and other parts of their digital lives. Sometimes, those decisions include blocking parents from seeing certain social media content.11 Schools, other learning spaces, tech companies, and other institutions are offering more lessons about data privacy or “digital citizenship” more broadly.

      These learning experiences are likely to become more common. Notably, in 2016, Washington state passed a law that appears to be the first of its type in the country that requires digital citizenship instruction in schools.12 There is a movement underway to persuade other states to follow suit.

      How “digital citizenship” will be defined and taught is still evolving, but under any conceivable definition, it should be a level of instruction that was not available to today’s parents when they were kids back in Tom Sawyer’s time. Youth today are likely to possess a level of sophistication with their digital self-creation skills that transcends their parents’. Parents presumably will continue to possess superior skills in navigating the brick-and-mortar world and its institutions and in engaging in the type of risk-assessment “executive-functioning” skills that neuroscience tells us are more the province of the “olds” than of the youngins.

      The likelihood that Tommy or any other of today’s Tom Sawyers will want to sit down for a family summit and action planning is slim. They’re too busy white-washing the fence all by themselves, without even being asked. But even in the absence of some sort of defined plan, a parental habit of checking in with children and teens as digital data decisions are made has the potential for significant positive impact on parental practices. Teachers, educational administrators, school boards, legislative committees, vendors, and other decision makers outside the home also would do well do solicit youth input into data-handling decisions and options. Twenty-first-century Toms are lighting up digital territories. We can glean some insights from the paths they blaze.

      Respect: Valuing Children’s Digital Capital

      You’re online, flipping between your work email, your former girlfriend’s Instagram pics, and your local news channel. You get a pop-up ad: “Tom & Huck Bro Co.: we give the olds a raft to ride through digital waters.” Sick of meeting requests, #blessed photos, and parking structure drama, you click. You laugh. Tom & Huck is a company of teenagers offering to serve as “personal guides to help adults have fun and be cool online.” They charge $50 for each consulting session and less if you do a package. You laugh some more. Then you click on their YouTube channel. You’re stunned into silence. Their last “how to” video had 2 million views. Since when did kids stop painting fences and start running the internet?13

      Most kids aren’t tiny tech tycoons.14 Most kids are players in the tech marketplace, though, through their own interactions with digital services and those of the adults in their lives. As we make decisions about whether and when to exchange our children’s private data for free or low-cost digital services, we need to “follow the money.” We don’t need to go full Moneyball and come up with a dollar figure. We don’t even need to think that we’re engaging our kids in digital day labor by our handling of their data. But we do need to recognize our kids’ data as a form of currency in the twenty-first-century economy. It’s also a future-cy because the choices we make about our children’s private data today will likely affect their life prospects for years to come.15 And depending on the type of content we’re sharenting, we may also be taking creative content from our children that could have value to them as intellectual property—a scenario that the Council of Europe addresses when it advises member states who create play-based resources online using youth contributions to have “measures in place to protect the child [creator]’s intellectual property rights.”16

      The economics behind sharenting are typically opaque to users.17 The website for a social media platform tells you it’s free. It doesn’t ask for your credit card, so you don’t ask what price you’re paying or how you’re paying it. The app for your favorite store pushes a discount code to your phone while you’re shopping. You use the code to save money, and the store uses data about your purchase for its own purposes.18 In these and many similar transactions, your children’s data is part of the transaction. Your social media posts are about your kids, and your purchases are for them. You’re paying for these digital and related services in part with your kids’ capital.

      Ask yourself: is the service you are getting worth parting with this information about your children?19 In some cases, the answer is yes. Let’s say that you need to buy diapers and you don’t have a lot of money. Diapers cost a lot of money. It’s worth letting your preferred retailer figure out that your four-year-old isn’t toilet-trained yet to save money on those diapers. In many other instances, though, the price seems too high. You post a YouTube video of your child’s remarkable invention at summer robot camp. It gets a lot of likes, but it also spawns a lot of copycat creators who crowd the field and undermine any potential for your child to be the leading developer of her tech vision. You contact Tom & Huck for advice. Their diagnosis: epic parent fail, yo.

      Parents, teachers, and other trusted adults should not be the only stakeholders tasked with bringing more transparency to the economic realities of digital tech. Other individuals and institutions across different spheres should assess their own responsibilities for bringing the transactional aspect out of the shadows and into the sun.20

      Building on the credit report scenario, one approach might be to work on a standardized way for industry and other big data users, like governments, to show users how much they are “paying” for a given service through their data. A related regulatory initiative could be developing standardized disclosure language that so-called free services would be required to display to users that makes clear that the service isn’t free. You pay by data card or social credit rather than by debit or credit card.

      A more intense intervention would be to take certain types of data off the table. You can’t buy a new car by selling your baby. Such a contract would be void as a matter of public policy. Should you be able to buy social media broadcasting capacity from Facebook Live by streaming videos of that baby? What if that baby is puking everywhere? Too many videos like that and the baby, when he’s a teenager, might wish you had traded him in. Before that happens, let’s collectively unpack and assess the financial trade-offs we’re making between our digital conveniences and our children’s privacy and life opportunities.

      One question we might ask ourselves is whether we are getting enough in return for what we are giving up. Digital tech brings us efficiencies. It brings us opportunities for creation, education, and countless other variations on these and related themes. Should we demand even more?

      Here’s a question we might ask ourselves as we think about the many directions in which we might pursue respect. We’re sharing a lot about our kids, and all sectors, including schools and the government, are starting to learn a lot about our kids because of this sharing. What additional opportunities could we seek for our kids as a result of this sharing rather than accepting that the sharing may put them at risk?

      For example, when data-driven industries make assumptions or predictions about our kids that identify a strong likelihood of difficult and life-altering outcomes, do they have an ethical obligation to tell us as parents?21 Should we demand that they do or take our business elsewhere? Let’s go back to the oft-cited Target targeting.22 The retail giant started mailing pregnancy-related promotions to a teenage girl, thereby outing her pregnancy to her parents. Was Target the girl’s BFF? No, she hadn’t confided in customer service. Target knew about her condition because it had analyzed her consumption patterns and accurately identified that she was expecting. She wasn’t expecting Target to tattle.

      Target apologized. Should it have? Don’t we think that the parents of a pregnant minor should know about and be involved with their daughter’s situation? The laws of a majority of states strongly suggest we do.23 These laws require pregnant minors who seek to terminate their pregnancies either to tell their parents or to receive their parents’ consent before getting an abortion. If parental involvement is impossible due to abuse or other familial breakdown, these minors must go before a judge and receive the judge’s consent. If parental involvement is impossible due to a medical emergency that makes time of the essence, then no parental or judicial consent is required before a doctor can act. But why should we require that parents or courts be involved at all?

      The answer is twofold. First, broadly speaking, the law makes parents the primary decision makers for their children’s medical needs. Courts serve as a backstop. For instance, if parents’ religious or other beliefs interfere with their children’s receipt of vital medical care, courts will step in to protect children’s health. This legal structure means that parents or courts, as a last resort, are typically involved when their children go to the doctor’s office. Second, looking at abortion specifically, the law understands this medical decision as implicating the most fundamental questions of existence,24 regardless of the age of the decision maker. The law further understands these and related questions as particularly challenging for minors. Thus, it sees a heightened urgency for parental or judicial oversight of the abortion decision.

      Target, however, is not the target of parental notification or consent laws. Medical providers are. These laws have no direct bearing on the collection, storage, and use of kids’ and teens’ private data by private companies or other data-driven decision makers outside the doctor’s office. But maybe the principles of parental involvement they contain should have some indirect bearing. Why make parents wait until their daughter belatedly announces that she’s eighteen weeks pregnant and wants an abortion, at which point it may be difficult or impossible to obtain one? Teens tend to keep their secrets. If we want parents or courts involved in a pregnant minor’s decision to continue or terminate her pregnancy, why not involve them as soon as practicable? If Target knows with reasonable certainty that a minor is pregnant, along with sending coupons, why doesn’t it send a notice about the pregnancy to the minor’s parents?

      The same essential question applies to similar types of difficult circumstances that are all but guaranteed to have life-altering consequences. What if a smart baby bootie could identify with near perfect accuracy those babies who are at higher risk of SIDS? What if an ed tech app could determine which students are all but guaranteed to drop out of school? What if a child confides in a smart toy that she is being physically abused: does the company that collects that data have a mandatory reporting duty under state law?25 Do the providers of these data-driven technologies have an ethical duty to alert the parents of the children they identify of the risks?

      At first glance, these questions may seem easier than the Target query because of the tech providers’ goals. The smart booty aims to empower parents with data to protect their babies. Ed tech apps aim to promote student success. Thus, the answer seems to be, “Of course, the providers should share this information. That’s their raison d’être.” It’s like asking if Henry Ford should have made the Model T. That was the bloody point.

      But the answer here isn’t open and shut like a Model T door. Responding to a question about a company’s ethical duty by citing its stated commercial purpose dodges the question about the ethical duty. A business motivation for a given action is not necessarily equivalent to an ethical one. Perhaps the implicit assumption is that companies have an ethical duty to fulfill their business purpose.

      Even accepting that assumption, though, the question remains open. The provider could be in possession of data from past users that reveals new or updated risks. Should the tech provider have an ethical duty to continue to run ongoing analytics for past users? Such a duty would diverge from pure business interest because it would attach to individuals who were no longer paying customers, thus saying that a business’s ethical duty extends only as far as its business goal risks leaving kids and their parents in harm’s way. How about when these past users’ data continues to inform the aggregated data set used for analytics or to teach the AI that is used to make discoveries or decisions? The provider is still deriving an active benefit from the data, even if the parents of the children whose data is being used are no longer paying customers.

      We adults could use our market power and our power to lobby and vote to demand product options or the regulation of product options that would give us more access to what companies and others are learning about our kids. We could demand more bang for our buck: if you’re going to gather and mine private information about our kids, give us more access to what you’re learning. Learn all of the things that are serious and potentially life-altering and scary. Tell us about them so we can try to fix them. Maybe we will decide it’s just not worth it to us anymore to let you learn about our kids so you can dress them, Magic Wardrobe. But if you and your friend Crystal Ball could warn us before our kids start cutting school and taking drugs that make them think talking lions are a real thing, we will gladly let you monitor their every move. We will pay for safety. We will pay for it with more private data. The world is scary. We will pay any price for security.

      This is a tempting scenario. Ultimately, however, it’s a trap. Adding more surveillance will only deepen the potential for dangerous or unethical third parties to misuse our children’s data because more data will be available to them for such uses. And it will only deepen the difficulties that we adults are causing kids and teens as they seek to learn about themselves on their own terms.26

      Where Did True North Go? Directions to the Dark Side

      We keep our kids inside more than we used to, yet we let the outside world into our most intimate spaces via digital technologies. We let our kids’ data, whether generated by us or by them with our facilitation, roam free.

      As we consider how to reorient our approach to our children’s digital privacy, it will be easy to spin our compass wheel aimlessly. It will be easy to lose our bearings and go right back into false trade-offs, such as the privacy versus security show-down illustrated above. It will be easy to devolve into looking for a one-stop shopping solution. It will be easy to go in wrong directions, even as we think we’ve found our way at last.

      There are an infinite number of ways we could lose our way. Many of them fall into the category of a fear-based, “command and control” response. This solution space is tempting. It appeals to our reptilian brain. The same wiring that craves the endorphin rush of a thousand likes will, if and when our brain is convinced we need to make some changes, look for the quick fix.

      Let’s play out one of them. There is a longstanding legal doctrine called “attractive nuisance” that could be used as a type of deep foundation or inspiration for a more heavy-handed, “safety above all” approach to the challenges of the digital landscape. When landowners have a serious hazard on their property that is likely to appeal to children, the law requires them to take action to mitigate the risk of children coming onto their land and getting hurt.

      Think about that requirement. The law recognizes that kids and teens are going to go looking for trouble and that they will follow the siren song of an abandoned well to their peril. The law places a significant burden on the well’s owners to succeed where Nana failed in her duty to keep the Darling children inside, guarded against their own impulses. Why shouldn’t the same animating insights and principles apply to digital terrain?27

      These days, little Timmy can get trapped in the depths of cyberbullying, fake news, and other digital perils without leaving his couch. Data about Timmy can get attacked, misused, or repurposed beyond recognition without Timmy even pushing a button. To keep himself and his data safe, Timmy doesn’t need an actual fence; he needs a virtual one: make that virtual fences plural.

      Extrapolating from the underlying framework of attractive nuisance, we look to all the adult gate-keepers to do their part to build these boundaries around their own handling of youth digital data and the digital experiences they make available to kids and teens. The olds can’t outsource this particular building task to Tommy. By and large, adults are responsible for creating digital devices and services. They are building these opportunities to be irresistible, not just attractive.28 Are they building them to be a nuisance? Kind of. It seems unlikely that a design team sits around saying, “Let’s build something that will annoy the @#$# out of everyone.” But it seems very likely that a design team sits around saying, “Let’s build something that everyone wants to do all the time.”

      When everyone stares at a screen all the time, it is a nuisance in both the colloquial and legal senses. The first sense falls into the res ipsa loquitur category, which is a nonobvious way lawyers say that something is obvious: “the thing speaks for itself.” It’s a nuisance when people walk into telephone poles because they won’t look up from their screens. And this nuisance becomes a menace when a car is driven into a telephone pole for that same reason. The second sense is concerned more with that “nuisance as menace” situation. The law terms the creation of a serious potential hazard to self and others a “nuisance.” In the legal sense, then, we can call it a “nuisance” when the car is driven into a telephone pole or when you apply for your first credit card and learn that your identity was stolen when you were eight days old after your proud parents posted a picture of your Social Security card online.

      Under an attractive nuisance 2.0, we would say to the designers, vendors, parents, teachers, and all other adult gate-keepers of these technologies, “Put up fences. Don’t let kids roam free, and don’t let adults roam free with kids’ data.” If you don’t put up the right gates—the right firewalls, the surveillance technologies, the childhood right to be forgotten as a term of use contracting, and so on—and something terrible happens, you could be legally liable for your role.

      There are other legal doctrines that we could draw on to deepen a “command and control” approach. States and localities enjoy a general power to legislate to promote social welfare and protect public safety. In many places, this power is used to establish curfews for minors.29 A curfew might say that youth under age eighteen must be home each night by 11 p.m., unless certain exceptions apply, such as going to or from a job. Sometimes, these ordinances are overly broad and struck down as violating constitutional or other rights.30 In general, however, there is wide latitude for these types of restrictions. When a situation is known to present a heightened risk that youth will get into trouble, such as Halloween night, that line gets redrawn to permit increased regulation of youths’ activities.

      Social welfare and public safety legislation and regulation are also concerned with the supervision of youth even when they are back inside their homes.31 This governmental interest commonly manifests itself in laws that require adult in-home supervision of children under a certain age, such as ten. More broadly, parents are required to supervise their children, attend to their welfare, and support them financially.32 Typically, we don’t think much about the legal foundation for these obligations placed on parents. This “parenting” subset of “adulting” gets carried out as a matter of personal responsibility and unconditional love.

      But when a family is facing serious strain or dissolution, the legal system intervenes to ensure that legally acceptable parenting is in place. In divorce proceedings, the court will issue a “parenting plan” to ensure that parental responsibilities are fully and fairly allocated between the parents to ensure the “best interest of the child” is satisfied. In abuse and neglect proceedings, the court will terminate parental rights if there is no way that parents can provide baseline safety and security for their own child. These and similar legal vehicles are part and parcel of the personal freedom the law affords parents to parent as they believe to be best. Where great power goes, great responsibility should follow.

      To an extent, the legal system will share this responsibility with parents. Significantly, parents who believe their child to be “in need of supervision” can ask the court to step in and essentially serve as a “super parent.”33 If a child fails to comply with lawful parental and other adult directives or otherwise engages in risky behavior, a court will issue a plan for rehabilitation. This plan can be all-encompassing in terms of the child’s behavior. And it can be almost as directive when it comes to parental behavior as well. Want your unruly teen to stay away from certain peers at school or on social media? If you can get her under the court’s control, you may well be able to get a “no contact” order from the court. Be careful, though, because you could wind up in court-ordered therapy yourself to explore why your teen is acting out by hanging out with the bad kids. You could also wind up for the bill for the therapy and any other services the court orders, including out-of-home placement of your child.34 With great power and great responsibility comes massive debt.

      It’s plausible that also coming our way soon could be attempts by state legislatures and city councils to put together social welfare and public health requirements that tackle head on the challenges parents face as they try to raise youth in a digital age. What might a curfew on digital access look like? How different is a citywide ordinance that says “no screen time after 10 p.m. on a school night” for minors from one that says “no outside time after 10 p.m. on a school night”? You could make certain exceptions to digital curfew, as we already have with the brick-and-mortar one. Do you need to be on your laptop at 11 p.m. for your job creating fake news for a Russian troll farm? That’s fine, but you can’t send any late-night texts to your BFF Vladimir simply to talk about whose hands are bigger.

      Most likely, your strong initial reaction here is to dismiss the digital curfew as crazy talk. Second star at the right, straight on to crazy town.35 But it’s not blowing fairy dust. Curfews are designed to ensure youth safety and public safety. These limits are intended to give parents or guardians reasonable boundaries to use to structure their kids’ activities. What’s the risk to youth of being outside after dark? It’s that they will encounter a dangerous landscape that is too risky for them to navigate maturely. How different does that sound from many parts of the digital landscape? Would it be unreasonable for a locality or state to say, “As a matter of youth and public safety, the movement of minors across the digital landscape will be subject to reasonable safeguards, set by law or regulation, which parents will be on the front lines of imposing”? Such safeguards would be in addition to the ones already existing in law: minors can’t order alcohol online, can’t look at pornography, can’t share personal information on most commercial websites without parental consent (if the minors are under age thirteen), and can’t take many other actions.

      These new “digital curfews” could be as simple as tweaking an existing curfew law: youth can’t be outside their homes or on digital devices that take them virtually outside their homes after 10 p.m. What about the First Amendment, you might be thinking. Well, regular curfews also have First Amendment implications. They may limit freedom of association and the ability to engage in protected First Amendment activities, like attending a protest march that takes place after hours. They also limit the freedom to travel under the Fifth and Fourteenth Amendments. What about the Commerce Clause, the law nerds among you might be shrieking. The digital add-on to the curfew would limit interstate commerce. You are foiled, city council made of pirates. But existing curfews limit interstate commerce. If you’re a seventeen-year-old living in state A and you desperately want to cross the border to state B at 10:01 p.m. to buy your favorite brand of apple pie, you’re not permitted to travel that far from your home tree. So the new curfew says to parents. “Take away those digital devices after 10 p.m.”

      The biggest constitutional challenge will be to parental liberty and familial privacy. After all, this would be the heavy hand of the state reaching in to shake the home apple tree. In some ways, that is a bigger challenge to overcome than it would be if asserted against the brick-and-mortar version of the curfew because it involves activities taking place within the home. The brick-and-mortar curfew does too, though, albeit in a less obvious way. The brick-and-mortar one says, “You must have your kids in your home after 10 p.m.” But what if you don’t want your kids in your home? What if you really believe, as a parent, that the best way to raise your free-range child is for her to wander the streets, foraging for apples, all night long? Tough, the law says. You must open your home to her after 10 p.m. The add-on says. “And when she’s back in your home, she can’t escape outside of your home or let the outside into your home through a connected device.”

      What if she is prone to escaping before the sun rises? Your ten-year-old daughter has a showdown on the school bus, and bystanders share it on social media. Your daughter responds by committing suicide in her bedroom.36 There is deep darkness there. But the darkness or sunshine of the world itself appears to have been irrelevant. Lights out on you, digital curfew!

      But an actual curfew isn’t the only point in the constellation of protective measures that existing and longstanding legal schemas require parents and guardians to impose. Parents and guardians are required to control their children, provide for their basic well-being, and ensure their basic safety. These broad responsibilities result in specific prohibitions like not leaving children alone in cars, not leaving them home alone under a certain age, and other safety measures. They also result in certain affirmative requirements, like wearing seatbelts, taking children to get vaccines, and taking them to school.

      So let’s take our digital curfew proposal, currently sulking in the shadows, and cast some new light on it. What if we think about a children’s digital welfare scheme that requires parents to have knowledge of their children’s digital engagement, protect their children using other reasonable safeguards, and keep children off digital devices after 10 p.m.? This legally mandated set of parental responsibilities could be enforced essentially the same way as other legal duties of parenting are: by referrals to government agencies and the justice system for alleged breaches. If a child repeatedly wanders around town in the middle of the night, the child and the parents may be hauled into court to answer for the activities. Under the new digital welfare schema, if a child repeatedly makes inappropriate or late-night social media postings, the same consequences could apply: court proceedings and, if the violations indeed happened, the imposition of conditions to ensure they don’t happen again. Do you have a child who is wandering into dangerous digital environs? A court order could require the use of surveillance software that an officer can monitor. Existing children’s welfare and juvenile justice laws are already written broadly enough to permit courts to micromanage almost every detail of family life for a child found to be in need of services, abused, neglected, or delinquent. Digital tools are already used to support some of this work. In some ways, there’s not a lot of sunlight between what is already in place and what a new comprehensive digital welfare schema would do.

      In other ways, it would be a bolt of lightning. The government wants to tell us when to make our children put away their iPhones? Yes. Thumbs up, winky face, ambiguous ice cream turd. And the government may have even more to say under this type of digital welfare scheme. Frowny face, frowny crying face, lewd gif. Remember, it’s not just kids who can get themselves into trouble online.

      Parents are very capable of getting their kids into trouble, too. Under a new digital welfare scheme, parents’ digital choices about their kids’ data would seem to be fair game. Post your child’s full date, time, and place of birth? Post a booty-hanging-out photo of your toddler? Write a public blog post about your child’s toilet-training challenges? You may as well be inviting identity thieves, pedophiles, and all manner of other creeps to invade your child’s privacy and ruin their lives. Why don’t you just drop their birth certificate off in a back alley somewhere, leave the blinds up when they bathe, and get a megaphone to talk about their “peepee in the potty” in the heart of town? Whether it is the digital version of exposure or the brick-and-mortar version, you’re still failing to safeguard your children fully. Depending on the circumstances, you may even be endangering them.

      Why shouldn’t the government have something to say about digital neglect and abuse or even the less extreme digital failure to supervise and safeguard? Rights to free speech and liberty to raise your children have long folded in the face of important or compelling state interests in protecting children’s well-being. If there is sufficient legislative fact-finding of the harms that can befall children from poor parental digital decisions and a constitutionally adequate link between regulating these decisions and preventing these harms, then state and local lawmakers and regulators legitimately could act.

      But absent this foundation, they still can act, even though the results of their work would be vulnerable to constitutional challenge in the courts. Some state legislatures have already reacted in heavy-handed ways to actual or perceived threats to children’s privacy. For example, in Louisiana, a relatively new law to safeguard student digital privacy carries criminal liability for violations.37 Almost inevitably, digital welfare shades into digital surveillance shades into digital punishment.

      This paradigm of digital welfare legislation is already creeping around the edges of many responses to the digital world. Significantly, in addition to actual legislators, many parents themselves are laying the foundation for an enhanced digital welfare legislative and regulatory response by using home surveillance products on their children. Sometimes, parents use them on one another or other adults, like nannies. How are we going to know whether parents themselves are properly protecting their children’s digital welfare? Why, by having the government monitor us.

      An old poem tells us, “Children learn what they live.”38 It’s meant to remind us that, as we do to each other, we are doing to our children. And as we do to our children, they will do to themselves and to others. If we listen carefully, the poem also tells us: as we do to our children, we also do to ourselves and our world.39 What do we want to do now?
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      Conclusion

      How can we learn to live the kind of lives that we want our children and ourselves to have? The conversations in this book and similar ones can be uncomfortable. The digital world creates anxiety for many of us. We’re insecure about our own skills and knowledge, which can cause us to swing to extremes. We may thoughtlessly over-sharent about our kids and teens or irrationally limit their and our digital engagement. Anxiety takes us wherever the rapids of the world around us or the bumpiness of our own unconscious leads. Anxiety makes us nauseated passengers, not captains, on that Tom and Huck–style raft.

      Just as we need to have our kids and teens grow up through play, we need to free up ourselves to be more exploratory. We need to place greater trust in our own abilities as parents, educators, and caregivers. Now that we’re through the episode of “Law & Ordinary” that is this book, you can be both judge and jury. What do you think? Do you now understand privacy the same as or differently than you did when you began? How about childhood? Are you convinced that sharenting is a problem to be solved? Or do you come away thinking that sharenting actually is a solution to living in the digital world—a way that parents, teachers, and other adults use to connect to one another and create their children’s digital dossiers, which in turn creates their current and future life opportunities?

      If you think sharenting is a problem, what should we do about it (other than wait around for the robots to get smart enough to fix it)? The compass spins: play, forget, connect, respect. How could these principles reorient us? And what steps would this reorientation have us take? Do we change our laws and regulations so that companies, public institutions, and other entities are prohibited from using digital data about children for certain sensitive purposes? Do we attempt to use the law to prohibit parents, teachers, and other adults from sharenting in the first place? Do we spend public money to build the equivalent of playgrounds and parks for the digital era so that we strengthen play-centered childhood and adolescent experiences rather than focus on the protection of youth data?

      Or do we think nonlaw reform tools might be better? Instead of or in addition to legal change, we could look to create new tech offerings for safe sharenting. We could change our own habits in our homes, schools, and beyond. (Practicing safe sharenting seems preferable to just saying no to sharenting.) We could do all the things that have nothing to do with anything on this list.1 What do you think you’re going to do?

      Whatever else we do, we should ask the children in our lives what they think we should do. We should ask because we will learn something—and because we are raising them to participate in a democracy.2 We need our children to grow into adults who have the autonomy and agency to speak their minds and to learn to make their own decisions without a data determinism that can look suspiciously like a caste system. We need our kids and teens to be comfortable in iterative spaces and, within those spaces, to be comfortable raising tough questions and offering new solutions.3

      The sharing we most need to do is with our children, not about them. We can share in a play-based ethos that empowers them as individuals, protects childhood and adolescence as unique life stages, and fosters democratic participation. Play is about creation and about imposing order on the world in a meaningful way. Going all the way back to your own childhood, ask yourself: does learning to participate in a democracy depend on the freedom to push each other around on the playground a bit, without the victor of a particular game of tag being added to a database? Yes, in some small way. On the playground, you’re experiencing liberty, fostering the creation of order, dealing with the consequences, then trying again tomorrow. You are not being tracked, categorized, and restricted. The sky’s the limit. Second star to the right, and straight on until maturity. Perhaps to infinity. You’re always young enough to let the stars lead the way. What do you want to be when you grow up?
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