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Introduction




There is no passion to be found playing small – in settling for a life that is less than the one you are capable of living.

—Nelson Mandela (politician, former president of South Africa)



Welcome to the world of AI, where the pace of change is relentless, and the opportunities and stakes seem higher than ever – especially with the latest buzz surrounding AI's tremendous potential for value creation. Through the newest developments in generative AI with solutions such as ChatGPT and Midjourney, the age‐old question of AI hype versus reality takes center stage once more. Although there's undoubtedly substantial potential for this technology to create value (McKinsey 2023), Sequoia, a prominent venture capital firm known for its early investments in companies such as Apple, Google, Oracle, YouTube, WhatsApp, and Airbnb, has pointed out that even though it has outperformed the SaaS market and generated more than $1 billion in revenue within a mere few months, ‘generative AI's biggest problem [right now] is not finding use cases or demand or distribution, it is proving value’ (Huang and Grady 2023). But this challenge is by no means new to the field of AI and forms the central theme of this book.

Whether you're just someone interested in exploring the subject or a seasoned business leader, an AI expert, an enterprise data and AI manager, a data scientist, an engineer, or an AI start‐up, you might be seeking guidance on how to create value with AI. Regardless of your background, you may find yourself wrestling with the puzzle of AI's value creation. You may have even turned to some of the greatest minds across algorithmic, data, and information technology – legends like Alan Turing, Geoffery Hinton, Marvin Minsky, Trevor Hastie, Yoshua Bengio – in your quest for insights and inspiration. In your search for answers, you might have even sought advice from others within your network of AI experts. Engineers stress the importance of deploying AI algorithms quickly with the right software and hardware, whereas data scientists insist that a more accurate algorithm is the key to value creation. Data management experts emphasise the critical role of data quality and accessibility, and business experts highlight the need to connect AI outcomes to key performance indicators (KPIs). Each answer provides a valuable piece of the puzzle, but none offers a comprehensive solution. The fact is that the creation of value through AI necessitates a more holistic perspective. If this story sounds familiar to you, you are not alone. Even AI experts lack the view of the entire value creation process and its multifaceted components.

Although AI's value creation indeed entails unique nuances, this book demonstrates that AI‐mature organisations leverage proven methodologies to sustainably generate value with this technology. This insight stands in contrast to the belief that AI is an entirely unprecedented and exclusively distinctive domain, rendering past experiences irrelevant. This contrast underscores the fact that despite the influx of new algorithms, cloud computing capabilities, and access to big volumes of data during the latest AI wave, only a limited number of organisations have successfully created business value with AI (Rayome 2019). Consequently, the questions that remain are as follows:


	How can you create value with AI?

	What are the challenges of AI value creation, and how can they be overcome?

	What kind of methodologies and capabilities are needed for your AI initiative to succeed?





Overcoming the Challenges of a Multimillion‐Dollar AI Project

Let's explore some of the AI value creation challenges through a fictitious example. Your organisation, a company that produces and sells a wide range of family care, health care, and beauty products is experiencing a decline in its market share and sales volume. An increase in competition and changing consumer preferences have influenced your industry and created pressure on your leadership team to adapt. The leadership team puts you in charge to leverage data and AI to gain a competitive edge with the goal to improve sales.


Creating a Business Opportunity

As you are trying to improve sales, you treat the sales team as your stakeholders. When you ask the sales team how AI could help augment their operations, their initial response is to focus on forecasting sales volume. However, even with accurate sales volume forecasts generated by AI, a significant challenge remains: how does that insight create a business opportunity for the sales team? The salespeople will not know how, where, and which actions to take to affect the predicted sales volume.

You know that the real business opportunity in your AI project comes from providing insights to drive actions with AI's capabilities on an individual store level. For example, AI could be applied to predict sales opportunities for each store instead of just predicting sales volume that creates a valuable business opportunity and helps to prioritise stores based on their business potential. However, AI's output not only equips the sales team with the necessary insights to identify which stores to prioritise but also empowers them to take high‐impact actions that can drive sales growth. For instance, if an AI algorithm predicts that a store has the potential to increase sales volume by 10% in a given month, the sales team can take targeted and high‐impact actions, such as keeping more stock to avoid stock‐outs, making promotional offers, adjusting pricing strategies, increasing product visibility, and improving customer engagement.



Building a Feasible AI Solution

By harnessing the power of data and connecting it with the help of AI to business outcomes, organisations can optimise their sales operations. However, managing the decision‐making process of AI in augmenting or automating business decisions with accurate information poses its challenges. Selecting the right algorithmic approach to explain the reasons behind business opportunities requires a keen understanding of the limitations and capabilities of AI.

The feasibility challenge of your AI project is related to choosing the right approach to not only accurately predict sales opportunities but also identify the actions to drive sales. Selecting the wrong approach and data can easily lead to taking the wrong actions and a negative business outcome. For example, the variables you choose have to accurately represent potential actions, the data has to accurately reflect them, and the solution's output has to align with the business operations of the sales team. However, AI is not infallible and market and environmental conditions might change, and, therefore, proper monitoring of AI's decision‐making has to be implemented, and limitations defined.



The Importance of AI Adoption

Last, but not least, the adoption of the AI solution is crucial for driving business outcomes. Without adoption, even the most sophisticated AI algorithms will fail to deliver the desired business value. Therefore, you prioritise understanding the motivations, risks, and concerns of all stakeholders involved in your AI project and build trust with each of them.

For example, the sales team has a central role in the success of your AI solution aimed at growing sales volume through impactful actions. Therefore, it is essential to understand how the AI solution will affect the commission and incentives of the sales team, align with the goals and bonuses of team leadership, and fit within the budget of the sales department. It is also important to address any potential risks or concerns, such as fears of job loss due to increased efficiency or the perception of the AI solution as a tool for monitoring and tracking sales representatives’ performance and actions. Concerns are often subjective, but you take them seriously and proactively address them to gain buy‐in ideally from all stakeholders.

This example about your imaginary organisation illustrates that creating business value with AI requires an understanding of various value creation factors and their connected challenges. No worries, you did a great job and were successful in creating a significant business impact in that project. Your project was rolled out in various countries and created a tremendous multibillion dollar value for your organisation. However, you might not be that lucky in the next project and are looking for a repeatable framework to reduce the risk of failure.

The goal of developing value‐creating AI solutions is an ambitious one due to the origin of those challenges in business, data and algorithmics, psychology, and technology. This book aims to help you have an impact on your organisation by providing a holistic framework for delivering value with AI.







Three Authors, Three Perspectives, One Framework



We – Michael, Nisha, and Wilhelm (‘Wil’) – wrote this book in order to share our experience. We integrate multiple perspectives to provide a holistic understanding of AI and its impact in the world of business. Collectively we have a wealth of knowledge and experience, with a combined 65+ years of expertise in AI, psychology, business, data, and technology. Having led data and AI organisations, dozens of AI projects for various global organisations, and engaged in many conversations with hundreds of experts in AI, we offer you a comprehensive and multifaceted view of the complex and rapidly evolving field of AI value creation to help you make your AI opportunity reality. We will help you figure out how to unlock the value of AI in your context. Each of us provides answers evolving from different experiences in AI value creation.

Michael is an AI strategy and execution expert with an academic background in business and economics. His work focusses on the importance of creating a competitive advantage, building customised analytics solutions, and driving AI adoption through the creation of value and trust. He emphasises the execution and successful integration of AI solutions into enterprise business processes.

Nisha is a senior technology executive with an academic background in microbiology. She is known for her expertise in various technology services, focussing on the importance of bringing AI technology, computing resources, data, and talent together in a synchronous and organic way. She highlights the capabilities required to drive value for all stakeholders across a multinational organisation.

Wil is a seasoned senior executive with an academic background in management and extensive experience in digital transformation, program and project management, and corporate restructuring. He specialises in the strategic implementation of AI technology in organisational infrastructure. He stresses the significance of implementing AI solutions that fit into business processes and are able to support and guide business decisions.

Though we have each travelled different roads, we realised that we are missing a cohesive framework that can bring together the essential elements of AI and analytics, business and culture management, technology and data. Drawing on our diverse backgrounds and perspectives, all three of us held a piece of the overall value creation framework in our hands. As we compared our individual pieces, a more significant big picture emerged, with many connections and interdependencies. With this larger, holistic perspective, we set out to propose a comprehensive framework for creating business value with AI – one that would be practical, actionable, and effective for organisations seeking to integrate this powerful technology.



Who This Book Is For

This book's goal is to provide you with a framework to unlock the potential of AI for business value creation. Our aim is to guide you through potential pitfalls by sharing our learnings on our journey to AI value creation. It offers approaches for your own evolution to become an AI value creator, helping you to make the most of this powerful technology. With actionable advice and insights from our industry experts, this book is essential reading for you to explore the subject, especially if you are one of the following:


	Business leader: AI and other digital technologies are a key part of your overall digital transformation journey. You know many business areas where you see optimisation potential but do not know how AI can help. What best practices can you learn from those like you who have been creating value with AI? What are the required capabilities and what is the necessary budget to build your own AI initiative?

	Analytics/AI/data science leader: You've accepted the challenge of guiding your organisation's journey to success. You have excellent technical skills to manage AI projects, but some pieces for value creation seem to still be missing. How can you overcome the various challenges of value creation and build AI capabilities as a solid foundation to create tangible business value?

	Enterprise data and AI manager: You are tasked with leading multiple data and analytics projects within your organisation, working with business stakeholders and heading a team of data scientists, analysts, or engineers. But how can you be sure that these projects will be successful and create value? What factors can help ensure that business value is created from these initiatives? How can you plan your capabilities and resources efficiently?

	Data scientist/analyst/AI and data engineer: If you are part of the data science department of your organisation, you are responsible for building solutions and providing insights that support business outcomes. Although you are aware of the scope of your individual contribution, you might feel that you are missing the bigger picture. How can you make sure that your contribution fits into the overall value‐creating solution? How can you increase the individual impact of your work to increase your value within your organisation?

	Technology/engineering leader: You are well positioned to collaborate with digital leaders and drive enterprise IT operations. However, with new AI technology innovations you might need to adjust your technology stack and want to know what are the required capabilities that AI requires within your technology environment. Moreover, some of your engineers may need to acquire new skills, but what are the skills that are required for the integration of AI into your organisation's technology stack?

	AI software vendor/start‐up: Your company has so much to offer to its clients, but you recognise the hesitancy they may have when it comes to the adoption of your AI solution. So, how do you find the right clients, showcase the right elements of your AI solution, and effectively focus your business development? How can you construct a strategy that will not only enable you to secure the right clients but also ensure the successful adoption of your product?



No matter your role, from executives to employees, leaders to collaborators, this book will help you understand how to maximise the value of AI. With practical advice and real‐world examples, you will be able to make an impact that is felt far beyond your job title.



What You Will Learn

This book provides a comprehensive overview of the processes for and capabilities needed to create business value with AI, from understanding what AI value creation means and how it can be achieved, to overcoming the challenges on the journey, to integrating AI in the enterprise to scale it, to understanding the capabilities needed for successful AI value creation. However, there is no guarantee for success and every framework has to be adjusted to be successful in your context. Illustrated in Figure I.1 is our framework for AI value creation, connecting the various topics within this book.
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Figure I.1 Framework for AI Value Creation





Part I: Value Creation Potential

In Part I of this book, we explore how AI can be applied to create business value. We will provide an inside look at how AI achievers such as John Deere, Coca‐Cola, Google, Microsoft, and IBM have used it to successfully create sustainable value for their operations. We will investigate the journey AI achievers went through and show best practices of how to create value with AI. We will introduce the major factors of AI value creation explained in various use cases across industries and functional areas, from sales and marketing to customer management and underwriting. We'll also introduce a classification of different types of AI value creation with detailed examples to help you identify potential AI use cases in your own business environment. By the end of the first part of this book, you'll have a good overview of how to approach the topic of AI value creation.



Part II: Overcoming Value Challenges

Although there is a clear potential to create value with AI and AI achievers have made it reality, many AI projects in enterprises and AI start‐ups fail to do so (Rayome 2019). It is the challenges on the way to AI value creation that many organisations are not aware of. The hurdles many organisations face are due to the subtle but crucial distinctions between AI's value creation elements and those of business intelligence or software development. Additionally, we explore how to evaluate the value of data, identify valuable data that can be applied to AI, create actionable insights, and ultimately turn those findings into a business opportunity. Although AI is typically seen as a way to generate business value for organisations, its successful adoption depends on the trust from all of its stakeholders and so we explore how to build it. The last hurdle to AI value creation is understanding how AI supports and makes decisions. Although we may assume that mastering the math behind an algorithm is enough to comprehend how it works, this is not the case. Managing AI's decision‐making is therefore critical to develop solutions that deliver sustainable value.



Part III: Enterprise Integration

You've done it: you've successfully implemented an AI project, and it's already creating value. But now the real challenge begins: how do you scale AI value creation across your organisation? How do you drive enterprise‐wide adoption and maximise the potential of your AI capabilities? And, most important, what do you need to do to ensure that your AI adoption efforts don't backfire? The answers to these questions will determine the success or failure of your AI initiative. Therefore we address the enterprise‐wide integration of AI, demonstrating how to craft an executable AI strategy that aligns with your business's overall strategy. Doing so will enable you to drive AI adoption at the leadership level, focus on the AI value areas within your organisation; plan for the necessary capabilities, budgets, and measures of success; and showcase the initiative's value contribution. Although it might seem obvious that AI projects should be managed, the appropriate steering of AI projects with the appropriate methodologies is often missing. To overcome their value creation challenges we discuss various development approaches related to AI projects, crucial project planning elements, and how to lead change to drive AI adoption within AI projects. Organisations that have achieved success with AI implementation understand the importance of cultivating an AI‐friendly culture. To foster an AI‐friendly environment, AI achievers have understood the depth of corporate culture and implemented tools to facilitate the right corporate values of experimentation, collaboration, and innovation. This has enabled them to unlock the potential of AI, scaled the technologies’ decision‐making capabilities across the enterprise, and maximised its benefits.



Part IV: Required Capabilities

Tackling AI value creation is a complex challenge, one that can only be overcome with the right capabilities in place. To enable AI value creation, organisations must have the necessary technology, data management, and, most important, the right talent. We therefore dive into the fundamental capabilities and elements of AI value creation. Understanding the technical capabilities required to build an AI pipeline that brings value to an organisation is essential. We explore the hardware and software requirements that are necessary to develop AI algorithms and to ensure the successful deployment of AI in the production environment. There is no AI at scale without data at scale. To realise value creation with AI, your data must be managed properly, and the right data storage and processes must be employed to develop and deploy AI algorithms. From an AI talent perspective, data scientists and data engineers may be crucial roles for successful AI initiatives, but the experience of AI achievers shows that a broader set of competencies and skills is necessary for value creation. We describe the tasks at hand, the required competencies and skills to fulfil, and the specifics of the roles that need to be defined for an AI initiative to be successful. Additionally, we address various organisational structures of the AI initiative to tackle the various challenges presented throughout the book.

Reading this book, you'll learn that there are many misconceptions about how to generate value with AI. We'll discuss the misconception that a large investment in AI is necessary to create value, that AI value creation is a purely technological issue, that an AI project should start with a business problem, and that complex algorithms are necessary to produce the best business results. We focus on the value creation we have experienced and seen and will not focus on the hype about AI's potential future risks or value creation potential. With a wealth of examples and use cases, this book will show you how to unlock immense value with AI. This book is also about giving you the skills to become an AI value creator regardless of the industry you are in, whether you work for someone or have your own company. (See Figure I.2.)

You don't have to do it alone; join the conversation with our authors on our website (www.aivaluesecrets.com), give us feedback, and access more content. Unlock your potential and become an AI value creator today.
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Figure I.2 Scan to Discover Exclusive Insights at www.aivaluesecrets.com








Part I
Value Creation Potential



As the excitement surrounding AI continues to grow, the question remains: what is the real potential of AI to create value? Although the overall answer may not always be clear, one thing is certain: few organisations, which we will refer to as AI achievers, have leveraged AI to create significant business value. Although there are some industry‐specific use cases that contribute to value creation with AI for all organisations, there are company‐specific best practices that drive AI business value creation.

By studying their AI journeys and mindsets, we can gain invaluable insight into the potential of AI, the best practices for leveraging it, and how to create sustained business value with it. In Part I of this book, we will uncover the primary factors to AI value creation, examine when it might be wise to buy AI solutions rather than building your own, and outline detailed examples of how to create business opportunities and reduce the risks in AI. We will also provide a classification of AI value creation types, which make it possible to identify the right AI use cases for any organisation.






1
The Journey of AI Achievers




In the coming years we will be limited not by technology but by imagination.

—John Leonard (CEO of Intellia Therapeutics)



As we look at the history of various organisations, we see that all evolved and adapted to new technologies over the years. But what sets apart the AI achievers is not their sole focus on AI, but rather their ability to incorporate AI into their tool set and drive sustainable value for their organisation. We will take a closer look at some of the AI achievers, including Amazon, John Deere, Chipotle, Commonwealth Bank of Australia, Coca‐Cola, IBM, Intel, Microsoft, and Google, among others. These organisations are examples of how innovative applications of AI can create value within and beyond the enterprise.

However, success did not happen overnight. Their AI journey, often spanning two decades or more, has been a marathon, which required not just time but dedication. But, it's not the total time invested that yields results at the end of their AI journey, it's the milestones they set along the way that have created value. The secret of their persistence seems to be their mindset. Similar to marathon runners, who visualise the finish line to fight the pain and discomfort on the way, AI achievers have a specific mindset to stay focussed on the long and winding journey ahead of them.

Although many manufacturing organisations have recently made significant investments in their AI capabilities, one particular industrial manufacturer stands out as an AI achiever: John Deere. With nearly two centuries of history, John Deere is recognised as one of the world's foremost industrial manufacturers. Today, they extensively integrate AI into their agricultural equipment and operations to the extent of providing AI‐driven services to farmers (Meffert and Swaminathan 2017).

It was 2013 when John Deere introduced a visionary approach to the future of agriculture, placing significant emphasis on cutting‐edge technologies such as AI. Their ‘Farm Forward’ vision showcased the concept of an autonomous farm, where machinery could be centrally controlled and managed. During a compelling demonstration, a farmer was portrayed monitoring data and supervising machinery from a home console, while AI made real‐time operational decisions (21 Century Equipment 2013). This demonstration effectively communicated the company's forward‐thinking vision. John Stone, senior vice president of the Intelligent Solutions Group (ISG) at John Deere, captures the future role of AI in farming, stating, ‘Farmers have long served as the primary “sensors” on their farms, relying heavily on visual observations. The appearance of the soil, the health of the plants indicated by their visual cues, the presence of pests—these visual elements play a crucial role in farming. The ongoing revolution in deep learning has opened up exciting possibilities to solve long‐standing problems that farmers have dreamt of solving for years. Computer vision systems and deep neural networks present a highly promising future for these technologies within the agricultural sector’ (Marr 2020).



The Finish Line

Running a marathon requires its participants to deal with challenging terrain, varying environmental conditions, and a constantly changing landscape. But how do marathon runners stay in the zone for more than four hours and make it to the end? Those successful in finishing the marathon keep track of their progress and stay focussed on the finish line (Samson et al. 2015). In the same way, the journey of our AI achievers shows that their success requires the focus on the state of the possible with AI. It is that unique perspective that will shape the business opportunities of AI and define what organisations are able to do with the technology.

However, what is the unique perspective AI achievers have in common, that enables them to truly tap into the technology's potential? Some of the AI achievers think about AI in the following way:


	Ginni Rometty, CEO and president of IBM, has articulated IBM's mindset towards AI: ‘Some people call this artificial intelligence, but the reality is this technology will enhance us. So instead of artificial intelligence, I think we'll augment our intelligence’ (Marr 2017b).

	Microsoft CEO Satya Nadella talks about the company's efforts to develop an AI ‘with human preferences and societal norms and you're not going to do that in a lab. You have to do that out in the world’ (O'Brien 2023).

	Elon Musk, CEO of SpaceX and Tesla, issued a stern warning about AI: ‘Robots will be able to do everything better than us. I have exposure to the most cutting edge AI, and I'm telling you, the future is worrying’ (Clifford 2017).



Drawing on the mindset of AI achievers and the experiences of organisations that have embraced AI, Sebastian Thrun, German innovator, entrepreneur, and computer scientist, summarises the shared vision of AI in the following way: ‘Nobody phrases it this way, but I think that artificial intelligence is almost a humanities discipline. It really is an attempt to understand human intelligence and human cognition’ (Marr 2017b).

In other words, AI achievers are those who embrace the idea that AI can augment humans to overcome their limitations. This collective belief in AI is propelling AI achievers closer to a new horison of business opportunities and keeping them on their AI marathon journey. This very belief forms the foundation that we share, and the core theme of this book is based on the augmentation of human potential through AI.



The Milestones

AI achievers had to overcome their fair share of obstacles on their long and rocky journey, but each milestone they achieved helped to spur them on to reach their ultimate goal. Furthermore, each milestone brought them significant value, new insights, and propelled them ever closer to their finish line.


Data‐Driven Decision‐Making

The first step of the journey, however, did not begin with AI for many AI achievers, but with an ambition to revolutionise their organisations with a data‐driven mindset. A data‐driven mindset is rooted in the application of data to improve the quality of human decision‐making. It involves collecting and analysing data to gain insights that can help guide decisions in a complex environment where intuition does not lead to good decisions.

John Deere has emerged as a shining example of an AI achiever, successfully integrating AI into its product portfolio. As a prominent and longstanding enterprise, the company's journey serves as a north star for others on the path to AI maturity. Established in 1837, John Deere holds a substantial revenue of approximately $52.57 billion in 2022 and employs a global workforce of about 75,000 individuals (Global Data 2022).

The path to AI maturity was not instantaneous for John Deere. They embarked on a progressive journey characterised by the first stage of data‐driven decision‐making. In the early 2000s, John Deere started its journey by investing in sensor technology and harnessing its data. As part of their precision agriculture initiatives, the company deployed sensors in farm fields and equipment, with the aim of collecting data to enhance farmers’ yields. Additionally, John Deere made strategic investments in GPS technology, starting in the mid‐1990s and culminating in the acquisition of NavCom, a GPS technology firm, in the late 1990s (Mergr 1999). This GPS system facilitated the tracking of harvesting equipment and tractor movement, resulting in reduced labor costs and increased convenience for farmers. By combining GPS location data with their sensor‐equipped harvesting equipment, John Deere gained valuable insights about grain quality, crop and seed types, and soil conditions (Horwitz 2020). These insights contributed to internal product development efforts and advisory services provided to farmers. For example, John Deere offered services to optimise crop health and nutrition, leading to enhanced agricultural productivity (Horwitz 2020; Marr 2020). Over the following decade, John Deere continued its journey of experimentation and data‐driven decision‐making, gradually realising the transformative power of data‐based insights.

Similarly Coca‐Cola has been taking measured strides on the same journey. Since its inception in 1886, Coca‐Cola has become the undisputed leader in the beverage industry, with more than 200 brands and various beverages, serving millions of customers in over 200 countries. Each day, Coca‐Cola's customers drink more than 2.2 billion servings of their products, creating a treasure trove of data that can be used to optimise production and distribution, as well as analyse sales and customer feedback (The Coca‐Cola Company 2023a).

Though it took some time, Coca‐Cola's journey from launch to creating value eventually paid off. At the 2013 Transforming Data with Intelligence (TDWI) Business Intelligence (BI) Executive Summit, Justin Honaman, former vice president of customer intelligence at bottling operation Coca‐Cola Refreshments, recounted a decade‐long battle the company had begun waging in 2003 to tackle the obstacles associated with collecting data across the different databases and software systems used by the company's bottlers (Burns 2013). But it was less a technical challenge than an organisational one, as Honaman pointed out, one that was worth taking on, especially since it enabled data‐driven decision‐making through the quick generation of sales reports, information about production output management, and helped to proactively resupply retailers to avoid out‐of‐stock situations, a problem that can have a 10% revenue impact on fast‐moving consumer goods companies (Andersen Consulting 1996).

In 2014, Coca‐Cola conducted an analysis of sensor data collected from 60 vending machines to examine the transaction patterns associated with these machines. The results of this project were highly impactful, resulting in a significant reduction in instances of stock‐outs and a notable increase in sales within the areas where the pilot was conducted. Specifically, transactions saw a remarkable increase of 15%, and the need for restocking visits was reduced by an impressive 18%. The success of this pilot project served as the foundation for the establishment of the vending analytics platform HIVERY. This platform has since been deployed across the company's vending machines in multiple countries, including Australia, New Zealand, and the United States (Prime 2021).

As more and more businesses are entering their AI journey, Coca‐Cola's and John Deere's stories serve as inspiring tales of success and resilience as well as where to start – with a data‐driven mindset. According to Harvard Business Review's 2012 survey, that first milestone of the AI journey has been shown to create value for many organisations. Data‐driven enterprises have outperformed their competitors by up to 6% in profitability and 5% in productivity (McAfee and Brynjolfsson 2012).



Supporting Human Decision‐Making

As organisations are gaining the means to live up to the challenge of becoming data‐driven, they are also overcoming a major obstacle to the next step of their journey: the application of AI.

By 2013, John Deere had embarked on several ambitious big data projects, showcasing their commitment to effectively harnessing data. They have state‐of‐the‐art data and technology platforms that enable them to process data and deploy AI at scale. For instance, a vast amount of data is telematically streamed from thousands of connected machines from about 100 locations in 30 countries where the company operates. All this raw data from agricultural machines and sensors flows into their cloud‐based enterprise data lake, and from there, it is transferred to their data factory. Here, the data is stored, curated, and made accessible to analytics and AI algorithms to generate valuable insights (Marr 2020).

Through the integration of data and AI, John Deere has reached a stage where their AI‐driven products actively support human decision‐making. Their online platform, www.myjohndeere.com, provides highly personalised AI‐driven recommendations to farmers based on weather data, soil conditions gathered from field sensors, and information about the seeds being used (Meffert and Swaminathan 2017). By analysing these data points, John Deere assists farmers in maximising their crop yields. However, John Deere's AI‐driven approach extends beyond yield optimisation. Through continuous equipment monitoring using sensors installed in vehicles, John Deere helps farmers reduce repair costs and extend the life span of their machinery through timely maintenance. The collected data is sent to a central data center, where AI algorithms convert it into valuable insights about their equipment maintenance requirements that farmers can access conveniently through the platform or the Farm Manager app on their smartphones or tablets (Horwitz 2020). Through its adoption of data and AI‐based services, John Deere, despite being a traditional manufacturing company, has evolved to a stage where it actively supports human decision‐making. This transformation aligns with the viewpoint expressed by Jeff Immelt, the former CEO of GE, who stated that every industrial company today is a software and analytics company (Rose 2015).

Coca‐Cola's next step in their journey was to leverage AI to support human decision‐making through insights from their vast amounts of data, especially social data. In 2017, Greg Chambers, global director of digital innovation at Coca‐Cola, declared, ‘AI is the foundation for everything we do. We create intelligent experiences. AI is the kernel that powers that experience’ (Brandon 2017). For example, the company used AI to gain customer targeting insights. With more than 105 million Facebook followers and 3.3 million followers on X (formerly Twitter), Coca‐Cola has a substantial fan base (Twitter 2023). By using image recognition to track when customers post images with the Coca‐Cola logo across these social media channels, the company can gain an understanding of the surrounding context. AI can recognise people along with Coke in posted images, and also enable Coca‐Cola to track the brands of its competitors. This insight helps Coca‐Cola better understand its target group and support human decision‐making in reaching those individual customers (Marr 2017a).

As most AI achievers today are in their journey stage in leveraging AI for supporting human decision‐making, recent research shows that AI's impact can be up to 30% of an organisation's revenue (Vohra et al. 2019), or 20% of earnings before interest and taxes (Chui et al. 2021), and 42% of organisations report that the ROI of their AI initiatives exceeded their expectations (Vohra et al. 2019).



Exceeding Human Decision‐Making Capabilities

The last milestone and finish line of the journey of our two AI achievers is an outcome of acknowledging human limitations and embracing AI's potential to exceed human capabilities.

Thanks to their early investments in data, coupled with a decade of experience in adopting relevant technologies such as GPS, John Deere has been able to take bold steps towards leveraging AI to surpass human capabilities, particularly in the realm of intelligent agricultural machinery and robotics.

In 2017, the company acquired Blue River Technology, a robotics start‐up based in California, followed by the acquisition of Bear Flag Robotics in 2021, both of which contribute to John Deere's AI strategy (Colodony 2017; Vincent 2017). These acquisitions have integrated unique AI capabilities into John Deere's AI initiatives, particularly in the development of autonomous‐driving technology. Merely a year later, John Deere proudly showcased their state‐of‐the‐art AI technology at the esteemed 2022 CES (Consumer Electronics Summit) in the US. The spotlight was on their flagship AI product, the autonomous and self‐driving tractor. This advanced machine is equipped with six pairs of cameras that possess the capability to detect obstacles in all directions and calculate distances. Images captured by these cameras are swiftly processed through AI algorithms, enabling pixel classification in a mere 100 milliseconds, thereby facilitating the tractor's movement (John Deere 2022a). The autonomous tractor continuously verifies its position relative to a geofence, ensuring precise operation within an inch of accuracy. Remarkably, farmers can control the tractor conveniently using their mobile phones.

Their unwavering dedication to embracing innovation, coupled with the utilisation of data and AI, has resulted in substantial value creation for their customers. This accomplishment has been recognised and appreciated not only by their customers but also by investors, resulting in a remarkable stock price premium in comparison to their competitors. From 2020 to 2023, John Deere's stock witnessed an impressive appreciation of about 200% (Google Finance 2023).

In a similar fashion as John Deere, Coca‐Cola made their next step by leveraging AI to overcome human limitations. In order to improve sales, the Coca‐Cola Company is taking their vending machines to the next level by incorporating AI's automated decision‐making, creating intelligent vending machines that can adjust their ‘mood’ to fit in any setting. For example, a vending machine placed in a gym would focus more on selling water and energy drinks than sugary beverages. These intelligent machines use customer data to further customise the products they advertise in a given area, while offering exclusive discounts and deals for the targeted audience (Chaturvedi 2021). But not just vending machines will become smarter with AI's capabilities. Even coolers will become smarter and take over some of the sales representative's tasks. Coolers will provide real‐time visibility and control to continuously manage stock levels to avoid out‐of‐stock situations. Furthermore, they can alert on price changes, provide information on competitor products and maintenance, as well as offer insight into customer traffic and purchase behaviour. This can help to identify intraday consumption patterns, giving businesses such as Coca‐Cola a competitive edge (Trax 2016).

Moreover, as one of the first organisations to appoint a head of generative AI, the company just recently appointed their head of generative AI and professionally applied this new technology to their advertising. They created an AI‐generated campaign that was able to show how AI, combined with human creativity and skills, can create something very new that is able to ‘bring the wow factor’ (Marr 2023). In their first AI‐generated advertisement in 2023, Coca‐Cola brings some of the world's most popular artifacts of art to life. On their journey of creative enablement, the company integrated generative AI capabilities into their free music‐making platform Coke Studio, where visitors are able to generate their own songs, music videos, and album covers (Marr 2023).

The potential of AI to exceed human decision‐making capabilities is a game‐changer for many organisations. It presents an enormous opportunity to create new business models, gain a competitive edge against rivals, and even forge new industries. One prominent example is Tesla, whose self‐driving car technology created a new market demand for this feature and inspired several other car manufacturers to pursue similar technology developments. For Tesla, this innovation resulted in $300 million in additional revenue as per Marketwatch in 2022 (Poletti 2023). Another example is Amazon, whose AI‐powered product recommendation system is estimated to generate 35% of its online sales revenue. Similarly, AI plays a critical role in Netflix's content recommendation system, influencing 75% of its viewers (McKinzie et al. 2013). However, particularly with the innovation of generative AI, AI has now ascended in an area that people have not been dreaming of and accomplishes tasks that were traditionally considered exclusive to human skills. From text and image generation to audio and video creation, AI has attained a new area of human capabilities, which opens up a new field of AI applications, such as creating media campaigns as in the example of Coca‐Cola (Marr 2023).






Radha Subramanyam, Chief Research and Analytics Officer at CBS Corporation


As the chief research and analytics officer at CBS Corporation and in my roles at Yahoo, Nielsen, and iHeartMedia, I've had the privilege of being part of the AI journey in the media industry. Media might not be the first thing that comes to mind when discussing AI, and I may not fit the conventional image of a data and AI leader either. Working in the highly creative field of TV, often stereotyped as more ‘art’ than science, has been a unique experience. However, I've found that data and AI hold immense value and is embraced by top‐tier creators and artists. I'm sharing my story and AI journey within the media industry.

The journey of media organisations began as early as the 1950s and took on greater urgency in the 1990s with the digitisation and collection of data. This marked the shift from analog to digital content creation, storage, and distribution, leading to the accumulation of vast amounts of digital data, including consumer data, but especially text, image, audio, and video data related to content. This foundational step was pivotal for the subsequent phase in the 2000s: content management and analytics. During this period, companies focussed on developing digital assets, and analytics became increasingly valuable, providing data‐driven insights for audience segmentation, content recommendations, and targeted advertising. Over the past decade, AI has been seamlessly integrated into the digital platforms of many content providers, enabling personalised content delivery through recommendation systems. Notably, in the last 12 months, the creative field has come into sharp focus with the advent of generative AI.

The various stages of the AI journey can be seen as points along a continuum, where the original approaches represent one end and generative AI, the most recent development, the other end. Our latest tools do not break with the past; rather, they exponentially scale and accelerate previous approaches. In the TV industry, performance data and market research data have been used for years to optimise our products – from creating characters to the overall storytelling. When I moved into AI, I used the technology's insights to complement our existing practices. We conducted extensive R&D and experimentation to determine if these newer approaches yielded meaningful results, adding value at each step of our journey. Equally important, we did not impose these new approaches on our stakeholders. We always kept our eyes on the finish line, which centered on people. Our journey was mostly smooth and characterised by trust and a focus on actionable insights, emphasising outcomes to make better television, not methodology or technology discussions.













2
Three Factors of AI Business Value Creation




And because the upsides are so obvious, it's particularly important to step back and ask ourselves, what are the possible downsides? … How do we get the benefits of this while mitigating the risk?

—Emily Bender (professor of computational linguistics at the University of Washington)



The interest in AI remains substantial due to its anticipated influence on value creation in the coming decade. According to PWC, the potential contribution of AI to the global economy could reach $15.7 trillion by 2030, fostering a 26.1% GDP enhancement for China and a 14.5% growth for North America (PwC 2017). This potential impact constitutes approximately 70% of the worldwide value creation of AI. Similarly, McKinsey has estimated an annual global impact of AI of $13 trillion by 2030 (McKinsey 2018b).

Particularly with the advent of cutting‐edge AI technology such as generative AI and its potential to influence workforce productivity, these forecasts might require adjustments. According to a study by McKinsey, generative AI could potentially add $2.6 to $4.4 trillion in value to the global economy alone (McKinsey 2023). However, these assessments often overlook the associated implementation costs and are contingent on the extent of AI adoption within corporations and government bodies, as well as their proficiency in deploying this new technology (McKinsey 2018b).

At an organisational level, AI's influence is evident in the accomplishments of various AI achievers who have effectively integrated AI into their operations. Research indicates that AI‐mature organisations attribute up to 30% of their revenue to AI (Vohra et al. 2019), or 20% of EBIT (Chui et al. 2021). Therefore, it is hardly surprising that numerous businesses are enthusiastic about drawing lessons from these AI achievers to emulate their successes.

In this chapter, we'll explore how AI can generate value for businesses of all sizes. We'll present compelling case studies that demonstrate how AI can be used to drive revenue, reduce costs, and create a significant business opportunity. However, we'll also explore the potential risks associated with AI and how to avoid falling into the trap of pursuing a use case that ultimately ends up draining resources and yielding little or no return on investment.



The AI Industry Use Case Approach

One of the most popular approaches AI practitioners have taken to answer the question of how to create business value with AI is to leverage potential industry use cases and emulate their business value generation (Davenport and Mittal 2023, 123–61).

Industry use cases usually describe various opportunities for the application of AI to activities that organisations within one industry have in common. For example, activities that could be supported by AI for manufacturing can relate to maintenance, industrial robots, and quality control to drive efficiency and effectiveness. Health care organisations can apply AI to support activities such as risk analytics, in‐patient care, and hospital management, and telecommunication providers could apply AI to customer and network analytics in order to remain competitive (Markets and Markets 2018).

Those use cases can serve as a good starting point and foster a conversation about the business application of AI: ‘When our competitors are doing it, why are we not doing it?’ Although industry use cases can create a sense of urgency and can spark interest in AI, the key challenge of the industry use case approach is the difficulty of replicating AI value creation achieved in one organisation across others.

The challenge becomes evident when we experience the AI readiness and distinctive AI capabilities of individual organisations. Although organisations within an industry might share the need for a specific AI use case, their capabilities to execute them might be very different. However, industry use cases published by various research institutes and consulting companies usually do not address which capabilities are needed to create value with them. To make that more visual, let us compare use cases to an iceberg. Although the visual outcome of a use case describes the tip of an iceberg above water, the capabilities that are required to execute it is everything below the surface. Let us consider an example of a company in the brewing industry that has recently employed AI. This decision was influenced by the notable investment made by a competitive organisation in the same area and a use case was selected from a use case catalog. However, it is worth noting that the rival company has accumulated over a decade of experience in working with AI, whereas our subject organisation is venturing into uncharted territory. The selected use case is connected to an industry‐wide activity within the sales domain and includes the optimisation of the actions of their sales team. However, the use case presents a tremendous challenge, involving the adoption of an AI solution by 2,500 sales representatives who possess no prior experience with AI. Additionally, our organisation lacks the necessary internal capabilities to construct a viable AI solution, as well as the essential reservoir of internal and external data and its management (data governance capabilities). Hence, it becomes evident that this particular use case may be better suited for organisations well‐versed in AI with the right capabilities, as opposed to those new to this domain.

Another challenge of AI value creation with industry use cases is related to their ability to create a competitive advantage. Years of experience drawn from AI achievers such as John Deere, Tesla, and Amazon make it clear: creating the highest business value with AI requires the development of AI use cases that create an advantage over industry competitors. It was management expert Michael Porter who pointed out that the competitive advantage for organisations come from discrete activities that are unique to an organisation and different from its competitors (Porter 1985). When AI provides the potential to improve the efficiency or effectiveness of discrete core operations that differentiate an organisation from others, it is able to create viable opportunities for a competitive advantage. Jeff Bezos, former CEO of Amazon, pointed out some examples for Amazon's targeted application of the technology to achieve that ‘machine learning drives our algorithms for demand forecasting, product search ranking, product and deals recommendations, merchandising placements, fraud detection, translations, and much more. Though less visible, much of the impact of machine learning will be of this type – quietly but meaningfully improving core operations’ (Soper 2017) Those operations enable Amazon to create a competitive advantage by being faster in delivery operations and create a higher customer satisfaction compared to other online retailers (Amazon 2023; Malik 2023).

However, industry use cases hold significance and offer value. Organisations not pursuing them might face a disadvantage against competitors. Furthermore, these use cases provide valuable direction, helping organisations pinpoint areas where building their own AI solutions might not be worthwhile, because the acquisition of an AI solution can be faster and simpler.



The AI Value Factor Approach

Identifying AI use cases with the potential to unlock a competitive advantage starts with an evaluation of their business value by focussing on value impact factors. The foundational principle for success is simple: the evaluation of AI use cases comes down to weighing potential future business opportunities against the risks that could diminish their potential. The conceptual formula shown in Figure 2.1 provides a simple way to assess the business value a use case might be able to provide.

The business opportunity offered by AI is one that can significantly affect a company's bottom line, from boosting revenue to reducing costs. However, a business opportunity is only an opportunity if it exceeds the costs to create it. Those AI‐related costs include the resources related to the technology, data management, and talent required to successfully build and maintain an AI solution.


[image: A value creation formula. A I Business value = A I Business Opportunity minus A I Risks.]

Figure 2.1 Value Creation Formula



Evaluating the risks of AI value creation requires an extensive view that incorporates multiple disciplines, from computer science and algorithmics, data science, law, and social sciences to organisational management, health and motivational psychology, and behavioural economics (Buckingham and Coffman 2005; Vreede et al. 2021). Those areas can be further deconstructed into various topics. For example, computer science risks involve topics such as AI security and algorithmic performance, whereas legal risks include the possibility of AI bias and discrimination, impact on human safety, as well as compliance with applicable regulations (Mikko et al. 2018).

Broadly, we can categorise all AI risks into two groups: feasibility and adoption. The evaluation of feasibility is required to ensure a successful AI implementation and the fulfillment of stakeholder expectations. Therefore various capabilities related to technology, data, and algorithmics must be taken into consideration. The second category of adoption is based on the costs incurred when stakeholders are not leveraging the benefits of an AI solution or not collaborating with the initiative in its creation. This can manifest in customers and employees rejecting or not utilising the technology to its fullest potential. Furthermore, it also includes the potential negative effects on an organisation's workforce that can arise from the introduction of AI into an organisation. Legal risks can be included in both categories. Although legal limitations can have a substantial impact on the feasibility of an AI solution, the potential to violate them adds to the adoption risk of AI. These legal constraints often pertain to specific industries and vary among countries.

In order to unlock the business value of AI, it is essential to consider the opportunities and risks associated with it. A comprehensive evaluation of a particular use case must therefore incorporate the three key factors: AI business opportunity, AI adoption risk, and AI feasibility risk (see Figure 2.2).

Creating sustainable value with AI, achievers have built a balanced portfolio of use cases that simultaneously reap the benefits of ‘low‐hanging fruits’ (low opportunity, low risk) but create passion for AI and trigger the imagination of stakeholders with visionary use cases (high opportunity, high risk). For instance, Alphabet Inc., the holding company of Google, has a subsidiary called Verily Life Sciences that focuses on using AI and advanced technologies to improve health care outcomes (Ram 2019). Verily has undertaken a high‐risk use case to develop a smart contact lens capable of measuring glucose levels in tears, which has the potential to revolutionise diabetes management. However, this visionary project entails cutting‐edge technology, substantial investment, and regulatory challenges. To drive value in the short term, Verily has also pursued low‐hanging fruit use cases that offer lower opportunities but also lower risks. For example, Verily has formed partnerships with health care providers to apply AI algorithms for analysing large datasets to detect diseases such as diabetic retinopathy and cardiovascular conditions at an early stage. These projects leverage Verily's AI capabilities to provide value‐added services to health care providers, generate revenue, and build valuable partnerships. By adopting a strategic portfolio approach that includes both visionary high‐risk use cases and low‐hanging fruit use cases, Alphabet's Verily Life Sciences demonstrates a strategic approach to driving innovation and value in the health care industry through AI technologies (Al‐Heeti 2019).
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Figure 2.2 Value Creation Factors





Evaluating AI's Business Opportunity

In today's world, AI has started to transform various industries, including health care, telecommunication, manufacturing, and finance. Companies are utilising AI to increase revenue, improve operational efficiency, and create value through better decision‐making. However, assessing the business opportunity of an AI use case seems to provide a challenge for many AI practitioners. Even more concerning, our experience has shown that AI initiatives often prioritise technological advancements or novelty over projects that genuinely affect the organisation's bottom line. In other words, the pursuit of AI for the sake of AI is still a common practice (Forbes Technology Council 2022; Gartner 2019a).

AI business opportunities arise out of the enhancement of critical performance indicators that have a direct or indirect effect on the bottom line, such as customer satisfaction, customer loyalty, or Net Promoter Score. Although focussing on secondary performance indicators may seem appealing, it is crucial to quantify their financial impact. Doing so not only aids in obtaining funding and organisational support for the AI project but also helps uncover shortcomings in the business opportunity of an AI use case.


Example: Customer Retention Opportunity for an Insurance Company

Let's explore how to evaluate the business opportunity of a fictitious customer retention use case. Various studies in the field of customer retention show that new customer acquisition is between 5 to 25 times more expensive than retaining an existing one (Gallo 2014). Therefore, if an enterprise can keep their existing customers, there can be a significant financial gain for the enterprise. For example, according to Bain & Company, increasing the customer retention rate by as little as 5% can have a dramatic effect on an enterprise's profits, boosting them by anywhere from 25% to 95% (Gillis 2021; Reichheld 2001).

Using AI to enhance customer retention in the insurance industry has been a popular use case for more than a decade (IBM 2010). Car insurance providers, in particular, have faced persistent challenges related to maintaining satisfactory customer retention rates. In 2019 and 2020, the sector's retention rate in the US stood at a mere 80%–83%, causing significant financial strain for insurance providers (OECD Statistics 2023; Super 2019). For instance, an exemplary insurance company with an 80% retention rate may lose up to $200 million in revenue annually from a pool of $1 billion in insurance premiums. To address this challenge, insurance companies have turned to AI‐driven customer retention initiatives to predict which customers are at risk of leaving and implement strategies to retain them. However, it is important to recognise that the magnitude of the problem does not necessarily equate to the business opportunity that can be unlocked through AI. AI algorithms in the car insurance industry exhibit impressive predictive capabilities. A study by the University of Groningen shows that AI algorithms can predict customers who will not renew their contracts with an accuracy of 80% or higher several weeks in advance (Spiteri and Azzopardi 2018). In other words, out of 10,000 customers predicted to leave (not renew), approximately 8,000 (80% accuracy) will indeed leave the following month. Considering that the average cost of car insurance in the US for full coverage is about $1,620 per year, this translates to a monthly revenue potential of $12.96 million, or approximately $156 million annually (Pope 2022).

However, while discussing the potential of AI to mitigate revenue loss, it is crucial to understand that the true business opportunity lies in taking action based on these predictions. What happens after the customers at risk of leaving have been identified? To fully capitalise on the business opportunity, it is necessary, after taking into account the customer costs, to explore the potential actions that insurance companies can take. In this scenario, the most likely response from the car insurance company would be to initiate outbound contact center phone calls to address potential customer churn. When a customer answers the call, they may engage in a conversation with an agent or terminate the call. It is important to note that most customers who answer the phone are unlikely to openly express their dissatisfaction, feeling rushed, or unwilling to discuss renewing their insurance contract. However, assuming that some customers are willing to discuss their contract, the contact center agent's next task is to resolve the customer's concerns. According to market research, the primary reasons for voluntary insurance churn are related to customer issues with the product or the price (Accenture 2014). Although adjusting pricing to address the issue is challenging due to regulations in the US, changing the customer's negative experience with the company's product can also prove difficult, especially considering that car insurance companies typically offer only one insurance product. Taking all these factors into account, the success rate of retaining a customer through call center calls could be as low as 2% (Kolmar 2023).

Translating this to our example, the situation becomes clear: if the AI project were to proceed, only 144 individuals out of the initial 10,000 would remain, resulting in a potential monthly avoided revenue loss of as low as $233,280 or $2.8 million annually, compared to the projected $200 million of the business problem. But this figure does not reflect the real business opportunity, because the associated costs need to be taken into account. For example, the expenses for damages settled by the insurance provider account for about 70% of the premium (Gerbis 2022). The contact center's outreach efforts to contact up to 8,000 people per month could accumulate to approximately $80,000 per month (assuming an average expense of $10 per call), thereby reducing the business opportunity to approximately –$120,000 annually (for the calculation, we refer to Table 2.1).



Table 2.1 AI Business Opportunity Calculation for Insurance Retention





	(A)Customers leaving every month
	$ 10,000



	(B)Customers accurately predicted to leave (80% of A)
	$ 8,000



	(C)Average revenue earned per customer – premium p.a.
	$ 1,620



	(D)Number of people who respond to the call – 30% (30% of B)
 (E)Number of people who are willing to talk – 30% (30% of D)
 (F)Customers who finally agree to renew – 20% (20% of E)
	$ 2,400
 $ 720
 $ 144



	(G)Monthly revenue loss avoided by AI (F * C)
	$233,280



	(H)Monthly expenses for damages settled (70% * G)
	−$163,296



	(I)Monthly call center costs – $10 on average per call (B * $10)
	−$ 80,000



	AI Business Opportunity per year*
 Total annual loss
	−$120,192





* Does not include costs related to AI project.


However, this calculation does not include the costs associated with the AI project related to data, technology, talent, and the risks related to AI adoption and feasibility. Furthermore, we have not considered the possibility of being slightly incorrect in our assumptions.

Although car insurance retention might not be a business opportunity in the US, it can still provide a business opportunity in other countries. In other countries, where pricing for insurance products is less regulated, leveraging a contact center to offer discounts to customers to win them back could still deliver a business opportunity. In conclusion, although the business problem is significant, AI will not be able to solve it and create a business opportunity if the insights it provides cannot lead to actions that drive a positive business outcome.




Evaluating AI's Feasibility Risk

Assessing the feasibility of an AI business opportunity is crucial for creating value. From a technical and algorithmic standpoint, the risk of feasibility is related to the management of AI's decision‐making capabilities, the availability of the required technology, the talent to use that technology effectively, and the data and its management needed to build that solution. From a project management perspective, we must also assess whether the project can realistically be accomplished within the given budget and time line (Bloch et al. 2012). Feasibility depends largely on the expectations established when defining the business opportunity. For example, augmenting human decision‐making with AI is typically more feasible than automating it (Cremer and Kasparov 2021).

Let us get back to the previously mentioned car insurance example. The business opportunity evaluation assumed that the AI algorithm could predict customer churn with 80% accuracy, 30% of customers would answer the phone, 30% would be willing to talk to a contact center agent, and 20% could be convinced to not cancel their policy. This was based on the assumption that AI could predict potential customer retention four to six weeks in advance, giving the contact center enough time to act on AI's recommendation. Yet, what happens if the algorithm can only reach an accuracy of 80% in predicting customer churn with a two‐week forecast horison? The contact center would have a much smaller time window to act before the customer officially cancels their policy, likely too late with only 20% of customers contacted being open to talk and almost no customers willing to renew. This renders the predictions less useful and increases the feasibility risk of the AI project, thereby not meeting the project's initial business opportunity expectations. Or what would happen if the call center outreach would cost $20 instead of $10? The objective is therefore to develop an end‐to‐end view of and processes for AI projects evaluating all possible risks for it.


Example: Evaluating AI's Feasibility Risk for Apple's Voice Assistant Siri

Let's explore another example to understand how AI feasibility affects AI value creation: the example of Apple's virtual assistant Siri. In October 2011, Apple executive Phil Schiller excitedly introduced Siri as the ‘intelligent assistant’ that would help its users ‘get things done just by asking’, anticipating the dawn of a new era in human‐machine interaction. Calling it ‘a dream technologists have teased us with for decades’, Schiller hailed the advancement of AI‐driven voice recognition and natural language user interface capabilities. And, indeed, Siri promised users could rely on it to schedule events and reminders, search the internet, pay bills, order rides, and much more. It had seemingly limitless opportunities revolutionising the way we interact with technology, transforming the way we work and live. Brian Chen, reporter for the technology magazine Wired, described Siri as ‘like having the unpaid intern of my dreams at my beck and call, organising my life for me’ (Chen 2011).

A decade after Siri's introduction, the verdict is largely in: what was promised as the world's first intelligent personal assistant was still far from that. When The Verge called Siri ‘largely half‐baked’ in 2017, it was clear that the dream of an assistant that could understand its users as if it were a real person had fallen short. Despite the progress made in being able to retrieve sports news and helping users know whether to bring an umbrella, the smart assistant was still frequently misunderstood in noisy environments and lacked the reliability to accurately interpret its owners’ questions (Gartenberg 2017; Vincent and Krales 2021). In the end, Schiller's bold promise that Siri would understand its users on a human level was a little bit too lofty a goal for the technology of the day. The expected potential for Apple's Siri was tremendously hyped when it was first introduced in the iPhone 4s, with its sales more than doubling those of its predecessor (Chen 2011). However, customer expectations couldn't be met because the virtual assistant's functionality was not up to the high bar that had been set. Despite some small improvements to Siri over the years, the assistant quickly lost attention in press conferences and reviews and was rarely even mentioned on the newest iPhone product websites.

However, the hype around the potential of virtual assistants led to the launch of several competitors including Samsung's S Voice, Google's Now (which later became Google Assistant in 2016), Microsoft's Cortana on Windows Phone in 2014, and eventually Amazon's Alexa. These competitors were able to catch up with and exceed Siri's capabilities and integrate voice recognition for tasks that could be realistically managed by AI. Amazon's Alexa, for instance, could be used to find the right song to play or set a reminder to take a cake out of the oven. This fruitful alignment of AI capabilities and customer expectations has proven to be a success because more than 25% of US households owned an Amazon Alexa speaker by 2020 (Vincent 2021). Although Amazon's devices are among the top‐selling items on its online platform, recent developments indicate that Alexa has encountered challenges in generating a consistent revenue stream. Although the devices are sold at cost, the plan to generate revenue through their use has supposedly not materialised. Apparently, the virtual AI assistant has not been widely adopted by spending money on Alexa's skills related services or purchasing products on Amazon's online platform without first seeing a picture of the product or reading reviews about it (Naughton 2022).

In conclusion, it is imperative to grasp the intricacies of the business model and consistently validate assumptions. In our experience, we have frequently observed an emphasis on the technical solution and heard phrases like ‘let's bring it to fruition; the world eagerly anticipates this feature’. Even though creating an AI solution presents a significant challenge, the real uphill battle often lies in its adoption. This is particularly true when users are required to alter their behaviour (such as transitioning from online browser shopping to voice‐activated shopping).




Evaluating AI's Adoption Risk

When assessing the possible value of an AI business opportunity, the adoption risk, which refers to the extent of stakeholder motivation in embracing an AI solution, is frequently disregarded. This oversight is particularly evident in the context of employees. A comprehensive survey conducted by McKinsey in 2019 revealed that 48% of leaders regarded employee resistance as the foremost risk associated with automation in any capacity (Gomez et al. 2019). Renowned Harvard professor Rosabeth Kanter describes ‘resistance to change manifests itself in many ways, from foot‐dragging and inertia to petty sabotage to outright rebellions’ (Kanter 2012). But what is the motivation that can reduce resistance and positively affect the future adoption of an AI solution? For example, an employee who is supposed to use an AI solution might be motivated through AI's impact on a reduced workload, a performance boost, a learning experience through the involvement in the AI project, a development towards a new skill set and even the promise of a future career advancement. However, an employee can be demotivated by the anticipation of job loss, an increase in micro management, the potential impact on their variable salary, or a decrease of perceived competence (Candelon 2022; Power 2018).

Previous research and the experience of many AI achievers indicate that the understanding of the motivation and the creation of value for all stakeholders might be the missing piece to AI value creation for many organisations (Chatterjee and Bhattacharjee 2020; Kar and Kushwaha 2021). To ensure successful adoption, AI achievers have taken a multi‐stakeholder approach and acknowledge the critical role of people in AI's design, operation, and use. Successful AI stories, such as those of John Deere, Google, and IBM, demonstrate that the key to successful AI adoption lies in ensuring that the objectives of all stakeholders – from enterprises (represented by their shareholders, board, and leadership) to employees and customers – are properly aligned, conflicts of interest avoided, and that its expected value creation is motivating for all parties involved. Although we will primarily focus on those three stakeholder groups, there are additional stakeholders, such as regulators, partners, third‐party providers, and more. (See Figure 2.3.)

Research shows that stakeholder value is determined by the expected stakeholder benefits and risks of an AI solution. Expected benefits are related to the anticipated outcome created in alignment with an employee's motivation, such as saving time, personal development, and increasing efficiency and salary (Kelley et al. 2023). A customer's benefits could be a better product or service experience, time savings, and reduced costs. An enterprise's benefit is usually related to the business opportunity and the impact on the organisation's bottom line. However, when stakeholders are required to expend effort designing and using the solution, the estimated stakeholder value will decrease, for example, the amount of information a customer has to provide to leverage the solution, the time an employee has to spend building or using the solution, or the money an organisation has to invest building it can reduce the value perception for its stakeholders (Kuhberger et al. 1999).


[image: A flow diagram depicts Core A I Stakeholders. It includes employees, customers, and enterprise.]

Figure 2.3 Core AI Stakeholders



However, when calculating stakeholder value, it is not just the direct costs that should be taken into consideration but also the associated risks. Although stakeholder costs are relatively straightforward to define and measure, assessing risks presents a different challenge. Research in behavioural economics has demonstrated that risks are often magnified, and their impact on decision‐making can outweigh the actual costs involved. For example, the risks associated with leveraging consumer data, for example, can lead to a negative perception of value among an organisation's customers, whereas the risk of being monitored and evaluated based on performance can affect an employee's assessment of value. An illustrative example is the announcement made by WhatsApp in January 2021, when they updated their privacy policy to allow the use of customer conversations for analytical and promotional purposes. This sparked a widespread backlash, prompting millions of users to seek alternative messaging apps such as Telegram and Signal. A survey conducted among 1,525 WhatsApp users in Mexico, Spain, South Africa, and the United Kingdom revealed that 25% expressed a desire to reduce their use of the application, with approximately a quarter of them following through on that intention (Griggio et al. 2022, 1–23).


Example: Employee Adoption Risk for a Pharmaceutical Company

Let us take a closer look at another example. An AI solution developed by a pharmaceutical company's AI initiative was intended to assist the media planning team in allocating budget in real time. It was projected that this could lead to a business opportunity with an increase in ROI of up to 200%. This could mean investing the same budget to reach 200% more media‐related sales, or reducing the media budget by 50% while maintaining the same outcome. The potential stakeholders involved in designing, operating, and taking advantage of the AI solution include the enterprise, the media planners and their management, and the customers of the enterprise. Although this AI solution would benefit the enterprise as a whole, each stakeholder might not see the same value. The media planner team is typically incentivised to increase media reach. However, targeting ROI improvement might reduce this performance indicator. Furthermore, the time and money saved through the AI solution could potentially decrease the media team's head count. Hence, the potential benefit of showing a higher return on investment in their campaigns might likely be overshadowed by the fear of their media budget being reduced or their team size being cut. The risk of such a costly outcome might be comparatively small, but the fear of it has the potential to significantly reduce the team's motivation to adopt and work with the AI solution.






Bibhuti Anand, CEO of Vitt.ai


As CEO of a start‐up company specialising in AI solutions, I have observed many organisations facing the dilemma: whether to develop their own AI solution or purchase one from a vendor. Building an in‐house solution often requires substantial investments and specific expertise, leading many organisations to opt for vendor solutions in hopes of reducing risks and expediting implementation. However, even when organisations choose to buy a solution, they frequently overlook critical factors, resulting in significant financial losses down the line. When selecting a vendor for AI implementation, organisations have to carefully consider three key success factors presented in this chapter: business opportunity, feasibility risk, and adoption risk.

The business opportunity has usually been shown before, is at least partially transferable from company to company, and can be validated by projects from previous customers using a vendor solution. Nevertheless, the feasibility and adoption risks still persist.

Although choosing an external AI solution usually reduces feasibility risks significantly, there are still many elements to consider. For instance, the integration framework provided by the vendor plays a crucial role, as a poorly designed architecture can lead to challenges in integration of an AI solution or lead to extensive operational costs. Evaluating the data flow from the AI solution, to the company environment, and to third‐party applications is necessary to ensure smooth integration with existing systems and to comply with legal constraints. For example the chosen deployment environment, such as a private or public cloud, significantly affects AI security and compliance. Additionally, evaluating the reliability and diversity of data is essential to create an accurate, unbiased, and reliable outcome.

However, in addition to feasibility, the adoption risk can still be the determining factor for success. Successful adoption often hinges on the involvement of key business stakeholders rather than solely relying on IT in choosing a vendor for a specific business problem. That approach can significantly improve the understanding of the full business problem, requirements, and barriers for value creation and the ownership of the outcome of the implementation of the solution. Eventually, it is the business owner who is creating value by using an AI solution.













3
Four Types of AI Value Creation




What all of us have to do is to make sure we are using AI in a way that is for the benefit of humanity, not to the detriment of humanity.

—Tim Cook (CEO of Apple)



Although the three‐factor approach presented in Chapter 2 can help to create clarity about the value creation potential of use cases, it lacks insight on where to find areas of AI application with high potential business value. Various perspectives have been used to classify areas of AI application in the past. From a technical perspective, AI can be seen in the form of chatbots and natural language processing, computer vision and image recognition, pattern recognition, and robotics. However, neural networks, random forests, and gradient boosting machines are some of the algorithms that have been used to create value analytically. From a business perspective, AI's use cases can range from network optimisation in the telecommunications sector to drug discovery and diagnostics in health care, to budget optimisation for media departments to lead generation for sales teams.

We have identified four distinct ways in which AI can create value: process optimisation, decision‐making augmentation, decision‐making automation, and AI products and services. By mastering these AI value creation types, businesses can develop a road map for sustainable value creation. Each type of AI value creation presents unique opportunities and also carries its own feasibility and adoption risks. It is critical to understand the nuances of each approach to ensure successful AI value creation for your specific use cases.



Process Optimisation

The fundamental building blocks of organisations are capabilities (e.g. skills, competencies, resources, and expertise) that eventually give rise to what are known as value chains (Porter 1985). A value chain is a sequence of activities involving the application of capabilities transforming inputs into valuable outputs. Although value chains provide a high‐level perspective on how value is delivered across an organisation, processes detail the specific steps and activities required to make that value a reality (Porter 1985). Process optimisation entails the discipline of adjusting a process to optimise its parameters, with the goals of minimising process costs or maximising process throughput, thereby increasing efficiency.

For example, the shipping process of an online retailer may include various steps with the activities of taking products off the warehouse shelf, packing them in cardboard boxes, and placing them on a truck for delivery. The goal is to maximise efficiency and throughput by completing this process as quickly as possible for each item. To increase efficiency, it is possible to plan the order in which products are retrieved from the shelf; this can be done by finding the fastest route from product to product and taking into account an individual's capacity for carrying multiple products of a certain weight. Additionally, when packing, a customer's products should be ideally placed in one box rather than multiple boxes. The last step in the process is the optimal truck loading, identifying the best combination of parcels to maximise the use of the truck's capacity.


Example: Optimising a Direct Mailing Process

Many companies are beginning to explore how AI can create value through process optimisation, including in the area of direct mailing. Although the direct mailing industry has seen a decline in mail volume over the last 15 years (from 215 billion pieces in 2006 to 128.9 billion in 2021), it remains an important customer touchpoint, with response rates significantly higher than digital mail (0.5% to 2% compared to 0.1%; Placek 2022). The telecommunications industry is still one of the most prominent users of direct mailing, spending millions of dollars each year on campaigns targeting potential customers to purchase communication and entertainment services and products (American Litho 2022). By leveraging AI, telecommunications companies can optimise their direct mailing process to maximise returns. AI‐driven algorithms can analyse customer data such as demographic and real estate information, location, and other factors to identify the most likely prospects for their products and services. This can help telecommunications companies target their campaigns more effectively and efficiently, ultimately leading to increased customer acquisition rates.

At the start, the telecommunications company as sender must select its target group based on key criteria. Once the target group is identified, an offer letter is sent out. Finally, the customer is prompted to respond to the offer either via an online or offline application for a product or service.

Let's look at the business opportunity that could be created on a yearly basis by optimising outreach campaigns using AI. To determine this, it's important to consider that the average response rate for a direct mailing campaign is about 1%. Customers are typically charged about $150 per household per month for a family of two to three people for their cell phone plans, which can vary based on provider, and the average profit margin of a telecommunications company is about 12.5% as of 2022 (Maverick 2022; Sheehy et al. 2020). The average cost for a direct mail contact is between $0.5 and $1.50, but we'll use $1 per letter for simplicity (Schulz and Shepard 2023). In this example the company is reaching out to about 1 million randomly selected potential customers with a cost of $1 per letter. An average yearly profit per household of $225 (12.5% of $150 over 12 months) is creating a total profit per campaign of $2,250,000. After subtracting the mailing costs of $1 million the net profit is $1,250,000 per campaign. If the company is running four campaigns a year, the annual net profit would be about $5 million.

From an optimisation standpoint, the direct mailing process involves two key parameters: the number of customers to whom letters are sent and who they get sent to. By leveraging the customer information gleaned from previous campaigns, AI can be used to calculate the likely response rate of customers based on demographic factors such as age, gender, and location. In sorting customers by their predicted probability of campaign response, businesses can strategically target those most likely to respond and thus generate the highest campaign profit. For example, if the telecommunications company reaches out to 1 million potential households and has an average profit of $225 per year, sending an offer to just 300,000 of those customers with the highest predicted response probability (of 3% instead of 1%) could generate $2,025,000 for the campaign. Even though the total profit earned would be $225,000 less, it would save $700,000 in direct mailing costs, resulting in a business opportunity/additional net profit of $475,000 per campaign or $1,900,000 if the company is running four of them per year. This strategy of minimising direct costs through AI‐driven decision‐making would increase the ROI from 125% to 575% for the outreach campaign. Table 3.1 shows the comparison of the traditional versus the AI‐driven campaign.



Table 3.1 AI‐Process Optimized Versus Traditional Campaign Comparison





	
	Condition
	Traditional Campaign
	AI‐Driven Campaign



	
	
	> Targeting whole population
	> Targeting sample with the highest response likelihood





	A
	Number of people contacted
	1 million
 (full population)
	300,000
 (sample of full population with highest response likelihood)



	B
	Number of people converted with response rate
	10,000
 (1% response rate)
	9,000
 (3% response
 rate)



	C
	Average profit earned per customer per year
	$225
	$225



	D
	Total profit earned
	$2,250,000
	$2,025,000



	E
	Total cost of letters sent ($1 per letter * A)
	$1,000,000
	$300,000



	F
	Net profit from the campaign (D – E)
	$1,250,000
	$1,725,000



	G
	ROI from the campaign – F/E * 100
	125%
	575%






AI's business opportunity is a direct outcome of the overall process costs and revenue impact and can be measured in terms of the change in contribution margin received through cost savings or revenue increase achieved through improved process efficiency – in this example, the mailing costs saved from the outreach campaign. The business opportunity stems from the ability to act on the result and to affect its outcome. The telecommunications company in the example of the direct mail effort was able to reduce the number of customers targeted and to find those best suited for their product offer. We can further break down the segmentation, targeting, and positioning process to add more parameters and enhance our ability to shape the result. For instance, we can optimise the message of the letters or decide on the best day or month to send them. A red letter might draw more attention than a blue one and a letter sent at the end of the month when people are anticipating their paycheck might be more effective than one sent at the beginning of the month when they just got paid.

AI adoption and feasibility risks are usually lower in use cases that are related to process optimisation. When there is a limited number of stakeholders or their responsibilities remain unaffected, the risk of rejecting a solution is low and optimising an existing process entails only increasing the overall efficiency of its activities, not the creation of a new one. Consequently, the benefits of AI applied to process optimisation can be accrued rather quickly. For example, when the telecommunication company needed to send a list of customers to its mailing agency, AI could be used to identify the ideal target population and optimise the response rate without affecting the tasks of the stakeholders involved. With AI, the response rate increased and the business value created was $1,900,000 – the size of the AI business opportunity minus the adoption and feasibility risk. Table 3.2 summarises the value‐driving factors for process optimization.



Table 3.2 Value‐Driving Factors for Process Optimisation





	AI Value Creation Type
	Value‐Driving Factors



	Business 
Opportunity
	Feasibility 
Risk
	Adoption 
Risk





	Process optimisation
	Business opportunity is usually connected to a process's total costs and revenue impact.
 Business opportunity is an outcome of the ability to take action on process outcome or ability to impact input.
 Business opportunity increases with disaggregation of the process and adding parameters to affect outcome.
	Feasibility risk is usually low if processes already exist and expectations are related to any improvement compared to the original process outcomes.
	Low risk for enterprise



	Low risk for employees in case of low process involvement



	Low risk for customers only if it reduces customer value through optimisation









Decision‐Making Augmentation

The second type of AI value creation focuses on the potential of AI to augment stakeholder decision‐making. AI aims to support stakeholder decision‐making through providing actionable insights. However, it does not autonomously make decisions. Examples of AI decision‐making augmentation include AI solutions that provide insights on valuable sales leads, estimations of customer lifetime value, and customer segmentation.

The AI business opportunity in decision‐making is born out of the technology's potential to surpass the limitations of human decision‐making capabilities. Psychology tells us that human decision‐making is a cognitive process that produces a course of action from among a set of possible options. However, research in the field of behavioural economics has demonstrated consistently that these decisions are often not rational, leading to missed opportunities and lost profits. As a Nobel Prize winner and one of the forefathers of the field of research in economics, Daniel Kahneman has long explored why people often make irrational economic decisions. He explains that the combination of cognitive biases, limits of attention, and the tendency to overestimate our expertise in areas where we lack knowledge can lead to poor judgement. In regard to the business world, Kahneman offered a critical assessment, saying, ‘You look at large enterprises that are supposed to be optimal, rational. And the amount of folly in the way these places are run … is actually fairly troubling’ (Boyd 2017). According to a recent study of 500 managers and executives 98% fail to apply best practices in their decision‐making (Larson 2018). It's time to face the facts: we may think we're using logic and expertise, but the reality is that we're often lying to ourselves. With the help of AI augmentation, we can unlock the potential for improved decision‐making and increased decision quality. By better understanding the ratio of good decisions to bad decisions, we can better gauge the quality of our decisions and determine whether we made the right call in hindsight.

Although AI decision‐making augmentation presents a tremendous opportunity, Gartner research vice president, Svetlana Sicular, warns that the confusion between AI and automation often overshadows the true power of AI augmentation: ‘AI augmentation is the greatest benefit, a combination of human and artificial intelligence where both complement each other – something that is too often overlooked in the face of calamitous warnings of job losses’ (Gartner 2017).


Example: Augmenting Credit Underwriting

AI‐augmented decision‐making is transforming the way credit card underwriting is done (Lee 2023). When a potential customer applies for a credit card, the credit card company usually requests a personal credit score from a credit agency. This score, calculated by the credit agency, is the result of a person's payment history and behaviour over many years. In the past, the underwriters from the credit card company focussed heavily on that credit score when making a decision about a potential customer's credit card application. However, this may not always be the best approach. For instance, a highly skilled technology manager with an income of $350,000 who just moved to the US can be denied a credit card or given a low credit limit due to the lack of credit history and therefore a low credit score. AI‐based tools, however, can go beyond this limited view of credit worthiness and analyse a wider range of information, leading to better decisions to accept a wider range of customers and therefore providing greater returns. AI's credit recommendation can augment the underwriter's information basis by providing further insights in addition to the usual credit score.

The business opportunity of decision‐making augmentation with AI is directly related to AI's ability to improve human decision‐making quality by providing actionable insights, which could be a risk score in case of underwriting. By taking advantage of a vast amount of custom data beyond credit score and income, AI solutions can realise a 20%–30% increase in approval rates, while also reducing risk (Zest AI 2022). Indeed, the use of AI in decision‐making has been found to reduce charge‐offs and defaults by 30%–40% compared to human‐only decision‐making (Zest AI 2022). The AI feasibility risk for AI decision augmentation is often data and business domain knowledge‐related. In the case of the underwriting example, AI feasibility risk is tightly linked to the availability of historical data. For instance, when forecasting credit default, there may be insufficient data to replace the current practice of using the credit score. In general, the information provided for through AI augmentation has to support the ability to take action in order to create a business opportunity. However, a big challenge of AI decision augmentation use cases is stakeholder adoption. Employees have to be willing to accept the AI solution's advice in order to realise business value, but this can only be done if the AI is trusted and stakeholder value is created. Without trust, the AI solution will not be adopted, and the potential value it could have created will remain unrealised.

The business opportunity for decision augmentation use cases is not always obvious, and the value creation is not as closely aligned with the opportunity as with process optimisation. Table 3.3 summarises the value‐driving factors for decision‐making augmentation.



Table 3.3 Value‐Driving Factors for Decision‐Making Augmentation





	AI Value Creation Type
	Value‐Driving Factors



	Business Opportunity
	Feasibility Risk
	Adoption Risk





	Decision‐making augmentation
	Improved decision‐making quality by providing prioritisation and insights on what actions to take
	Identifying and providing relevant data that are business opportunity predictors
 Identifying actionability
 Availability of historical data
	Low risk for the enterprise



	Medium risk for employees



	Relatively low customer risk; only if it reduces customer value






Additionally, the implementation of AI‐driven decision augmentation projects can come with higher feasibility and adoption risks. The business impact of such projects may be delayed, because it might take time for its stakeholders to develop familiarity with the AI's recommendations and to adopt new behaviours and actions accordingly.




Decision‐Making Automation

The automation of decision‐making with AI is extending the decision augmentation process by offering not only actionable insights but also taking action itself. Although AI automation is often seen as a way to save costs by substituting human decision‐making, its true potential lies in optimising it.

Although decision augmentation can improve the quality of human decision‐making, decision‐making automation with AI has the potential to increase decision yield and speed. Decision yield, or the success of a given decision when it is acted on, can be greatly improved through the use of AI. By providing clear instructions on what to optimise, AI can be capitalised on to increase efficiency, for example, providing the optimal discount to retain a telecommunication customer (Davenport et al. 2023). This can also lead to a business benefit because speed can be improved markedly; selling or purchasing stock or granting a customer's credit application faster, for example, can increase financial gains or reduce costs such as by swiftly shutting down low‐performing media campaigns. Ultimately, the rise in speed and drop in cost per decision enables businesses to leverage it to previously unviable arenas. Take, for instance, the ability to alert customers ahead of time and block any potential fraudulent credit card charges – an activity that would be impossible to achieve with human intervention.


Example: Automating Credit Underwriting

AI has revolutionised the underwriting process by not just augmenting human decision‐making but also by its potential of automating the process. A growing trend of software‐as‐a‐service solutions from companies such as Zest.ai, Upstart, Scienaptic AI, and Pagaya is creating significant business opportunities for organisations looking to take advantage of this technology from an automation perspective. The increased decision yield and speed enabled by the automation of underwriting with AI provides credit card companies with a unique opportunity. An increased customer satisfaction and a more competitive underwriting offer provides a unique business opportunity. Not only are credit card applications now approved within seconds, but AI also enables companies to provide a risk adjusted credit line or personalised product recommendations. Furthermore, this automation eliminates the bottleneck of having to hire additional underwriters to handle more credit card applications, making it easier than ever for companies to grow their business. The potential of automated decision‐making in the credit and lending industry is immense, and it goes beyond just replacing the manual process of underwriting. Cred.ai, Kabbage, Lending Club, On Deck, and others are leveraging the power of AI to unlock a new market segment, offering credit cards and loans to small businesses and consumers who would be rejected by established banks (Costa 2020; Erman 2015). The algorithms used by these companies draw conclusions from a broad range of data to evaluate risk and are very cost‐effective, enabling them not just to accept different clientele but also pass savings onto their customers.

Although decision augmentation can be considered a pre‐step to decision automation, they have a markedly different risk and opportunity profile. Not only do these use cases present the possibility to improve decision yield and speed on top of decision quality but also they could provide a lucrative business opportunity through the cost savings from replacing human decision‐making. The learnings from use cases in decision automation are that AI's business opportunity and value creation are usually not closely aligned because the business opportunity of AI automation seems to be creating a higher feasibility risk as well as higher adoption risk. Table 3.4 summarises the value‐driving factors for decision‐making automation.



Table 3.4 Value‐Driving Factors for Decision‐Making Automation





	AI Value Creation Type
	Value‐Driving Factors



	Business 
Opportunity
	Feasibility 
Risk
	Adoption 
Risk





	Decision‐making automation
	Business opportunity is an outcome of not just making higher quality decisions but also taking actions.
 Businesses can increase decision yield and speed compared to human decisions.
 Decision automation allows for disaggregation of decision‐making.
	Identifying and providing actionable decision options that have a direct impact on the outcome of a decision
 Increase of the risk of non‐responsible and generalisable decision‐making of AI
	High risk for enterprise related to AI's decision management



	High risk for employees because use case could affect their value negatively



	High customer risk related to responsible AI decision‐making and reduction of customer experience






The AI feasibility risk is highly related to identifying actionable decision options that have a clear business impact. In other words, the actions taken from AI must be able to improve the outcome of a decision. Although the risk of making a mistake with AI‐automated decisions is omnipresent and a general concern, it can be managed by monitoring AI's decision outcomes. For example, car driving support capabilities such as lane assist or adaptive cruise control have been embraced by consumers while self‐driving cars are still struggling with edge cases and unique situations in daily traffic in 2023 (Helmore 2022). Additionally, the risk of automation may be high for the employees leading to a lack of motivation to get involved with the AI initiative and adopt the final AI solution, because AI might take over their decision‐making. However, AI can liberate employees from repetitive tasks.




AI Products and Services

AI is creating tremendous business opportunities as a product, service, or feature. In economics, a product is defined as a combination of benefits derived from its attributes, and a service refers to activities that benefit a company without tangible products (Parry et al. 2011). By using AI to enhance the perceived benefits of a product or service, companies have the potential to increase its value, enabling them to charge a higher price. The automotive industry is witnessing the growing adoption of AI as a product attribute, exemplified by Tesla's autonomous driving feature. Studies have demonstrated that consumers are willing to pay an additional 24% for a vehicle equipped with this capability. Starting in 2022, Tesla's full self‐driving feature will be available for an extra $15,000 on cars priced between $50,000 and $150,000. This highlights the significant value AI can add to products, particularly in the automotive sector (Roth and Castro 2022). Essentially, AI has the capacity to enhance the perceived value of a product.

Expedia, a leading travel service giant with 168 million loyal customers, provides another example of an AI‐powered service. It offers online flight and hotel bookings, travel packages, and more to consumers worldwide and connects them to 50,000 B2B partners, 3 million hotels, and 500 airlines globally (Murthy 2023). In an interview, CTO/president of Expedia Product and Technology, Rathi Murthy, highlighted that Expedia's various AI products make approximately 600 billion decisions to deliver their services. For instance, one of their AI products assists customers in finding the optimal price to pay for a flight to a chosen destination and advises them on the best time to travel within their desired price range (Murthy 2023).


Example: Building an AI Product for Detecting Diabetic Retinopathy

Google Health's AI application for detecting diabetic retinopathy had the potential to revolutionise the health care industry. With an estimated 415 million patients at risk worldwide, diabetic retinopathy is the fastest‐growing cause of blindness, yet can be treated when diagnosed early (Peng 2016). To put the power of AI to the test, Google chose to launch its product in Thailand. The Thai Ministry of Health had set a goal of screening 60% of patients with diabetes, a seemingly impossible task given that only 200 retinal specialists served the country's 4.5 million patients. To bridge this gap, Google outfitted 11 clinics across the country with AI‐trained systems to detect the disease, replacing a system in which nurses take photos of patients’ eyes and send them off to specialists, a process that can take up to 10 weeks. But with 90% accuracy in a lab environment in less than 10 minutes, Google's AI solution had the potential to revolutionise the way the world diagnoses and treats diabetic retinopathy (Peng 2016).

But, when it was put into practice, the laboratory environment could not be replicated, leading to mixed results over time. In areas where the system was able to work well, it could be a great asset, but the varying quality of images and the presence or lack thereof of an internet connection posed real problems. Patients were being asked to travel to different clinics or, when that wasn't possible, to wait hours for their images to be processed. Nurses were even having to edit images by hand to make them acceptable for the AI solution. Despite the potential business opportunity, the AI solution proved to be rather disappointing. Hamid Tizhoosh, a medical researcher at the University of Waterloo in Canada, calls this ‘a crucial study for anybody interested in getting their hands dirty and actually implementing AI solutions in real‐world settings’ (Douglas 2020).

Despite AI's tremendous capabilities to create valuable product features and services, its feasibility and adoption risks are high. Michael Abramoff, an eye doctor and computer scientist at the University of Iowa Hospitals and Clinics, highlights and urges caution against hastily implemented solutions and the potential for negative reactions from those who have had a bad experience with AI in the health care field (Heaven 2020). Table 3.5 summarises the value‐driving factors for building AI products and services.

The value creation potential of AI products and services is a significant advantage over other types of AI value creation because it represents an opportunity for long‐term, monetary gains. Other types of value creation are mostly limited in their business opportunity, whereas AI‐driven customer value creation through a customer‐oriented product or service can provide a competitive differentiation, leading to increased market share or a price premium.



Table 3.5 Value‐Driving Factors for AI Products and Services





	AI Value Creation Type
	Value‐Driving Factors



	Business 
Opportunity
	Feasibility 
Risk
	Adoption 
Risk





	AI products and services
	Business opportunities are an outcome of the increase in customer value compared to competitive products and the customer's willingness to pay a price premium for it
	High risk of feasibility because real‐world application might not align with lab environment and unforeseen problems can significantly affect customer expectations
	High risk related to AI's ability to create customer value in real‐world environment



	Low risk for employees because AI mostly does not affect their operations



	High customer risk related to value creation and trust in AI's responsible decision‐making and its decision‐making quality






However, what use cases for AI products and services have proven is that their business opportunity and value creation are not easy to connect as an outcome of high feasibility and adoption risks.






Dr. Adam Bujak, CEO at KYP.ai


As the CEO of an AI company specialising in process mining and a former global head of intelligent automation at Capgemini, I have had the privilege of collaborating with numerous organisations in creating business opportunities through process optimisation. Allow me to share an exemplary story that I have encountered on multiple occasions.

Within a global business services organisation, a 47‐year‐old leader has successfully consolidated and optimised operations across various departments including finance, supply chain, human resources, marketing, information security, IT, and legal services in more than 55 different countries. With a strategic plan in place to not rehire retiring roles and effectively manage attrition cases, combined with ongoing improvement initiatives, the leader is confident in achieving the targeted 6% productivity improvement within the upcoming 12 months. However, the organisation faces complications due to the current economic turmoil. In response, the chief financial officer decides to raise the productivity improvement target from 6% to 14%. Recognising that their initial plans won't suffice to meet this new objective, the leader realises the need for a different approach.

Inspired by the concept of process optimisation, our leader sets a goal to analyse and optimise a subset of the 1,500 identified business processes that have been accumulated by the organisation over the past decade. However, on consultation with the team, it becomes apparent that manually analysing and identifying opportunities within these business processes would require an estimated 15 years to complete.

In response, the company's chief digital officer proposes a data‐driven approach, advocating for the adoption of a platform capable of capturing patterns for AI‐driven decision‐making. The head of process improvement within the organisation builds on this idea, suggesting and implementing a digital value stream mapping strategy on a large scale. This data‐driven approach not only reduces the effort required to identify potential process optimisation opportunities but also illuminates how to optimise them, thereby creating value optimisation opportunities that go beyond the targeted 14% productivity improvement.

This story exemplifies the daily challenges faced by shared services and global business services organisations. In the face of economic turmoil and ambitious targets, the key lies in making data‐driven decisions on a large scale. Informed decision‐making based on actual data and business cases becomes imperative in order to effectively navigate the economic pressures at hand.













Part II
Overcoming Value Challenges



Within the complexities of creating a business opportunity and mitigating the risks associated with AI adoption and feasibility, we start on a journey to explore the primary challenges of AI value creation. It is only by exploring the details, addressing, and comprehending the core of these value creation challenges that we can overcome them.

Among all of the potential challenges, we focus on some of the most prominent ones – challenges that have demonstrated their ability to significantly reduce the value of AI. We therefore discuss the unique elements of AI's value generation, the complexities of sourcing valuable data, approaches of generating actionable insights, the management of AI's decision‐making, and the delicate task of building trust among stakeholders.

We provide you with real‐world examples and practical use cases to demonstrate how these challenges can be overcome. Conquering these challenges is not merely about overcoming each individual obstacle; it's also about understanding the complex connection among them.






4
AI‐Centric Elements




By far, the greatest danger of artificial intelligence is that people conclude too early that they understand it.

—Eliezer Yudkowsky (decision theorist and computer scientist, Machine Intelligence Research Institute)



Regardless of the type of value creation discussed in Chapter 3 (process optimisation, augmented or automated decision‐making, or product and service creation), four essential elements must be taken into account when utilising AI to create value: business domain knowledge, algorithmic, data, and stakeholder motivation.



Business Domain Knowledge

In order to unlock the business opportunities unique to the application of AI, it's critical to come to a shared understanding of what constitutes business domain knowledge. As an economist, professor at Harvard Business School, and cofounder of the reputable consulting firm Monitor Group, Michael Porter has been credited with redefining the way in which companies and corporations think and act when it comes to their business strategies and operations. His work on strategic business development has demonstrated the existence of common strategies across industries and highlighted their potential to achieve a competitive advantage.

According to Porter, the goal of every business is to establish a competitive advantage by leveraging our knowledge of the distinctive components of designing, producing, marketing, delivering, and supporting a product or a service (Porter 1985). By fine‐tuning each of these areas, organisations can build a sustainable competitive edge and differentiate themselves from their competitors. Ultimately, this can result in better cost positioning and improved customer value (Porter 1998). That objective aligns with the categorisation of types of AI value creation described in the first part of this book. Whereas process optimisation, the augmentation or automation of decision‐making, can offer business opportunities mostly related to increased efficiency, AI‐driven product and service creation can enable business opportunities related to differentiation that is customer value focussed.


Constructing a Value Chain

As described by Porter, by breaking down an organisation into its strategic activities, a value chain can help companies better recognise existing or potential sources of differentiation in order to gain a competitive advantage (Porter 1985). The value chain is a collection of all activities with the intention to design, produce, market, deliver, and support a product, which are a reflection of an organisation's strategy, the underlying economics, and the activities themselves. The construction of a value chain is based on an organisation's activities in a particular industry.

However, an industry‐wide value chain might not provide a competitive advantage according to Porter. This is why an industry‐based use case approach for AI business opportunities has been found to be of limited value creation potential, as discussed in Part I of this book. Despite many organisations within an industry having similar value chains, each organisation's value chain is slightly different. For example, although the US retail giants Walmart and Target are competitors, the nuances of their respective value chains – from business strategy to product assortment to customer focus – illustrate the distinct paths each organisation has chosen to thrive. Walmart has taken a cost leadership approach, offering low‐cost products across a variety of categories to households of lower incomes. Target, however, has opted for a higher‐end shopping and service experience, offering a higher quality product assortment to its middle class target demographic. Although both organisations operate in the same industry, the areas in which AI can offer value are different.

A value chain is indicative of the total value an organisation creates, based on their primary and support activities. Primary activities, such as inbound and outbound logistics, operations, marketing and sales, and services, involve the physical creation and transfer of a product to the buyer. Meanwhile, support activities encompass the infrastructure, HR management, technology, and procurement functions of the organisation. By examining and understanding both types of activities, organisations can optimise their value chain and maximise the value of their product. After understanding the various activities that embody the value chain of an organisation, the next step is to assess if an organisation can effectively execute on it. To execute a value chain, an organisation must possess the necessary capabilities. A capability denotes an organisation's capacity to perform specific tasks, functions, or processes. They form vital components of business architecture because they articulate how an organisation's resources, processes, and technology synergise to deliver value. If an organisation lacks the capabilities necessary for a value chain, establishing those capabilities becomes imperative. The effort required varies from case to case; for instance, outsourcing a capability for a service provider might take just weeks, while building the ‘data governance’ capability for a century‐old established company poses a challenge.



Identifying Business Opportunities

Identifying and leveraging discrete value activities as building blocks of a company's value chain and to establish the needed capabilities is the key to successful AI value creation. Porter's approach of starting with a generic perspective and then subdividing activities into increasingly specific ones is particularly effective here. For example, if a factory is to be assessed, it would make sense to break down all activities until each machine is examined individually, because each could potentially bring its own value to the equation (Porter 1998). Every activity is the result of the cumulative value created from its deconstructed sub‐activities. For example, inbound logistics can be broken down into distinct activities: receiving, storing and disseminating inputs to the product, and activities such as material handling, warehousing, inventory control, and vehicle scheduling, as well as returns to suppliers (Porter 1998). Those sub‐activities can each be broken down further. Though it might seem simple in theory, practical situations frequently introduce further complexities. For instance, a value chain and the underlying processes often lack documentation because they have evolved over generations in legacy organisations. In such cases, gaining insight into the execution of these processes becomes a priority. Or if company growth has been driven by acquisitions, the execution of an enterprise value chain relies on diverse and unrelated technology stacks, leading to varying underlying value chains.

Each instance of breaking down value chain activities presents an opportunity to harness AI for decision‐making. In fact, it is the disaggregation of value chain activities that can be augmented or automated with AI that is creating a business opportunity. Put differently, the potential for AI in business lies in the number of repetitive decisions across the value chain that can be improved by its application. When a major pharmaceutical company recently sought to optimise their advertising, they turned to AI to maximise their ROI. They started by comparing the effectiveness of different media channels: social media versus print journals. Of course, the number of decisions and their variance increased as the activity was broken down further, enabling them to differentiate among four media categories, more than 20 different social media platforms and print journals, and countless campaigns and creatives. Each level of granularity provided more opportunities to make improvements, from adjusting campaigns to meet the needs of different customer groups to enhancing creatives. By carefully and thoughtfully deconstructing the activity, the company was able to increase the number of high‐quality decisions with AI that increased the company's media ROI to significant higher levels.

This example highlights that while replicating human‐centered business processes with AI can create value, deconstructing these activities may unlock even greater business potential. However, the augmentation or automation of a value chain through AI and the deconstruction of activities often brings forth the challenge of obtaining accessible data that accurately reflects the underlying processes. When a process lacks digital support and its data is unavailable, a significant risk emerges. This leaves you with two options: identifying processes that are already digitised and coming with available data or concentrating on digitising processes using the appropriate technology.

The perspective of value chains is critical because it provides the value creation link of sometimes seemingly independent activities. The degree of interconnectedness of value chain activities can either pose a barrier to unlocking value creation with AI or serve as the key to discovering new business opportunities. For instance, an increased investment in quality inspections during the production of a car may reduce the need for service efforts after sales in the field, or higher media and marketing expenses may result in lower spending on sales representatives.

Consider the AI project described in Chapter 3, in which a telecommunications company aimed to enhance the effectiveness of their direct mailing campaigns. Through the utilisation of data from previous campaigns, they developed an AI algorithm that significantly increased the response rate to their mailings. However, the impact of this improvement may be rendered meaningless if not accompanied by an understanding of downstream activities in the value chain. In the case of the telecommunications company, one such downstream activity involves assessing the creditworthiness of customers to determine their eligibility for the company's services. If the direct mailing campaign targets customers who are ultimately deemed ineligible for credit approval for a phone contract, the enhanced mailing response rate fails to generate value for the company.

This highlights the significance of a comprehensive value chain perspective and a holistic view of the underlying processes – often a missing piece. Even though the AI solution is adding value, other aspects of the value chain can inadvertently be overlooked. Consequently, it may appear that your AI project isn't creating value, but it's actually the absence of integration within the broader corporate context. This is a common occurrence, underscoring the need to always adopt an end‐to‐end/value chain approach because the potential for failure often lies in areas outside the AI solution.




Algorithmic

The algorithmic foundation of AI's machine learning is not new. Although the cornerstone of contemporary AI and its present‐day definition were established in the 1950s, through the pioneering work of visionaries such as Alan Turing and John McCarthy in the exploration of machines to mimic human cognitive functions, the history of its algorithmic foundation extends even further back (Anyoha 2017; Press 2022). In the domain of algorithmics, a strong connection exists between the algorithmics of statistics and the machine learning algorithms within AI. At the heart of both statistics and machine learning lie algorithmic principles that drive data analysis and pattern recognition. Although substantial common ground exists, it is pivotal to acknowledge significant differentiators that arise from the historical evolution and circumstances of each discipline.

In 1654, Blaise Pascal and Pierre de Fermat laid the groundwork for the field of algorithmics with their pioneering work in probability theory (Ore 1960), giving rise to the field of statistic, which has long been essential to fields such as economics, finance, pharmacological research, insurance, and manufacturing. Statistics is based on probability estimations and the inference of relationships from a smaller sample of data to make assumptions about the general population. For example, surveys of 3,000 people in the United States can be used to analyse their real estate purchase behaviour and to understand why people buy houses at different price levels, even though the survey represents a population of more than 300 million people.

Statistics‐driven analytics has long relied on robust theoretical backgrounds and business‐ and domain‐specific assumptions (hypotheses) to make sense of data that has never been readily available for an entire population and has proven to be costly to obtain. Statistical algorithms, while powerful, have been relatively simple to test and verify the assumptions made by researchers. By combining methodological rigor with theoretical foundations, the results of statistical algorithms can be used to validate outcomes and uncover statistically significant relationships between predictor variables and an outcome variable. One of the most commonly used algorithms in statistics is regression analysis.

Regression analysis could be a powerful tool, for example, to uncover the impact of age and income on a house purchase price and to predict future house prices. But it's important to consider that such statistical algorithms are based on certain methodological assumptions, such as linear relationships between predictor and outcome variables, and no correlations between predictor variables, which may not always hold true. For example, in the real world, as age increases, income usually increases, too, enabling people to purchase more expensive houses. Although age and income are not the only variables that can explain house prices, small sample data has required researchers to simplify their algorithms and select only a subset of predictors, accepting the limitations of that approach. During the statistical algorithm development process the relationships between variables must be formalised in mathematical equations. As such, the statistical algorithms must be founded on a theoretical basis, enabling the outcomes of the algorithm to be properly validated.

Statistics and machine learning are built on common mathematical and probabilistic foundations. They share concepts such as probability theory, linear algebra, optimisation, and calculus, which are essential for developing algorithms and models in both domains. However, since the new millennium, we've seen a revolution in technological advancements, upending the traditional notion of statistics and ushering in a new era of AI. Widespread data availability, cost‐effective data storage, and computing power offered by cloud providers have reduced the need for probabilistic statistical methods to make assumptions about entire populations. Instead, machine learning, as the core algorithmic component of AI, has gained greater relevance in today's data‐rich environment. Additionally, AI's machine learning algorithms, such as neural networks, decision trees, random forests, and gradient boosted machines, were able to overcome some of the problems of statistical algorithms, such as variable interactions and linearity assumptions. These algorithms enable far more complex decision‐making processes than humans are capable of, and they are able to uncover complex patterns in large datasets.

Although statistics is grounded in theory and employs assumptions to construct mathematical formulas, the complexity of AI's algorithms has posed a significant challenge in terms of validation by humans. Consequently, the focus shifted from theoretical validation to singular metrics, such as accuracy or area under the curve (AUC) scores. Although these metrics might assist in assessing an algorithm from a high‐level perspective, they mostly do not contribute to evaluating an algorithm's soundness in decision‐making. However, the constantly increasing volume of data and the evolving computational capabilities enable organisations to continuously improve their AI algorithms. This enables AI algorithms to adapt and learn from new data, optimising their decision‐making outcomes.



Data

Data is undoubtedly a critical component of any analytics endeavor, and when organisations set out to develop AI, data is often top of mind. However, Andrew Ng, a renowned AI visionary and the cofounder of Coursera and Google Brain, emphasises that one of the keys to success with AI lies not in data itself, but in the discipline of engineering the data needed to build a successful AI system. Unfortunately, due to a lack of insight into the data characteristics required for AI, its full potential is frequently left untapped (Kahn 2022). According to Andrew Ng, the understanding of AI's data requirements is essential in order to avoid ‘lots of, let's call them $1 million to $5 million projects […] that no one is really able to execute successfully’ (Brown 2022).

But how exactly can organisations leverage their data for AI? Organisations have to move beyond their understanding of data requirements for traditional business intelligence and adopt an AI‐centric perspective. The four major characteristics for AI‐centric data are its disaggregation level, immediacy, quality, and context specificity.

We already discussed that AI can unlock greater business opportunities by providing enhanced decision augmentation, offering insights into causes and actions to improve decision quality. We also discussed its potential to create a business opportunity by automating decision‐making at a much more granular level by identifying trends, disparities, and opportunities that might not be apparent when looking at aggregated data. For example, AI can make decisions on website design and its elements for each individual visitor optimising their user experience, rather than having a website manager define the design elements for target groups based on aggregated data. However, data must be available at the granularity level of AI's decision‐making.

AI‐centric data is also characterised by its immediacy: it must be available at the moment of decision‐making. Historic data is used to train algorithms and identify patterns that inform decisions, but new data must be present to make new ones. For instance, company sales representatives plan their routes and strategies on Sundays for the coming week. Having data about which stores will increase or decrease in sales volume over the next two to three weeks would assist them in prioritising their efforts. To accurately predict store sales volume, the algorithm might need access to the last two weeks of sales data, sales data from two years ago, external data such as the 10‐day weather forecast, or even recent sales team actions.

Another critical characteristic of AI‐centric data is its quality. According to Gartner, insufficient data quality exacts an annual average cost of roughly $12.9 million on enterprises and IBM's assessments reveal the overall consequences of subpar data quality at a staggering $3.1 trillion – or about 17% of the GDP of the United States in 2016 (Gartner 2021; Redman 2016). Low data quality affects many stakeholders such as decision‐makers, managers, knowledge workers, and data scientists, who have to address it in their everyday work. It is time‐consuming to correct and inconvenient to accommodate. However, although poor data quality might be only a nuisance for business intelligence, it diminishes business opportunities for AI because it significantly affects an AI's algorithms ability to learn patterns within low‐quality data. Unlike business intelligence AI is not able to compensate for low data quality through aggregation. With an increasing data volume, the challenge of poor data quality worsens. Hence, the emphasis on data quality's significance for the application of AI cannot be overstated.

The last characteristic of AI‐centric data is its context specificity, a requirement that has important implications for the ability to draw conclusions from it. Andrew Ng highlights an example from manufacturing for technical reasons with the need for custom AI algorithms being tailored to each individual factory's output: ‘In deep visual defect inspection, every factory makes something different. And so, every factory may need a custom AI algorithm that's trained on pictures’ (Brown 2022). However, context is not only determined by technical conditions; it can also be affected by business, legal, or political factors. Take, for instance, publicly available demographic data published by the census bureaus from various countries. Although there are many organisations that put trust in the accuracy of that data in the US, China's census bureau statistics has been questioned for potentially not being accurate and skewed by Beijing's ‘motive and means to fudge its statistics’ (Lowsen and Tiezzi 2022). Consequently, the utilisation of census data in AI algorithms may yield distinct effects on decision‐making in the US and China. Another illustrative example for the context specificity is coming from the application of AI for food inspection. AI‐driven vision systems are commonly employed to carry out this process and enhance food quality assessment. Due to variations in regulations in food quality across countries or the language displayed on packaging, AI solutions including AI hardware and software have to adjust to consider varying context information (B&R Industrial Automation 2023).



Stakeholder Motivation

Effective AI solutions necessitate expertise in a specific business domain, an understanding of unique data characteristics, focussed algorithmic approaches, and a profound comprehension of stakeholder motivations to navigate the challenges of AI adoption. Particularly, conflicts of interest among various stakeholders can pose a significant risk. The value perception of an AI solution is dependent on its ability to meet stakeholder needs and interests, and if there is potential for risk, stakeholders may be hesitant to embrace it. For instance, the debate surrounding the impact of AI on the job market has caused many employees to shy away from adopting AI in their work environment (Vasunandan and Annamalai 2023). If the motivation is to automate business processes through AI to reduce costs, this risk has to be addressed. Although some are concerned about the possibility of job loss resulting from AI automation, it is equally important to consider how AI might affect intrinsic work motivation. If AI augmentation or automation leads to the feeling of more external control or fewer social interactions, there may be less interest in adopting it (Kelley et al. 2023). Similarly, customers are cautious about AI technology due to concerns about AI discrimination and ethical implications of AI decision‐making. It is important to recognise that AI solutions differ from other software solutions and that successful AI adoption requires a deep understanding of stakeholder motivation and the ability to mitigate potential risks.

Decades of research in psychology have revealed that there are two primary forms of motivation: extrinsic and intrinsic (Deci et al. 1999). Both types of motivation play crucial roles in driving individuals to adopt AI solutions in their professional and personal lives (Choi 2020; Vreede et al. 2021). Intrinsic motivation refers to an individual's inherent drive to seek out challenges, novelty, and opportunities for growth, exploration, and learning. This behaviour is often self‐rewarding and personally fulfilling, meaning that it has a significant impact on an individual's self‐perception. There are three essential needs that can either bolster or hinder intrinsic motivation: autonomy, relatedness, and competence. When these fundamental needs are met, individuals tend to exhibit higher levels of engagement, performance, well‐being, and, ultimately, greater levels of motivation (Buckingham and Coffman 2005; Vreede et al. 2021).

To feel autonomous, rather than controlled, is a fundamental driver of human behaviour. It's the desire to determine one's own fate, to experience autonomy and freedom. But AI solutions can create a sense of being controlled and constrained in decision‐making by augmenting or automating it. For example, AI's data hunger has created concerns about the extensive use of personal data used for training of its algorithms or the use of AI causing misinformation (Haan 2023). On the flip side, AI can help to establish autonomy, provide clarity and control for complex decision‐making, and curate and offer insights essential for making sound business decisions.

The second fundamental motivation driving human behaviour is relatedness – the longing to feel connected to other people and groups. This need can be fulfilled through both physical and digital connections. Spending time together, being involved in one another's lives, and showing expressions of care are just some of the ways to nurture the need of relatedness. Especially with the recent development of generative AI, where AI showed that it is capable of taking over human conversations in for example call‐center interactions, there are fears that communication and collaboration will be diminished (Kelley et al. 2023). Yet AI also has the potential to foster relatedness in the area of robotics, where AI one day might help to alleviate loneliness and elevate mental health, suggests a research report from Auckland, Duke, and Cornell Universities. Although a real companion is certainly the best solution, an artificial one might be ‘a solution for the millions of isolated people who have no other solutions’ (Vahaba 2023).

The desire to acquire competence and bolster expertise is a fundamental need in the professional context – one that can have a profound impact on job motivation (Deci et al. 2017). With the rise of AI and its potential for augmented and automated decision‐making as well as AI's promise of improved business outcomes compared to its human counterpart, AI is affecting how people think about their own competence and has the potential to increase or diminish the feeling of competence. For example, AI can support the driver of a car with the ability to drive more safely or to eventually take over driving fully.

Extrinsic motivation, however, is often driven by rewards or punishments tied to payment, social status, seniority, or reputation. Fear of job loss, reduced income, and decreased power due to AI can be extrinsic inhibitors to collaborating with an AI initiative and cocreating and eventually adopting an AI solution.


Stakeholder Value Creation Through AI Solutions

Many AI initiatives focus on maximising the value derived from AI solutions by prioritising perceived usefulness and ease of use. Although the former can improve an organisation's performance, the latter is aimed at reducing employee resistance to adopting the technology (Krauth 2018; Scholkmann 2021). However, this approach overlooks the stakeholder motivation of employees or customers, which is the key factor in creating stakeholder interest in adopting an AI solution. To truly leverage the potential of AI, it is essential to harness its business opportunity for the organisation and the positive value it can bring to its customers and employees. The challenge, then, is to develop an AI solution that satisfies motivation requirements across all stakeholders involved. For example, partial automation of media campaigns via AI could present a high business opportunity. However, without careful consideration, it could undermine the intrinsic motivation of stakeholders, leading to feelings of low competence, reduced decision autonomy, decreased relatedness, and even the threat of job loss. A more effective solution could be to augment, rather than automate, media planners’ decision‐making, thus creating a positive business opportunity without compromising motivation. Furthermore, if the AI solution increases performance‐related income, it could create extrinsic motivation for adoption. However, value creation for all stakeholders might not always be possible and a conflict of interest is inevitable (e.g. reduction of labor costs) with clear consequences that have to be addressed before the project start.

This example may suggest that automation leads to reduced stakeholder value creation. However, that is not necessarily the case. In the insurance industry, underwriters have expressed concerns about the potential negative implications of automating and augmenting the underwriting process with AI (Intelligent Insurer 2023). Nonetheless, AI can be utilised to increase intrinsic and extrinsic motivation. For example, AI can automate the underwriting process for applications that do not carry any risk, freeing up human underwriters to focus on more complex cases that demand their experience and skills. This enables them to have greater autonomy over their time, more time to work with customers, and to interact with their peers on more challenging cases.

Despite the significance of stakeholder motivation, the ease of use of an AI solution is still crucial for its successful adoption. For instance, media planners are accustomed to receiving PowerPoint presentations with performance insights and actionable suggestions from media agencies. If an AI solution does not provide this guidance, the media planning team may be hesitant to use it because it increases the risk of mistakes. Therefore, it is crucial to ensure that stakeholders feel comfortable using an AI solution.



Stakeholder Value Creation Through Cocreation of AI Solutions

An AI project can be a source of motivation for stakeholders beyond just the value delivered by the AI solution itself. Intrinsic and extrinsic motivation can be derived from the project's success and the recognition it brings. For example, the reputation of AI as an innovative technology can enhance the reputation of stakeholders who are heavily involved in the project, providing them with career advancement opportunities and recognition for their contributions.

This can be achieved by assigning a stakeholder to an AI project, empowering them to ‘own and drive’ the concept with the support of the AI initiative, and subsequently ‘present’ it to other stakeholders. This instills a sense of pride and ownership, consequently enhancing the probability of success. For example, a workshop series to showcase AI's potential for value creation could be sponsored by a specific leadership stakeholder of an organisation. With the first workshop being a resounding success and setting the gold standard for executive‐level transformation tools, stakeholders who sponsored the event will get credit for its success and associate themselves with the project's forward‐thinking and innovative vision. Although project success may rest on one person's shoulders, intrinsic motivation can be shared among stakeholders. AI projects can facilitate knowledge sharing, bringing together valuable knowledge from different stakeholders and building competence in the field. By fostering a sense of relatedness through collaboration, stakeholders can gain competence and career autonomy, positioning them for future job opportunities. As the intrinsic and extrinsic value of the AI project increases, successful implementation and adoption of the AI solution become more likely.

An example of an effective approach to achieve is offering cross‐functional and cross‐hierarchical team‐based workshops that target specific areas of AI solution development. The ‘cross‐functional’ aspect is pivotal, because it integrates input from various points within the value stream, highlighting impacts on and by different stakeholders. Simultaneously, the cross‐hierarchical dimension provides insights into the day‐to‐day operations and challenges faced by teams on the ground, aiding leaders in understanding their perspectives. Conversely, frontline workers can glean insights and learn from the thought processes of their leaders.






Dr. Das Dasgupta, Chief Data Analytics and AI Officer at Saatchi & Saatchi


As the chief data analytics and AI officer at Saatchi & Saatchi, and with previous positions at Viacom and Amazon, my primary focus has always been the convergence of business, data, algorithms, and stakeholder motivation to create value through AI.

For me, every AI project begins with a business perspective. To identify where AI can benefit business operations, I always consider the dimensions of excellence outlined in Michael Treacy and Fred Wiersema's (1995) book, The Discipline of Market Leaders: Product Leadership, Operational Excellence, and Customer Intimacy, which closely aligns with the types of AI value creation discussed in this book. Viewing the world through this lens enables the identification of AI use cases. Some cases have already been proven, and others continue to evolve. For instance, companies such as UPS, FedEx, and Walmart focus on operational excellence and process optimisation, whereas companies such as Apple or Pfizer concentrate on product development and marketing. Meanwhile, companies such as Amazon, Netflix, and Meta's advertising arms focus on delivering unique customer experiences through recommendation engines powered by AI. However, the key to AI value creation for all these companies is not merely replicating human decision‐making but speeding up and enhancing decision‐making, especially at the individual customer level.

Subsequently, AI algorithms are connected to the various types of AI value creation. For instance, convolutional neural networks and graph neural networks drastically accelerate drug discovery and product creation. AI algorithms enable the ideation and launch of new products by exploring millions of product design combinations informed by engineering principles. Augmented and automated decision‐making leverages AI to predict when, how much, and how willing customers are to make purchases based on their behaviour in social media, app use, website interactions, and buying habits. Last, robotic process automation, aided by process‐mining tools like Skan.ai or Celonis, streamlines manual, repetitive tasks, reducing costs significantly.

The subsequent step is based on ‘data’. Frequently, people begin with the wrong question – ‘What do we do with all this data?’ I, however, always start with the business question – ‘What specific, measurable, actionable, relevant, and time‐bound problem would you like to solve or opportunity do you wish to explore?’ This approach ensures that the data's context, quality, availability, and timeliness align with the business's requirements. The business question then guides hypothesis generation, determining the data required for precise modeling exercises.

Stakeholder motivation plays a critical role in these exercises. The first question on stakeholders’ minds is, ‘What's in it for me?’ The optimal response is to align their business challenges with an AI solution by fostering a sense of ownership. Throughout my career, I have consistently empowered business stakeholders to ‘own’ their AI projects and present the business outcomes and findings in cross‐departmental meetings. This approach motivated them to collaborate, assist the AI initiative in obtaining what they needed, codesign and codevelop solutions, and ultimately celebrate the results.



AI‐Centric Elements in Advertising

Now, let's explore the role of AI in the media and advertising industry. AI has already revolutionised numerous processes within the advertising industry by providing a more efficient, quicker, and cost‐effective way of decision‐making. We can divide the advertising process into campaign development and live campaign phases involving market research, campaign strategy, script generation, creative development, media planning, and media flighting.

For instance, extensive research is conducted when planning a product launch campaign, including consumer surveys and online behaviour analysis, segmenting the audience according to their preferences. Targeting the right audience and crafting tailored messaging now rely on proven AI techniques such as unsupervised clustering methods, for example, hierarchical clustering or K‐means clustering of respondent data, supplemented by demographic, ethnographic, and psychographic data overlays.

Once the target audience is defined, the next step involves scripting a strategic message. Although advertising agencies traditionally rely on specialist copywriters for this task, contemporary generative AI tools such as ChatGPT can generate high‐quality scripts. When it's time to move from scripting to the creative design phase, AI solutions such as MidJourney can be used to create visuals, and vendors such as Monet Networks and Swayable can analyse the reactions of participants to those designs by reading their facial expressions, effectively predicting the impact of creative content on the target audience.

Allocating media budgets to the appropriate channels to reach the audience is another area where AI excels, employing AI optimisation to maximise key performance indicators such as awareness, consideration, propensity, and exposure while minimising costs. AI solutions such as EDO can predict campaign success by analysing internet search activity for a product within an hour of its TV airing. Similarly, various AdTech vendors offer alternative solutions, including iSpot, Neustar, Acxiom Analytic Partners, Nielsen, and others.

However, we've encountered various challenges related to data and stakeholder motivation. Securing the right data with high‐quality and contextual relevance for effective AI applications has proven to be a significant challenge. Even when we've identified relevant data within the organisation, the AI initiative often encounters hurdles in its acquisition. Moreover, it has become evident that data can be subject to inaccuracies in collection, manipulation, and misrepresentation. These obstacles are, to a large extent, intertwined with issues related to human motivation. Political sensitivities are an ever‐present concern, and unless stakeholders have trust in the AI initiative with their data, challenges arise right from the outset. We've often found it necessary to revisit our approach and proactively address motivational and data‐related obstacles to attain actionable insights for informed profitable decisions.













5
Collecting Valuable Data




Most of the time spent in school is devoted to the transmission of information and ways of obtaining it. Less time is devoted to the transmission of knowledge and ways of obtaining it (analytic thinking). Virtually no time is spent in transmitting understanding or ways of obtaining it (synthetic thinking). Furthermore, the distinction between data, information, and so on up to wisdom are seldom made in the educational process, leaving students unaware of their ignorance. They not only don't know, they don't know what they don't know.

—R. L. Ackoff (professor at the Wharton School, University of Pennsylvania)



In today's data‐rich business environment, sifting through the noise to identify relevant data is paramount because the financial burden of collecting data can be significant for an organisation. Data management costs, including third‐party sourcing, architecture, governance, and consumption, can account for up to 5% of a company's operating costs (Grande et al. 2020).

Especially when organisations start to scale the application of AI, the demand for AI‐centric, disaggregated data invariably increases, making data optimisation a key challenge for businesses. As organisations start to recognise the financial burden that data creates, they are responding by optimising their data life cycle management, including data sourcing, data governance, data infrastructure and storage, and even archiving and deleting data. AI achievers have learned the value of focus, often restricting the scope of data management to fewer than 50 reports and 2,000 variables (Grande et al. 2020). However, in order to focus on the most valuable data, it is essential to shift the perspective from data's statistical makeup to its functional characteristics.

Data's functional characteristics are directly related to its impact on AI's decision‐making. Data's functional properties are typically specific to each domain, bound tightly to the theoretical foundations that govern it. Take, for instance, behavioural economics: information about consumer attitude, satisfaction, emotions, and past behaviour is hugely helpful in predicting their future behaviour. Similarly, in the realm of medicine, knowledge of diagnostics and past patient behaviour can be incredibly useful in predicting medical outcomes, such as the future onset of a chronic condition. Its insights can help to avert the possibility of such events by prompting a shift in patient behaviour. As those examples illustrate, data's functional value and true power lies in its capacity to predict events and uncover causal relationships (Brown 2022).



A Data Value Framework

For decades, R. L. Ackoff has been lauded as a pioneering systems theorist, unifying the disparate disciplines of computer science, business, and philosophy. His groundbreaking work at the Wharton School of the University of Pennsylvania has provided insights into the functional nature of data providing a framework of how to identify valuable data (Ackoff 1989; Jennings 2020).

According to Ackoff, data, in and of itself, is of no value. It's unorganised and lacks context, making it difficult to interpret. However, when data is processed and shaped into a relevant form, it becomes information, which adds value to the perception of a subject and is the product of discrete, objective facts or observations. It's more compact and useful than data, though the difference between the two is not necessarily structural, but rather functional. In the field of analytics, the specific information available for all observations is referred to as a variable. For example, the age of a customer as a data point in a table with other customers is transformed into information.

Information is the building block of knowledge, which is the outcome of learning, from others or from experience. It is the know‐how that enables us to transform information into actionable instructions. Knowledge gives us the ability to answer the why and how‐to questions that enable us to increase efficiency. AI is often seen as a way to apply existing knowledge, rather than generate new knowledge. However, some AI systems are able to learn, adapt, and acquire knowledge. Although knowledge has a longer life span than information, it eventually becomes obsolete.

The highest level of Ackoff's hierarchy is wisdom. Wisdom is the highest form of content held in the human mind (see Figure 5.1). Each of these content categories builds on the one before it; for example, there can be no wisdom without understanding and no understanding without knowledge (Ackoff 1989). Wisdom and knowledge are both essential for creating business value, albeit in different ways. According to Ackoff, it requires knowledge and its understanding to increase efficiency, whereas wisdom entails the ability to increase effectiveness. Although wisdom is an outcome of knowledge, wisdom is not just the attainment of knowledge, but rather ‘a process in which an individual increases their ability and desire to satisfy their own needs and legitimate desires, as well as those of others’ (Ackoff 1989). In other words, wisdom is an increase in potential, not attainment.


[image: A pyramid. 1. Wisdom. 2. Knowledge and Understanding. 3. Information, 4. Data.]

Figure 5.1 From Data to Wisdom Pyramid

Source: Adapted from Ackoff 1989.



According to Ackoff, this is a key point to consider when looking at the capabilities of AI. AI is able to increase efficiency through knowledge and logic, but it lacks the ability to increase potential. This is why, for Ackoff, wisdom is something that machines cannot achieve. In relation to the types of value creation discussed in Part I of the book, knowledge is key to increasing the efficiency of processes, whereas wisdom can become of relevance for augmenting and automating decision‐making and especially for building products and services with AI. Tracing the journey from wisdom and knowledge to create a business opportunity and downwards to data reveals the underlying value of data, which is ultimately determined by its functional significance at the bottom of the hierarchy.



Putting a Value on Data

Data has the power to open up new business opportunities by, for example, improving decision‐making quality. Knowing how to utilise data to maximise AI's potential for producing more accurate decisions is essential for unlocking its full decision‐making opportunities. Here's what this could mean in an example. The financial stakes for credit card companies are high when it comes to underwriting credit card applications – a credit card debt of almost $1 trillion for all Americans was recorded in 2022. Yet, despite this, default rates remain relatively low, with only approximately 2% of cardholders defaulting annually (Schulz and Shepard 2023). But even a mild decrease in these defaults could make a profound difference to a credit card company's bottom line. With the average US account holder owing an average of $7,279 in credit card debt as of December 2022, a company with 1,000,000 customer accounts would lose $146 million each year just in defaulted payments, if we apply the mentioned 2% average on this simplified example and do not consider additional expenses (Schulz and Shepard 2023). By carefully evaluating the risk of potential customers during the credit card application process, a company can create a business opportunity by avoiding the risky ones. It's important to note that about 2% of cases fall into this category using standard practices. By employing AI solutions alongside customer data, a skilled underwriter can more effectively distinguish between risky and non‐risky customers. This could potentially lower the 2% rate to about 1.8%, resulting in an added contribution margin of $14.6 million. This represents a 10% reduction from the initial $146 million.

Inspired by the 2021 National Financial Capability Study that tracked over 20,000 Americans and their associated financial data points, we created the following fictitious and simplified example, in which about 17% of Americans reported difficulty paying off their credit card balances in full within the last 12 months (Lin et al. 2022). This information can serve as an indicator of which customers may be at risk for delinquency and potential default. With this knowledge, the underwriter can make more informed, higher‐quality decisions and reduce the risk of bad investments.

However, let us define a baseline scenario to be able to identify the value of data. If an underwriter would not have any data about an applicant, they had to accept a random subset of all applications. As it is a random subset, its distribution would represent the overall population with a 17% share of customers struggling to pay their credit card. Figure 5.2. shows those customers.

This scenario provides a valuable baseline for decision‐making and any improvement in decision quality has the potential to create a business opportunity. However, what would happen if we had information about the applicant and insights about customers with the same information?

Using information such as the age of credit card applicants, the underwriter can compare the applicant to existing customers. When breaking down the potential applicants by age, the data shows that 27% of those under 34 are unable to pay their credit cards off, compared to 17% of those between 35 and 64, and just 4% of those 65 and over. Figure 5.3. visualizes those customer segments.


[image: The text reads, 17 percent of all customers were not able to pay their credit card in full.]

Figure 5.2 All Potential Customers with Percentage Unable to Pay Credit Card in Full



Another piece of information the underwriter might be able to leverage about credit card applicants is their income. When breaking down the population by income, 22% of those with an income under $50k have difficulty making payments on time, compared to 13% of those between $50k and $300k and 15% of those making more than $300k. Figure 5.4. shows those customer segments.

Let's calculate the value of those individual data points. We know that of the 1,000,000 potential applicants who have been screened before applying standard screening methods, only 100,000 can be accepted. But of those 100,000, 2,000 of them carry a risk of $14.6 million in credit card defaults as per our example. How can we use data to identify which applicants are least likely to default? Leveraging age and income data to select applicants can dramatically reduce overall default risk. For example, by selecting only applicants 35 years and older or those with household incomes of over $50,000, the total default risk could be reduced by up to 25% or $3.65 million.


[image: A table represents the potential customers by age with percentage unable to pay credit card in full. Age 18 to 34: 27 percent. Age 35 to 64: 17 percent. Age 65 plus: 4 percent.]

Figure 5.3 Potential Customers by Age with Percentage Unable to Pay Credit Card in Full




[image: A table represents the potential customers by income with percentage unable to pay credit card in full. Income greater than 50k dollars: 22 percent. Income 50k to 300k dollars: 13 percent. Income less than 300k dollars: 15 percent.]

Figure 5.4 Potential Customers by Income with Percentage Unable to Pay Credit Card in Full



By joining both age and income information, underwriters can unlock further insights and discover groups of people who represent an even lower risk of default. As the data reveals, those aged 35 or older and earning $50,000 or more per year have a lower, in fact 11%, chance of not paying their credit card bills – a 36% decrease and $5.26 million in potential savings if we only focus on that group. Figure 5.5. shows those customer segments.

In this very basic exemplary demonstration we see the value of data playing out in improving the quality of decision‐making. Although that is a very simple example where we only focus on default risk, a decision tree–based AI algorithm is built on the same principle. The distinction between human and AI decision‐making can be found in their complexity. With access to more data beyond income and age, such as payment history or spending patterns, AI algorithms can make more complex and higher‐quality decisions, separating high‐ and low‐risk customers with greater accuracy.


[image: A table represents the potential customers by age cross income with percentage unable to pay credit card in full.]

Figure 5.5 Potential Customers by Age × Income with Percentage Unable to Pay Credit Card in Full





Identifying the Right Data

How do we identify the correct data to capitalise on business opportunities? Ackoff's framework helps guide us on that path, which provides a visual illustration of the process of getting from business opportunity to the data it requires to be created (Ackoff 1989). The flow chart in Figure 5.6 helps to connect the dots between data and business outcome.


[image: The four blocks represents the pathways. Business outcome to reason denotes the question why. Reason to information denotes the questions who, what, when, and where. Information to data denotes the questions What Level of Disaggregation.]

Figure 5.6 Working Backwards from Business Outcome to Data




Business Outcome

First, we need to select the business outcome. This can be revenue generation or cost reduction, as well as indicators that affect those, such as customer loyalty, operational efficiency, or others. In a specific context such as default risk, from our previous example, we are trying to reduce costs by decreasing default of potential customers.



Reasoning for a Business Outcome

Second, it is imperative to understand why a specific outcome is occurring. In the customer default risk example, the challenge is in understanding why certain customers have difficulty handling credit and struggle to pay off their credit card debt while others easily do so. Extending research in the functional field of payment behaviour offers valuable insight into the multiple causes that can explain why some people are at a higher risk of not paying off their credit card debt when compared to others. Financial education, lifestyle, sociological background, attitudes towards debt and credit card use, income situation, net worth and financial ability, as well as life events can all play a role in forming an individual's financial decision‐making process with impact on default risk (Fernando and Khartit 2022). Let us focus on two of the reasons behind the challenges of credit card decision‐making: financial literacy and financial ability. Both just serve as an example to explain the subsequent steps of the framework.



Information That Is Connected to Reasoning

Financial literacy is defined as the competence ‘to understand and effectively use various financial skills, including personal financial management, budgeting, and investing’ (Fernando and Khartit 2022). With the help of the 2021 National Financial Capability Study data we can see if the reason is valid (Lin et al. 2022). According to their data, those with a lower financial literacy rate have a higher chance of not being able to pay their credit card bills (23%) compared to those who consider themselves financially literate (14%). Although having an insight into the financial literacy of credit applicants would be beneficial for improving decision quality, the task of objectively assessing it during the credit card application process is challenging.

However, by asking who, what, where, and when questions, we can gain insight into potential applicants who may possess a low/high financial literacy. For example, we might find that financial literacy is correlated with age – younger applicants are typically less experienced with financials, and thus show more irresponsible purchase behaviour. This was confirmed by research that showed that age is indeed related to financial literacy, and that younger people consider themselves less financially literate than their older counterparts (Citizen Tribune 2023). In addition, we can ask when there is a time of less financially literate/more impulsive purchase behaviour. Research has suggested that irresponsible spending patterns are often seen during the Christmas season, when people tend to spend more money than usual (Accenture 2022). We could make further assumptions about where people with lower financial literacy live. In comparison to the reasoning of financial illiteracy, which cannot be directly assessed during the credit card application process, the information leading to it might be possible to consider.

The second reason we are considering as a contributor to credit card default risk is a consumer's inability to pay credit card bills or the ability to cover day‐to‐day needs and still have money left over at the end of the month. Based on the 2021 National Financial Capability Study data, the risk of not being able to always pay credit card bills was 23% for individuals who never or sometimes have money left over at the end of the month, compared to 9% for those who always have money left over. This suggests that financial ability might be a crucial factor for credit card issuers to consider when assessing applications. However, it is hard to directly determine an applicant's financial capability during the credit card application process. However, a person's income can be indicative of a person's financial capability. Knowing that a minimum income level is necessary to cover living costs, it is possible to collect information about an applicant's yearly household income and overall living expenses. People with lower incomes and higher living expenses might be more likely to experience shortages at the end of the month. Assessing where people live (e.g. New York or San Francisco, where living expenses are higher) or what job they have might gain further insights into the future financial situation of a potential credit card holder.



Data/Level of Information Disaggregation

Eventually, the level of data aggregation for understanding the reasoning behind the individual credit card applicants is at the individual level. We will require information about every applicant at the time of application to apply AI for the purpose of predicting an applicant's default risk probability.




Defining the Value of a Data Portfolio

Data is often described as an asset with economic value for organisations, but its true worth is difficult to define. Accounting approaches such as the market approach, with‐and‐without method, and cost approach have been suggested as ways to put a hypothetical price tag on data. The market approach uses data transactions to evaluate its monetary value, the with‐and‐without method estimates the value of data by quantifying its impact on cash flows if they need to be replaced, and the cost approach considers the cost of replacing data as an indicator of its value (Deloitte 2020).

However, the traditional approaches to data valuation have lacked an understanding of how data can affect an organisation's business outcomes. Moreover, it has been difficult to recognise value differences of individual data assets in the existing data portfolio, making it hard to shape. The capability to assess value of data at different data aggregation levels of the data portfolio enables organisations to increase their return on investment, a measure that is known as return on data assets (RODA) (Nakai 2022). The RODA concept enables organisations to analyse how efficiently they are using their data assets for business purposes. A higher RODA indicates that the organisation is utilising their data assets more effectively.

The fundamental formula for RODA is simple (see Figure 5.7).

By breaking down the equation into income driven by data assets divided by the cost to create and maintain them, it forces a focus on both maximising the business value of data assets and finding the most cost‐effective way to create, maintain, and secure them. The RODA formula can be a powerful tool for AI and data initiatives. CDOs can use the RODA formula to compare domain‐specific data assets across the organisation and uncover new ways to maximise the return on their data investments. At the micro level, the RODA framework acts as a practical tool to help prioritise project‐specific data assets. Although high RODA values can help to allocate resources for data governance towards data assets, low RODA values on data assets can provide an indicator to decommission them. On the macro level, it gives valuable information to allocate capital more strategically and provides insights needed to make data‐related technology decisions that improve the corresponding return on investment.


[image: The Return on Data Assets formula. Income from Data Assets over Costs to Create and Maintain Data Assets.]

Figure 5.7 RODA Formula








Karan Dhawal, Enterprise Data and Transformation Strategy Leader at ZS Consulting


As the enterprise data and transformation strategy leader at ZS Consulting, I have collaborated with numerous organisations to unlock the value of their data portfolios. Understanding the significance of data and how to leverage it effectively is crucial in driving companies towards the development of internal or external data products that can lead to revenue generation through various business models.

Based on my personal experience, I have observed that data value comes from data products. A compelling example of this comes from my passion for the Milwaukee Bucks, a basketball team in Wisconsin. They launched a unique service called Bucks Pass, a highly personalised data product. Using customer 360 data, seat availability, demand forecasts, and profitability as input variables, they crafted a subscription offering called the Bucks Spring Pass, covering 10 regular season games. The catch was that seat assignments changed for each matchup, depending on availability. This innovative approach proved to be a win‐win for both the Milwaukee Bucks franchise and the fans. For fans, getting 10 games for $200 was 120% cheaper than before, and the franchise saw a substantial improvement in game attendance, averaging over 62,000 more attendees per year compared to the previous five years (excluding COVID‐19 years), with an average of more than 720,000 attendees per year.

Highly data‐driven organisations achieve this through a foundational process of data valuation. They consolidate information across the enterprise and business lines, diligently tracking the decisions being made, their types, and the decision‐makers involved. By meticulously documenting key business processes and the underlying data that supports them, these companies establish visible data value chains, highlighting the essential data elements that enhance their business processes. These identified data elements then become potential candidates for data monetisation. The data monetisation process relies on insights derived from the relationships between key business questions, outcomes, processes, and the available key data, all contributing to the decision‐making along the data value chain.












6
Creating Actionable Insights




The goal is to turn data into information and information into insight.

—Carly Fiorina (former CEO of HP)



Years of experience in data‐driven decision‐making have made it clear to us that simply pursuing a data‐driven approach will not lead to business opportunity creation. Despite today's technology offering numerous ways to leverage data for business operations, and the promise of consultancies, data, and analytics initiatives to deliver insights that bolster the bottom line, only 26% of organisations have experienced success (Bean 2022). But what is the key to success?

Crafting ‘actionable insights’ from data holds the key to business opportunity creation. Although the phrase actionable insights has become popular, its application to guide the design and development of analytics and AI solutions is not widely adopted. Despite AI practitioners often prioritising metrics such as accuracy, recall, precision, sensitivity, and specificity to optimise algorithms, the aspect of actionability is typically overlooked in their evaluation (for an overview of commonly used evaluation metrics; see Blagec et al. 2019).

However, what are effective examples of actionable insights? In the marketing arena, they could assist in determining a budget allocation, selecting a creative campaign, or setting a product's price – each aimed at driving sales. In the context of customer relationship management, actionable insights might involve assigning a customer success manager, presenting a warranty or loyalty offer, or providing discounts – all with the goal of ensuring customer retention and proactively preventing attrition. In quality management, this could entail identifying defective products. Ultimately, actionable insights play a role in guiding decision‐making throughout value chains, and these insights can be translated directly into actions that yield tangible impacts on business outcomes.

Let's explore how AI can be used to facilitate actions to achieve tangible business results. AI offers two distinct strategies to inform actions: output‐based selection and output adaptation. However, AI goes beyond providing insights; it can also take actions that lead to the desired business outcome. In this chapter, we will investigate the details of how to connect actionable insights with actions using these different strategies: output‐based selection, output adaptation, and AI taking action.



Actionability Through Output‐Based Selection

Output‐based selection is an approach that utilises AI‐generated prediction outputs to make informed choices from a set of options. By employing this strategy, businesses can strategically prioritise certain choices, such as choosing high‐revenue customers over low‐revenue ones or prioritising low‐cost customers over high‐cost ones out of a pool of potential customers, thus influencing a business outcome.

Although the objective of AI in this case is to provide insights that can influence actions, it is essential to ensure that the actions have an impact on the desired business outcome. For instance, in the example of insurance retention highlighted in Chapter 2, we demonstrated that it is possible to accurately predict potentially churning car insurance customers out of the whole customer pool. Unfortunately, the actions we discussed might not prevent them from leaving and can therefore not create a business opportunity. However, a project predicting potential customers that are at risk of canceling a contract with a telecommunications provider might be able to create a business opportunity because the offer of discounts or additional services are actions that have an impact on customer loyalty (Rudin 2020).

However, even if there are actions that can influence a business outcome it is important to make sure that the insights delivered by AI enable an organisation to take those actions. Let us demonstrate using the retention example from the telecommunications industry. For a major telecommunications provider, the objective of a retention project was to identify and target customers with a high likelihood of attrition in order to proactively retain them. The key challenge was to define the output variable: what constitutes customer attrition and how can it be measured? Initially, customer attrition was defined as the cancellation of their contract. However, it became evident that this definition was not actionable. By the time a customer cancels their contract, they have typically already taken advantage of an offer from another telecommunications company. The chances of winning them back at this point are very low and leave the organisation with no further actions to take. Therefore, a more refined definition of customer attrition was needed. It was found that customer attrition should be defined as when a customer is actively considering changing their telecommunications provider and may be contemplating canceling their contract. Identifying this critical moment enabled the telecommunications company to take proactive actions and influence the customer's decision. As a result, the refined definition of attrition became ‘Attrition is when customers are actively considering changing their telecommunications provider’.

Output‐based selection is a powerful strategy to create actionable insights with AI, yet it is only effective if you have a sufficient number of choices, for example, if a credit card company can choose low‐risk customers out of a pool of many credit card applicants. But what if you don't want to make a selection – or you can't?



Actionability Through Output Adaptation

When the selection of observations based on a predicted output/insight is not feasible, it may be necessary to adjust the output itself. To properly weigh the possible impact of various actions on a given output, AI can be a powerful tool. The difference to output‐based selection is that with this strategy of input adaptation it is possible to assess actions based on the extent of their impact on the business outcome, for example, AI can help to select the most profitable actions by comparing potential returns to their associated costs.

Let's consider our example of a credit card company with 1,000,000 customers. The standard action for a credit card company in situations when existing customers might have a risk of default is to reduce the customer's credit line in order to protect the company's financial interests (Thanawala 2023). However, are there other actions that can be taken to mitigate the risk of default? For instance, could we proactively address a customer's risk of default? In Chapter 5, we examined various reasons that contribute to a credit card holder's struggles to pay off the balance of a credit card and eventual default. Those reasons included financial education, lifestyle, sociological background, attitudes towards debt and credit card use, income situation, net worth, financial ability, and life events (Fernando and Khartit 2022; Lin et al. 2022). What if we could enhance a customer's financial education and guide them towards a more financially aware lifestyle? Or provide them with protection, such as insurance for unexpected life events that may lead to default? By taking such proactive measures, we might be able to reduce a customer's default risk and positively affect their credit card payment behaviour. In addition, we might increase the loyalty of such customers as well.

Both strategies of triggering business actions, namely, output‐based selection and output adaptation, can be implemented in parallel to maximise the impact on your business outcome. For instance, a credit card company can utilise output‐based selection to identify customers who are at a higher risk of default, and then proactively take measures to mitigate that risk. By combining these two strategies, organisations can enhance their decision‐making processes and optimise the effectiveness of their actions.



Actionability Through AI Automation

The third option for facilitating actions with the help of AI involves the combination of insights and actions. The output of AI in that case is not the insight but the action itself, which is critical for the automation of decision‐making.

Tesla's self‐driving AI feature is an example of AI combining insights and actions to enable autonomous driving capabilities. It is at least partially able to take action and navigate on autopilot and allows the vehicle to automatically change lanes, take highway exits, and navigate on‐ramps and off‐ramps with driver confirmation (Threewitt and DePietro 2023). Although the driver remains responsible for supervision, the actual execution of these actions is carried out by AI. Another illustration of AI's practicality emerges in the realm of industrial applications. In daily industrial operations, AI frequently takes action, particularly within quality control processes. For instance, in almond processing, AI plays a pivotal role in identifying and segregating undesirable almonds from conveyor belts to prevent further processing. In this case, AI not only generates insights about which almonds to remove but also actively takes action to achieve this (FANUC America 2023).

One more recent example for AI taking action is the application of generative AI. Generative AI refers to a type of AI that can produce original content, such as images, music, or text, resembling human‐created content. Generative AI algorithms utilise machine learning techniques, such as deep learning, to generate new data based on patterns and examples from existing data. One notable application of generative AI is OpenAI's generative language algorithm, ChatGPT. It is a type of AI algorithm that uses deep learning techniques to generate human‐like text responses in a conversational manner. ChatGPT is trained on large amounts of text data and can understand and respond to questions and statements in a conversational format. It can be used in a wide range of applications, such as virtual assistants, customer service chatbots, language translation, and more. ChatGPT is designed to understand text and take action by generating text responses that are contextually relevant and coherent, making it a powerful tool for natural language processing and conversational AI applications. In addition to the application of generative AI in conversational AI applications, it can be used for various applications, including art, music, literature, gaming, design, and more. For instance, generative AI can create realistic images, compose music, and even design new products (Gupta and Parker 2023; McKinsey 2023).



Identifying Actionable Inputs for Output Adaptation

We explored in Chapter 5 how to connect data to business outcomes. In detail, we proposed an approach to identify reasons that are causing a specific business outcome and connected measurable information to those reasons. By asking a series of questions (why, who, what, when, and where), it is possible to understand the underlying causality including related predictor variables that can increase AI's prediction relevance and accuracy of a specific prediction output. Although this is the approach to identify valuable data for output‐based selection, the good news is that the approach to identify actionable information for output adaptation requires only a slight adjustment. We just have to dig a little bit deeper for the reasoning of the business outcome and pose the essential question of how to affect the business outcome by affecting a specific reason. In other words, what actions can we take to influence the reasoning of a business outcome? This question will divide our previous approach into two distinct pathways, separating actionable from non‐actionable insights (see Figure 6.1).


[image: The four blocks represents the pathways. Business outcome to reason denotes the question why. Reason to context information denotes Non-actionable Insights. Reason to Actionable information denotes actionable Insights.]

Figure 6.1 The Two Pathways of Insights



Although the non‐actionable insights are invaluable in setting the stage and forming the context of a business outcome, it is the actionable insight that has the power to actually change business outcomes and, in turn, capitalise on the business opportunity. The following use case from the area of sales territory management will help to understand how to create actionability through output adaptation.


Example: Creating Actionable Insights for a Luxury Car Manufacturer

A luxury car manufacturing company has set its sights to increase the sales volume of their dealerships. They are not able to select dealerships to maximise their sales and have to apply output adaptation to exploit a business opportunity. At the core of a car dealership's success is their ability to influence the sales volume – a business outcome – in their location or region. Figure 6.2 shows the geographical distribution of the car manufacturer's dealerships across the US.

The visualisation indicates significant disparities in yearly car sales volumes between dealerships. The question is why do dealers differ in their sales?


[image: A layout represents an overview of Car Dealerships of Luxury Car Manufacturer across the US.]

Figure 6.2 Overview of Car Dealerships of Luxury Car Manufacturer across the US

Source: Visualisation based on creation from DALL·E 2 from OpenAI.



Interviews with the dealer leadership, industry experts, and dealer owners, along with secondary research, uncover a variety of reasons potentially influencing the sales volume differences between the dealerships. External conditions such as dealership accessibility, regional competition, and the size of the luxury car target group in the area; affordability driven by average pricing, promotional discounts, local dealership offers, and regional gas prices; preferred car availability, which is affected by the size of the car inventory; out‐of‐stock situations for specific models; customer care represented by the number of sales representatives related to number of customers; customer awareness, affected by regional advertising, and many more can be identified as potential reasons and predictors of sales volume (output) differences among dealerships. When asking how those reasons can be affected, we can split the given information into two groups: non‐actionable and actionable. Although external conditions such as regional competition or dealership accessibility are mostly non‐actionable, most of the others might be influenceable.

Let's focus on two exemplary dealerships: Dealer ABC in Ohio and Dealer XYZ in California, which had significantly different sales volumes last year – 500 new cars for ABC and 2,100 new cars for XYZ. As we previously discussed, our focus is on identifying the reasons, such as average pricing, out‐of‐stock occurrences, price promotions that contribute to this substantial disparity in sales volume between the two dealerships. The ultimate goal is to precisely understand how each of these factors influences the sales performance of a specific dealership.

By gaining precise insights into the contribution of each of those factors to sales, the leadership of each dealership can effectively influence the levers that affect their outcomes. For instance, dealer ABC's smaller size may result in customers not finding their preferred car in the dealership's inventory. Moreover, the disparity in the number of salespeople between the two dealerships could lead to customers waiting longer and ultimately choosing to visit a different dealer. Dealer XYZ's provision of additional offers and promotional discounts for specific car models may also contribute to their higher sales volume. Furthermore, the geographic location of each dealership plays a role, as dealer ABC's Ohio location may have a lower concentration of target customers for luxury cars compared to dealer XYZ's California location. Understanding the various reasons behind the sales differences can help dealerships devise effective actions to influence their sales volume positively. By leveraging AI and analysing the decision‐making process involved in predicting sales volume, using the mentioned information as input, dealerships can evaluate the impact of potential actions on sales volume. Figure 6.3 provides an overview of the importance of all the various predictors on car sales volume across all dealerships.

The figure reveals that although the majority of the differences in sales volume between dealers can be attributed to non‐actionable variables (from the perspective of a dealership), actionable variables still exert a significant impact. In fact, based on the estimation from Figure 6.3, actionable variables can account for up to 20% of the sales volume differences, presenting a compelling business opportunity (sales opportunity) that cannot be overlooked.


[image: A table. Non-actionable Insights: Dealership Target Group Size, Maximum Inventory Size, Dealership Competition, Regional Gas Prices. Actionable Insights: Average Pricing and Promotional Discounts, Number of Sales Reps, Out-of Stock Situations, Regional Advertising, and Specific Offers.]

Figure 6.3 Overview of Most Important Sales Volume Predictor Importance Across All Dealers



To capitalise on this opportunity, the leadership of a car dealership takes the AI‐generated insights on how both actionable and non‐actionable variables can influence the sales volume at a specific location. As depicted in Figure 6.4, AI can effectively identify car sales volume optimisation opportunities for dealership ABC. This AI‐driven approach empowers dealerships to make informed decisions and take targeted actions to enhance their sales performance and overall business success.

The results of dealer ABC compared to an average dealership uncover a number of distinct differences that are key to understanding the lower sales volume seen there. The smaller target group size and the smaller maximum inventory size (maximum cars on the lot) lead to 200 cars less than the average dealer. Those variables describe the local environment and conditions, which are mostly non‐actionable for the dealership. That means that they are not in control of the dealership. However, there are actionable insights to be gained as well. The lack of promotional discounts and a higher average pricing, less regional advertising, and a lack of dealership offers on, for example, car maintenance account for 300 cars below the average dealership. The car manufacturer can now take advantage of those actionable insights to support their individual dealerships to increase sales volume. Those actionable insights are the ones that eventually create a business opportunity.


[image: A bar chart depicts the impact of sales volume predictors for dealership A B C. Dealership Target Group Size, Regional Gas Prices, Maximum Inventory Size. Average Pricing and Promo Discounts, Regional Advertising Specific Offers, Out-of-Stock are highlighted.]

Figure 6.4 Impact of Sales Volume Predictors for Dealership ABC






Increasing Actionability Through Decision Disaggregation

In the previous example, we discussed how information can help to drive a dealership's actions to affect sales volume. However, what if the team has only very limited or inefficient actions at their disposal? Can they still take actions, and if so, how can the dealer leadership team create actionability with AI? Drawing from Porter's teachings about value chains, the key to unlocking greater actionability lies in breaking down business activities and disaggregating decision‐making processes (Porter 2008).


Example: Actionability Through Disaggregation of Media Operations

One of the most common decision challenges in media management is optimising and allocating a company's media budget effectively. By using the power of media mix algorithms, organisations can gain valuable insights into the average impact of different media channels on sales volume. For example, a telecommunications company analysed two years of data and realised that it achieved 9% short‐term ROI on its media campaigns, which means that for every $1 spent in media campaigns it made a return of $1.09. This was accomplished by allocating their media budget across three channels: television (50%), social media (30%), and print (20%). The average short‐term ROI for each of these channels was 10% for television, 20% for social media, and −10% for print (as shown in Figure 6.5).

Media departments face the challenge of determining the best way to allocate their media budget to achieve the maximum ROI, with numerous budgetary combinations to consider. However, the impact of that activity on media ROI is limited due to our example company optimising their decisions only at an aggregated level. That means that the impact of reallocating some of the budget from TV to social media or the other way around on total media ROI is relatively low. To fully leverage the potential of media investments, making decisions at a more disaggregated media level can increase ROI through greater actionability. This involves breaking down media budget decisions and moving from choosing between different media channels to making decisions within those channels, and even further down to individual campaign levels (as shown in Figure 6.6).


[image: An illustration of a formula. Media Budget Allocation plus Average Short-Term R O I by Media Channel equals Total Media Short-Term Return on Investment. The result is 9 percent.]

Figure 6.5 Total Short‐Term Media ROI Calculation Across Media Channels




[image: A flow chart. Media divided into T V, Print, Social Media. It divided into Social Media Channel 1, Social Media Channel 2, and Social Media Channel 3. They are splitted into Campaign 1, Campaign 2, Campaign 3, Campaign 4.]

Figure 6.6 Disaggregation of Media‐Related Decision Opportunities



For instance, social media comprises different sub‐channels, each with its own unique ROI. Over the last two years, the ROI for these sub‐channels has varied significantly, ranging from −40% for social media channel 3 to +80% for social media channel 2 (as illustrated in Figure 6.7).

By reallocating the budget from social media channel 3 to 2, the media department may witness a potential rise in ROI from their social media efforts, increasing ROI from 20% to 42%. With the same social media budget, the overall media ROI could increase from 9% to 16%.

Nonetheless, media optimisation can be taken even further, with the media department breaking down decision‐making to individual campaigns on social media channel 2. On average, the ROI for that channel was 80%, but certain campaigns exceeded 500% or more in ROI. Why such a difference? The answer might be that some campaigns only aired TV commercials that were not optimised for the social media channel, whereas the more successful ones utilised social media influencers who engaged with their followers. By considering all decision‐making levels and options, optimising ROI on a campaign level for each sub‐channel and sub‐channels for each media channel can raise total media ROI to 50% or more.


[image: An illustration of a formula. Social Media Budget Allocation plus Average Short-Term R O I by Social Media Channel equals Total Social Media Short-Term Return on Investment. The result is 42 percent.]

Figure 6.7 Total Short‐Term Media ROI Calculation Across Social Media Channels



The capabilities of AI for decision optimisation is critical in that example because with every further disaggregation level, the complexity of decision‐making increases dramatically. Although it might be possible for humans to make decisions on a high level, it will become increasingly complex on a level that considers, for example, investment decisions by combining channel, sub‐channel, campaign, creative/influencer, target group, and even time of the day or day of the week. AI can help to suggest or take action to optimise investments on every level and increase ROI overall.




Increasing Actionability Through Experimentation

Sometimes a business activity cannot be broken down further for increased actionability, all available actions have been taken, are unlikely to have an impact on a specified outcome, or a lower aggregation level of decision‐making cannot be supported with the data available. The only way out is to experiment with new actions that might have the ability to effect an outcome and therefore create a new business opportunity. Experimentation involves manipulating one or more actions while measuring their effect on an outcome variable, and controlling for contextual non‐actionable factors.

Experimentation is deeply rooted in business practices and is widely applied in diverse sectors to drive informed decision‐making and enhance business outcomes. For instance, in digital marketing and advertising, experimentation is employed to assess distinct ad versions, landing pages, email campaigns, and calls to action. In commerce and retail, particularly online retail, diverse layouts, product placements, pricing strategies, and checkout processes are tested to elevate user experiences, boost sales, and heighten customer loyalty. Similarly, in product development, experimentation serves to evaluate new features, product variations, and enhancements. A commonly employed experimentation technique is A/B testing, which involves comparing various choices of a specific action to identify the choice that achieves a better business outcome (Gallo 2017).

Experiments hold a pivotal role for AI value creation. They can be applied to substantiate the business impact of AI algorithms by comparing AI‐driven outcomes with control scenarios lacking AI, or by testing actions for implementation within AI optimisation. For instance, the video streaming provider Netflix employs A/B testing and experimentation to constantly test their innovations, such as new AI recommendation algorithms to evaluating actions supporting AI with choices. For example, Netflix is optimising its content recommendations or promotion tactics to elevate user experiences, amplify customer engagement, and increase customer loyalty (Netflix Research 2023; Urban et al. 2016).


Example: Increasing Actionability Through Experimentation in HR

From large‐scale job losses to the ‘Great Resignation’ following the COVID‐19 pandemic, many companies had to rethink their approach to employee retention (Fuller and Kerr 2022). In the following example, a car manufacturing company was seeking ways to retain its employees. Analysing the reasons why people were leaving their job, the company uncovered a mix – from overall burnout represented by many years in a profession, reduced spare time because of a long commute due to the distance they had to travel, to missing competitive compensation with a lower salary.

The key to retain the talent is to take action and address the reasons for why the employees are leaving the organisation. For example, an employee in the marketing department might show signs of departure and AI provides insights to the cause related to the employee's long commuting distance and their current salary. But what can the manager do to prevent the employee from leaving? The manager is not able to act and change where the employee is living in relation to their job location, yet the manager might have the opportunity to alter the employee's salary. Unfortunately, in that case, the organisation holds extremely tight restrictions when it comes to payment ranges, meaning the worker is already receiving a top tier salary for their role. This would leave the manager without any actions to take.

However, the manager realises that the employee in question has a long commute to work, which presents an opportunity to act: allow the key talent to work from home. After reviewing the situation, the manager discoveres that 30% of the marketing department's employees have a lengthy journey to work. Although the HR department has to approve this action for the marketing department, the manager can experiment with that action to understand its impact on employee retention.






Paul Hurlocker, CTO at Spring Oaks Capital


As the chief technology officer at Spring Oaks Capital and former VP of machine learning at Capital One, my primary focus has always been driving impactful technological advancements. However, the true value of technology, particularly AI, lies in its ability to support and drive business actions, which serve as the bedrock for creating business opportunities. Among the various methods of evaluating and driving these actions, experimentation stands out prominently.

A common thread among successful organisations that derive value from AI is a robust culture of experimentation. Establishing this culture entails dedicating time to define and measure business outcomes within the context of experiments. When this approach is scaled across the entire organisation, experiments accumulate, yielding data‐driven insights and actionable conclusions. This continuous learning agenda nurtures exceptional product experiences, optimised financial outcomes, and the agility required to maintain a competitive edge. Cultivating this culture starts with the unwavering commitment of leadership to make experimentation a fundamental element of value creation. To ensure experiments are aligned with business objectives, leaders must set measurable enterprise‐level goals. Teams then focus on projects that drive these goals forward. Whenever feasible, executing these projects as A/B tests ensures precise effectiveness measurements. A/B tests are particularly valuable for evaluating the performance of AI algorithms and providing them with new actions within diverse contexts. Alongside this strategic framework, leaders should invest in processes, roles, teams, platforms, and tools to facilitate rapid experimentation on a larger scale.

For instance, within the financial services sector, we successfully implemented an AI‐optimised multichannel engagement platform. The core differentiators and growth targets of the business were translated into business objectives and key results, forming the foundation for the product road map. One specific objective aimed to enhance consumer engagement through AI across communication channels. Key results were established to elevate right party contacts over the phone and enhance click‐through rates for emails and text messages. AI algorithms were developed to deliver actionable insights on optimal moments and methods for engaging consumers through various channels. Experiments were conducted to compare randomly scheduled communications in the control group with those selected by AI in the test group. The efficacy of experimentation was evident from the outset.

In summary, the creation of business opportunities is intrinsically tied to fostering a culture of experimentation that is in alignment with business objectives. This approach perpetuates continuous learning, yields exceptional outcomes, and bestows a competitive advantage.













7
Building Stakeholder Trust




A lot of times, the failings are not in AI. They're human failings, and we're not willing to address the fact that there isn't a lot of diversity in the teams building the systems in the first place… . And you realise, if you're not thinking about the human problem, then AI isn't going to solve it for you.

—Vivienne Ming (executive chair and cofounder of Socos Labs)



One of the most significant challenges for AI initiatives has been building stakeholder trust. Trust plays a crucial role in creating value through AI because stakeholders are more likely to adopt and not resist an AI solution if they trust that it will deliver the promised benefits and does not create negative side effects (e.g. discrimination of customer groups that might lead to a lawsuit). But establishing trust is not a one‐dimensional task. To achieve success, AI initiatives must establish trust with all stakeholders, including the organisational leaders, employees, customers, as well as other groups of interest, such as regulators or investors.

However, the challenge of creating trust for technology adoption that AI is facing is not new. Since before the new millennium, enterprises have been undergoing digital transformation, yet the adoption of a data‐driven culture in most enterprises remains elusive. This is evidenced by the adoption challenges of dashboard technology, which, since the early 2000s, has been hailed as a platform for business intelligence, promising to visualise data and share valuable business insights across an enterprise. However, the adoption rate of dashboards remains stagnant at about 30% (ThoughtSpot, 2021).

Technical issues, such as design, user experience, and real‐time availability, have been cited as causes of non‐adoption. Yet, despite common user complaints about their experience, lack of security, and challenges in processing and visualising large data volumes, Microsoft Excel has been adopted by more than 1 billion people (Carstens et al. 2021). This demonstrates that technical issues cannot be the only reason for the rejection of dashboard technology. The real reasons go much deeper – they are rooted in the very foundations of the intentions of organisations to leverage data and analytics. A study conducted by Deloitte in 2019 revealed 67% of executives do not feel comfortable accessing or using data from their organisation's tools or resources. Even at companies with strong data‐driven cultures, a significant 37% of respondents still express discomfort, indicating a profound lack of trust in their enterprises’ business intelligence initiatives (Smith et al. 2019).

With the growing adoption of AI for its advanced data‐driven capabilities, building trust in the technology and its providers has become crucial for businesses. Creating stakeholder trust is therefore a critical factor in overcoming the challenge of AI value creation. In this chapter, we will delve deeper into the ways to earn trust among stakeholders in AI.



Creating Trust

To earn the trust of stakeholders, an AI initiative must demonstrate its ability to deliver value and meet stakeholder expectations. Once trust is established, it serves as the driving force that motivates stakeholders to fully embrace and leverage AI‐enabled solutions.

The topic of trust in the space of AI is often addressed from a technical perspective, such as AI transparency, explainability, and the potential for bias in decision‐making. Although this is an important consideration, it can be short‐sighted if not paired with an understanding of the motivations behind its application. AI solutions can be trusted to make high‐quality, unbiased decisions, but they may not be applied in a way that benefits all stakeholders. To ensure that AI solutions are embraced by all stakeholders, trust in the AI initiative and the AI solution must be established. The experience of AI achievers and psychology research has shown that benevolence, ability, and integrity are the essential dimensions for creating trust in AI and its initiative (Svare et al. 2019).

Benevolence is seen as a belief that one party is focussed on the well‐being and best interests of another party, beyond any profit motive. It can signal that an AI initiative has positive intentions and that an AI solution is unlikely to harm a stakeholder, that an AI initiative is trustworthy because they are not motivated solely by self‐interest, and that it can create a sense of connection to the stakeholder. Most important, it can create a sense of obligation to reciprocate that behaviour.

Ability is the capacity to wield influence within a particular domain and bring an AI opportunity to fruition. It involves the skills, competencies, and characteristics necessary to construct a viable AI solution and one that will create value for its stakeholders. When the AI initiative has a track record of success or demonstrates consistent performance, it can create a sense of predictability and reliability.

Integrity is the perception that an AI initiative adheres to a set of principles that stakeholders deem acceptable, that an AI initiative's actions and communications and an AI solution's decisions are transparent, consistent, and ethical. When the AI initiative honours prior agreements and an AI solution makes decisions in accordance with established standards of justice, it is said to possess integrity.

Although all of the trust dimensions are relevant, not all of them are equally important in building a trustful relationship between an AI initiative and its stakeholders. Research has proven a conditional structure of the three dimensions related to the order in which they become relevant. Ability is a key factor in forming ties, but only once benevolence and integrity have been established (Shazi et al. 2015). Especially when the goals of the different stakeholders (from the enterprise and its management/shareholders to its employees and customers) have a potential to be misaligned and a conflict of interest might arise in which the adoption of an AI solution could have negative consequences for one of them, benevolence and integrity are critical.



Establishing Trust in an AI Initiative

For years, AI achievers have been striving to build trust in their AI initiatives. From John Deere, Commonwealth Bank of Australia, IBM, and Google, organisations have proved that their AI initiative can offer value and show benevolent behaviour, improve lives and have a positive impact on society. We will show how those organisations created trust in their ability to use AI responsibly through sharing their expertise and knowledge. Furthermore, by upholding integrity through transparency and accountability in their actions, these organisations created trust among their stakeholders and cultivated an environment of trust for the application of AI.


Establishing a Benevolent AI Initiative

Over the past several years, AI achievers have launched various AI projects to show benevolent behaviour by demonstrating their commitment to employee and consumer welfare. For instance, IBM established the Green Horizons initiative in 2014 to tackle air quality issues through predictive analytics based on data collected from connected sensors in Beijing (Javerbaum and Houghton 2020). Meanwhile, Google is investing $8.5 million+ in funding to 31 NGOs and academic groups who are using AI and data analytics to tackle the pandemic, such as monitoring and forecasting disease spread, improving health equity, and supporting health care workers (Javerbaum and Houghton 2020). Commonwealth Bank of Australia is a prominent example in fostering collaboration and promoting knowledge sharing. In this way, it has been able to make a real impact in creating trust in their AI initiatives (Commonwealth Bank of Australia 2023).

The concept of collaboration for driving innovation is not new – it has been around for decades (Christensen 2013). Collaboration is an outcome of trustworthy behaviour, such as performing to promise, dealing honestly and equitably with each other, sharing resources and responsibilities, and to act with the partner's interests in mind. Let's explore a few ways to jumpstart the collaboration between an AI initiative and its stakeholders. One way to facilitate benevolence through collaboration and to understand the interest of different partners is through active listening. Listening can have many forms, such as brainstorming sessions and workshops, in‐depth interviews, or casual engagements and conversations. The intention behind listening is to show interest in the stakeholders’ motivation and to find out how to create value for them. It also helps to identify business opportunities and to find and evaluate stakeholder risks. Personal conversations, interviews, and small‐group conversations are methods that are appropriate for that purpose. However, although it is possible to listen to a small group of employees, listening to a larger population of employees or consumers to understand their needs and motives can be more challenging. This lack of listening and observation skills in today's technology education and industry has created opportunities for a new type of expert in addition to the technical ones, resulting in a surge of anthropologists joining the ranks of technology giants. As anthropologists have long been captivated by the richness of human cultures, customs, and their interrelationships, Intel and Xerox have been quietly tapping into their knowledge and skills to get a deeper understanding of their customers and to inform product design. Now, more tech companies such as Uber, Facebook, Spotify, and Google have begun to do the same (Tett 2019). Good listening requires asking the right questions to gain an accurate understanding of the other person's point of view. It's essential to avoid assumptions based on our own knowledge and experience and to create trust by talking to stakeholders.

In addition to listening, timely and honest communication is crucial for collaboration. Communication is especially critical when it comes to showing transparency and to provide clear project expectations. However, unrealistic expectations towards AI are often set before an AI initiative is even underway. Consulting and accounting firms, AI industry partners, and the media contribute to the hype of AI by generalising selected business outcomes and making claims that are more aspirational than realistic. To avoid disappointment and ensure success, AI initiatives, perhaps even more so than other organisational initiatives, have the burden to keep expectations grounded in reality. Unrealistic expectations are one of the reasons why many organisations and stakeholders are feeling let down by the technology's capabilities to create business value. However, transparency is critical not just when it comes to unrealistic expectations. It's essential to provide information about the rationale behind the decisions made by AI. For instance, illustrating why a consumer receives a specific credit score and how they can influence it is necessary to build trust in it. For example, Experian, the multinational data analytics and consumer credit reporting company, explains the influencing factors of their credit score to their customers and provides individual insights to their customers on actions to improve it (Experian 2023). Likewise, outlining how a business outcome and potential opportunity is generated from AI's decision‐making is essential to instill trust in the results.

In many cases, stakeholders may not know what they want or need because they're unaware of what's possible (Aten 2021). This is why knowledge sharing is important, especially at the beginning of AI projects. This reciprocal process of exchanging information between an AI initiative and its stakeholders is a critical component to identify business opportunities, make predictions, and take action. Knowledge sharing can be enabled through a variety of methods, including in‐person workshops, online courses and classes, handbooks, and other tools. The Commonwealth Bank of Australia has crafted an innovative foresight webinar series to enable its business customers to confidently chart their path into the future with AI (Commonwealth Bank of Australia, 2023). Intel's AI Academy offers an incredible resource of knowledge for developers, data scientists, students, and professors, and Google's AI resource center is home to a groundbreaking 15‐hour AI crash course to equip employees and spark interest in emerging technologies (Intel® AI Academy 2022). Sharing knowledge has been demonstrated to be the catalyst for building trust and fostering successful innovation efforts not just in the area of AI (Todtling et al. 2013).



Showing an AI Initiative's Ability to Create Value

Since the 2010s, many organisations have invested heavily in AI initiatives and sought to hire the brightest tech talent from the biggest tech firms and those with PhD and master degrees in computer science, engineering, and mathematics. Yet, translating this expertise across industries to create value has proven to be difficult and is often not enough. Therefore, many AI initiatives have relied on providing a proof of their potential to create value. One of the approaches to do that has been a so‐called proof of concept (POC). Although a POC can demonstrate that a solution meets stakeholder requirements for a specific business case and that it is technically feasible, it often fails to capture the potential of business value creation for the organisation showing an AI solution's real‐world application. A proof of value (POV), however, goes one step further. It focusses not only on technical feasibility but also on the practical business value that a solution can deliver. A POV is more concerned with demonstrating that a proposed solution addresses a specific business problem or opportunity effectively and provides tangible benefits.

As such, a POV has the power to be a beacon of success, a north star project that can inspire a whole organisation. Amazon and Netflix have been leveraging POVs to experiment and prove the benefit of AI solutions to its stakeholders. Netflix, for example, has a long‐standing tradition of experimentation, which dates back to the 1990s. The company is applying the same approach to AI, and is experimenting with ever‐increasing velocity to prove the value of their ideas. This has led to the development of Netflix XP, an experimentation platform that makes data collection, statistical analysis, and visualisation of results easy and accessible (Netflix Techblog 2022). Amazon is also leveraging POVs to test and experiment with AI solutions. Before scaling an AI‐powered recommendation system, which analyses customer data and preferences to suggest products that customers are likely to buy, its impact is evaluated. According to Amazon's enterprise strategist, Mark Schwartz, ‘We agreed that current best practices suggest conducting rapid experiments to test ideas, and that such small, low‐risk experiments should become part of everyday IT practices’ (Schwartz 2018). The proof of value eventually ended in the implementation of its recommendation engine, leading to a 35% increase in sales for Amazon (MacKinzie et al. 2013). Such examples demonstrate the immense potential of POVs for successful AI value creation.

POVs are useful to assess the return on investment of time, money, and effort before taking a full‐scale approach. The advantage of demonstrating the capacity to produce value with small‐scale experiments is that only a small investment is necessary to establish trust in the initiatives’ ability to deliver value.



Showing the Integrity of an AI Initiative

A few AI leaders and AI initiatives have demonstrated their integrity towards internal and external stakeholders by taking a responsible approach to their actions, communication, and decisions related to AI.

The nonprofit research organisation OpenAI has launched multiple language algorithms incorporating the latest and greatest in supervised and reinforcement learning techniques with the goal of creating an AI chatbot that in conversations feels as natural as talking to a real person. Just recently, the company partnered closely with Microsoft, which supported its endeavor with a multiyear, multibillion‐dollar investment (Capoot 2023). However, at a StrictlyVC event in 2019, Sam Altman, CEO of OpenAI, was asked how OpenAI planned to make a profit. His honest and transparent answer? ‘We have no idea’. Despite never having made any revenue, Altman was adamant that OpenAI had ‘no current plans to make revenue’. Instead, he stated, ‘We have no idea how we may one day generate revenue. We've made a soft promise to investors that, “Once we build a generally intelligent system, that basically we will ask it to figure out a way to make an investment return for you”. As laughter echoed through the room, Altman made it clear he was serious: ‘You can laugh. It's all right. But it really is what I actually believe’ (Loizos 2019). In contrast to many AI start‐ups, consultancies, and initiatives, Altman did not create unrealistic expectations about OpenAI's business outcomes.

Another example comes from Google's AI research firm DeepMind, which built an AI algorithm to predict the future likelihood of a patient developing acute kidney injury, a life‐threatening condition. According to the research letter in the journal Nature, the organisation intended to predict the condition up to 48 hours in advance. However, instead of only providing the project's positive outcomes, the team openly discusses its flaws and highlights its racial and gender bias. This example demonstrates DeepMind's commitment to fairness and non‐discrimination. Similarly, when Microsoft's AI chatbot Tay quickly became racist and offensive, the team shut it down and took responsibility for the issue, showing their commitment to ethical decision‐making and accountability (Lee 2016). IBM's AI team developed a tool to help businesses detect and address bias in their recruitment processes. They were transparent about its capabilities and limitations, and worked with clients to ensure the tool was being used ethically and responsibly (Rayome 2018). By doing so, they showed their commitment to transparency, respect for privacy, and ethical decision‐making.




Establishing Trust in an AI Solution

Although building trust in an AI initiative is essential for an AI project's success, it isn't only the trust in the initiative that matters. A stakeholder's trust that the AI solution will deliver on its value creation promises and make sound decisions on behalf of all stakeholders will eventually ensure its adoption. Trust in an AI solution generally refers to the level of confidence and reliance that stakeholders have in the fairness (or benevolence), quality (or ability), and reliability (or integrity) of an AI solution's decision‐making.


Showing the Fairness/Benevolence of an AI Solution

The benevolence of the AI solution is closely linked to the concept of AI fairness. A fair AI refers to creating and deploying AI solutions with genuine intentions to treat employees and customers without bias. This is particularly significant when it comes to sensitive areas such as hiring, criminal justice, or health care. Despite good intentions and avoiding any sensitive data that could lead to prejudice during algorithm development, an algorithm, similar to a human, can still end up being inequitable. For example, the Washington Post recently highlighted a case when an AI‐powered medical algorithm favored white patients over sicker black patients for emergency care. Despite being designed to be sensitive to race, the algorithm used the metric of medical costs that was not as race neutral as expected. The result was that black patients incurred $1,800 less in medical costs than white patients each year, leading to the algorithm scoring white patients at a higher risk than their black counterparts (Johnson and Johnson 2019). This isn't the first time that a decision‐making algorithm is accused of discrimination. One of the first known cases traces back to 1988, when the UK Commission for Racial Equality found that a British medical school was guilty of bias against women and applicants with non‐European names (Lowry and Macpherson 1988).

Ensuring the fairness of AI solutions is a complex problem. For example, to ensure impartiality, algorithms must be trained on a diverse dataset that includes data from multiple groups and communities, so underrepresentation and bias are avoided. To prove AI's fair decision‐making, AI solutions can be evaluated by comparing their performance across different groups, and specific explainability techniques can be used to reveal any biases in the system's decision‐making process.

In order to ensure and prove the fairness of AI algorithms, AI achievers have developed and leveraged several methods. For instance, Facebook has developed a tool called Fairness Flow to detect and mitigate bias in their algorithms (Kloumann, 2021). This tool examines data and forecasts the potential outcomes of AI's decisions for various groups. Facebook has provided evidence of the effectiveness of this tool by publishing research on it. Google has crafted an unbiased learning framework designed to reduce bias in AI algorithms by identifying and measuring different types of bias (Wang et al. 2018). Google offers instructions for adjusting algorithms to make them more equitable and have published several scholarly articles on this framework. IBM and Microsoft each have created an AI ethics board that reviews products and features to make sure they meet ethical standards, and also provides guidance on ethical AI practices. Additionally, IBM has developed the AI Fairness 360 Toolkit, an open source library of tools to detect and reduce bias in AI algorithms (IBM 2023b). The toolkit includes metrics for measuring fairness and can operate with a variety of AI frameworks (Perez 2021).



Showing the Ability/Decision‐Making Quality of an AI Solution

How do you assess the ability/quality of AI's decision‐making? Quality usually gets associated with how well an algorithm can predict a specific output, which can be shown and proven through various methods, such as evaluating the algorithm's performance on a test dataset, comparing its predictions to ground truth labels, analysing its confusion matrix, calculating its precision and recall scores, conducting A/B testing with different algorithms, and monitoring its performance over time with real‐world data.

Although methods related to the evaluation of decision‐based quality measures on unseen data can certainly show the accuracy of an algorithm, its value creation ability can only be shown through a demonstration or proof of value experiments. For example, the decision‐making quality of Google's AlphaGo algorithm, developed by DeepMind, was demonstrated publishing several research papers detailing the performance of their algorithms, including AlphaGo Zero and AlphaZero, which achieved state‐of‐the‐art results on several game‐playing benchmarks. However, the understanding of its ability to create value came when the team showed that its AI solution was able to defeat the world champion at the game of Go (Silver et al. 2017). IBM's Watson AI team demonstrated the decision‐making quality of their AI solution by performing well on several natural language processing and AI benchmarks. However, to show its real ability to create value, the Watson team collaborated with industry partners to apply their system in practical scenarios, such as health care and finance, and conducted user studies to evaluate the value creation ability of their AI solution (UNC Lineberger Cancer Center 2015).



Showing the Integrity/Reliability of an AI Solution

Integrity and reliability are key for demonstrating the trustworthiness of an AI solution to stakeholders. OpenAI, Google, IBM, and Microsoft are all examples of AI achievers who have successfully employed various strategies, including transparent and explainable AI, robustness and security, independent verification and validation, and human oversight and accountability. These measures can help build confidence in the algorithm's performance, consistency, and decision quality.

Reliability of AI solutions is proven through transparency and explainability. OpenAI's language algorithm stands out as an example of an AI solution in which the AI initiative has gone the extra mile in this area. By providing detailed documentation of its architecture, datasets, algorithms, and decision‐making process, OpenAI has made the algorithm as transparent and explainable as possible – enabling stakeholders to understand not only how the algorithm works but also how it arrives at its results. By inspecting the algorithms’ intermediate outputs and attention weights, they can gain visibility into the thought process of the algorithm. This level of transparency and explainability is setting the standard for reliable AI algorithms (OpenAI 2023). However, as AI solutions get more and more complex, this challenge will be even more important in the future.

A good example of an AI solution's integrity is Google's TensorFlow solution. To demonstrate the robustness of this solution and safeguard it against potential adversarial attacks, Google has tested it against a variety of inputs and datasets while also implementing security measures such as differential privacy and federated learning (TensorFlow 2023b). This has enabled them to prove that the TensorFlow framework can handle large‐scale data processing without compromising the security of user data (TensorFlow 2022). IBM is another example. They have had their IBM Watson independently verified and validated by third‐party experts. This has included rigorous testing and evaluation of the solution's performance and accuracy, providing an unbiased assessment. As a result of these efforts, IBM has established a reputation for delivering an AI solution that is reliable and trustworthy, evidenced by the numerous research papers that document its performance and accuracy in various domains. Microsoft's Xiaoice, a conversational AI chatbot used in China, offers another successful example of integrity in part through human oversight and accountability in the decision‐making process. The company has trained human moderators to review the algorithm's conversations and ensure that they are consistent with ethical and legal standards (Zhou et al. 2020).




The Requirement of AI Transparency Beyond Building Trust

The importance of AI transparency, or the ability to explain AI's decisions in a way that is understandable to humans, is paramount for building trust in AI‐based decision‐making. However, Megan T. Stevenson and Christopher Slobogin, two prominent professors of law from esteemed universities, show that transparency is not only desirable but also essential in avoiding serious negative implications for decision quality, fairness, and reliability (Stevenson and Slobogin 2018).

In their article about algorithmic risk assessment of defendants, they discuss the impact of missing AI decision‐making transparency in augmenting judges and parole boards in their decision‐making. They examine one of the leading AI solutions at this time, the COMPASS Violent Recidivism Risk Score, which does not provide information about the reasoning of its decisions and only produces a risk score predicting a defendant's risk of future violent behaviour. In their investigation, the authors found that 60% of the score, indicating a possible future violent behaviour, was attributed to age. Eighteen‐year‐old defendants, they observed, had risk scores that were, on average, twice as high as 40‐year‐old defendants. This is not a surprising finding, because criminal rates and age are closely correlated and criminal behaviour is known to peak between the ages of 16 and 21. Therefore, a judge relying on his own judgement may consider youth partially excusing, due to the reduced culpability of youth. But if that same offender is denominated ‘high‐risk’ and the judge, unaware that this label is heavily influenced by the defendant's youthful age, interprets it as a statement of bad character, then youthfulness unwittingly contributes simultaneously to moral condemnation (Stevenson and Slobogin 2018). In other words, if a judge is unaware that AI's risk score is mostly influenced by age, as an outcome of the algorithm's missing transparency, they may interpret it as a statement of bad character and may ‘unknowingly and unintentionally use youth as a blame‐aggravator’, which the authors deem ‘illogical and unacceptable’ (Stevenson and Slobogin 2018).

This example illuminates how a lack of transparency can lead to unfair and substandard decisions, and how an absence of contextual information for understanding the outcomes can prevent sound judgement from taking place.






Scott Brooker, Business Architecture Director at Premier Tech


Being a long‐time practitioner and leader in the field of business analytics, I firmly believe that nothing holds greater importance for the success of a project than the trust of its stakeholders. But trust is not a given, irrespective of one's professional titles; rather, it is something that must be earned over time. Trust is meticulously constructed through a consistent commitment to delivering on promises, manifesting integrity, dependability, and transparency in both our words and actions when engaging with stakeholders.

The following example stems from one of my previous engagements. A few years ago, we embarked on the ambitious task of piloting an AI solution, a project strategically positioned to be among the pioneering initiatives shaping our leadership team's perspective on AI. However, on launching the project, we found ourselves in a precarious situation where sponsors and potential end users were struggling with uncertainty about what to expect from the final AI solution, coupled with reservations regarding its alignment with their day‐to‐day business operations. In the face of budget constraints and looming deadlines, we made the resolute decision to press forward, with the intention of showcasing the project's value towards the end of it.

As the project team made progress, however, it became evident that we needed our stakeholders to invest further resources and to provide data in order to complete the project. Without their confidence in our ability to ultimately deliver relevant business outcomes, it would be impossible to complete the project and to demonstrate the solution's tangible impact and value.

Despite not being explicitly asked, we began a practice of consistently reporting the project team's progress towards the final goal. Week after week, we reported key metrics, actions taken, and the steps we were taking to get to the final solution. In the initial weeks, we received no responses – no comments or feedback. However, by the fourth week, stakeholders began to show involvement and provide feedback. Through our reports, we not only displayed integrity through transparent communication, benevolence by seeking their input, but also established confidence in our ability to create an AI solution.

Gradually, we earned the trust of our stakeholders, eventually securing the data and resources needed to complete the project. Although the project took longer than initially anticipated, our weekly reporting on the project's status saved us from project failure. That experience proved that trust plays a pivotal role in value creation by not just facilitating solution adoption but also stakeholder involvement throughout projects.












8
Managing AI's Decision‐Making




I'm just a scientist who suddenly realised that these things are getting smarter than us.

—Geoffrey Hinton (cognitive psychologist and computer scientist)



The use of AI for making faster and more accurate decisions compared to humans is critical for creating added value with AI. However, the pursuit of new AI innovations in the past year has prompted various AI leaders and researchers to issue an open letter urging AI labs to pause their work for six months. In their letter, they state that the latest advancements in AI could represent a profound change in the history of life on Earth and should be ‘planned for and managed with commensurate care and resources’ (Rash 2023). The consequences of not providing such care and planning can be dire as these ‘powerful digital minds’ may become impossible to understand, predict, or reliably control, even by their creators (Future of Life Institute 2023). Prominent AI leaders who signed the letter include Yoshua Bengio, founder and scientific director at Mila and professor at the University of Montreal; Bart Selman, professor of computer science at Cornell and past president of AAAI; Elon Musk, CEO of SpaceX, Tesla, and X (formerly Twitter); and Steve Wozniak, cofounder of Apple. That concern was shared by researchers from Max Planck Institute in a recent academic publication. In their publication they are arguing that humankind might not be able to control a super‐intelligent AI because it is ‘potentially incomprehensible to humans, let alone controllable’ (Alfonseca et al. 2016).

However, it is not just the threat of recent advancements in AI to the future of humanity that is of concern. Although AI is powerful in terms of decision‐making quality, understanding the limitations of those ‘black box’ algorithms will determine its positive or negative impact on business value creation. Studies by McKinsey have shown that the effective management of AI's decision‐making can have a significant impact on business value creation, with practices in place to help stakeholders understand the reasoning behind the technology's decision‐making (Grennan et al. 2022). However, failure to comprehend AI's limitations can pose significant risks to organisations. This chapter outlines some of the major pitfalls in AI decision‐making and provides best practices in managing it.



Explaining AI's Decision‐Making

Algorithms, similar to decision trees and neural networks, form the foundation of AI's decision‐making capabilities. Neural networks simulate the cognitive networks of the brain and can replicate human intelligence and its mysterious nature. Due to their intricate structure and ability to consider a vast amount of information, most AI algorithms are referred to as black boxes, which means that they are difficult for humans to comprehend. Although these black box algorithms are powerful in terms of decision‐making quality, their closed‐off nature makes it challenging to understand how they arrive at their answers. However, as Roman V. Yampolskiy, a professor of computer science at the University of Louisville, warns, if we become accustomed to accepting AI's answers without an explanation, we may not be able to tell if it starts providing incorrect or manipulative answers, essentially treating it as an Oracle system (Yampolskiy 2019). Therefore, it is essential to examine AI's decision‐making explainability, because the absence or dependence on inaccurate explanations of AI's decision‐making processes can lead to erroneous conclusions and counterproductive actions.


Finding the Right Explanation for AI's Decision‐Making

The ability to explain AI's decision‐making remains one of the most difficult challenges in the field of AI. To tackle this issue, various methods have been developed, each offering a different perspective on the problem and reaching its conclusions. The key challenge lies in identifying the method that reveals the ground truth.

To gain a deeper understanding of the challenge, let us examine two commonly used methods for explaining AI decision‐making. Consider the example of a school using AI to determine which students are sick and should stay home. Two popular methods that can be employed to explain AI decision‐making in this context are Shapley values and information gain–based explanation methods. Both methods are commonly used to explain AI decision‐making. The goal of both methods is to show the importance of the various input variables on the output of AI. The key differences between Shapley value and information gain–based explanation methods lie in their theoretical underpinnings and their approach to attributing importance to input variables. Although the Shapley value approach comes from cooperative game theory and is used to fairly distribute importance across input variables, information gain–based methods focus on how much each input variable contributes to reducing the uncertainty in predictions. Both explanation approaches are reasonable to explain the individual importance of an input variable on an algorithm's output.


[image: A bar chart depicts the Comparison of Variable Importance Between Two Methods. Shapley Value. Fever, 50 percent. Cough, 50 percent. Information Gain. Fever, 33 percent. Cough, 68 percent.]

Figure 8.1 Comparison of Variable Importance Between Two Methods

Source: Adapted from Lundberg et al. (2019).



Figure 8.1 illustrates the attribution of two symptoms, fever and cough, in predicting the risk of sickness using the two different explanation methods. Although the Shapley value method assigns similar importance to both symptoms, the information gain–based method assigns different levels of importance to each symptom. The crucial question that arises is which explanation is more accurate.

One possible way to approach this question is to compare the methods to our human decision‐making experience. In the case of the student sickness use case, the Shapley value method may be the closest to replicating human decision‐making. A study by Lundberg et al. (2019) asked participants how they would apportion the influence of cough and fever on the risk of illness and found that their answers closely aligned with the ones provided by Shapley values.

Ultimately, it is crucial to discover a suitable approach for explaining AI's decision‐making within a particular context. Regrettably, there isn't a simple, direct resolution, but the effort to provide an explanation is essential. The two methods mentioned could serve as a foundational starting point.



Choosing the Right Perspective for AI's Decision‐Making

As mentioned, accurate explanations for AI's decision‐making are crucial to improve outcomes and business results. However, even when choosing one explanation method to represent the ground truth, its explanations can significantly vary depending on the perspective taken or the framing of the decision‐making problem during AI algorithm training.

A fictitious example from a pharmaceutical company illustrates how different perspectives during AI training can dramatically affect the conclusions drawn. The company faced the challenge of an increase in employee attrition, resulting in setbacks for the whole organisation. To address this issue, the organisation decided to leverage AI to predict which employees were most likely to leave in order to take proactive actions to retain high‐performing talent. To achieve this, the management needed to understand the underlying causes of employee turnover in each department, as studies show that employees leave organisations for various reasons such as long working hours, a low monthly income, and dissatisfaction with the organisational environment. To gain a deeper understanding of these underlying causes, the AI initiative developed an algorithm using data from the human resources, research, and sales departments.

The results of the importance of variables (representing the reasons for attrition) from two different perspectives are shown in Figure 8.2.
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Figure 8.2 Comparison of Variable Importance Between Two Perspectives



In one perspective, the algorithm was trained using data that represented all three departments combined, and in the other perspective, three separate algorithms were built using data from each department separately. In other words, the data was the same, but separated for training three different algorithms in the second scenario. In both scenarios, the accuracy of correctly predicting employee attrition was comparable, with an accuracy rate of 87%.

The left‐hand side of Figure 8.2 shows the results when only one algorithm was trained for all three departments and displays the relative importance of variables representing various causes for employee attrition, such as working overtime, monthly income, and stock options being the top reasons for leaving the organisation, and years with the current manager, total working years, and manager relationship satisfaction being the least influential factors in employee attrition. The figure also suggests that the reasons for employee attrition are somewhat similar across all three departments. However, someone with a deeper understanding of the company and its departments may have a different perspective. One could argue that the importance of underlying causes for leaving may vary across departments due to differences in job duties and work environments. This led to the training of three different algorithms, one for each department.

When separate department‐specific AI algorithms were built, the results regarding the AI's decision‐making process were different, as seen in the figure. The explanations for employee attrition vary significantly across departments. For example, the HR department may be more sensitive to monthly salary as a cause for attrition compared to the research department. Working overtime may be a more important reason for attrition in the sales department compared to the HR department.

The actions that would be initiated to minimise attrition for each of the departments would vary significantly based on the chosen perspective during the training of the AI algorithm. Although the accuracy was comparable in both scenarios, the explanations of AI's decision‐making were significantly different. This example emphasises the importance of comprehending AI's decision‐making beyond its mathematical foundation and to understand a business problem's theoretical background to validate AI's outcomes.




The Limitations of AI's Decision‐Making

As just described, AI's decision‐making is complex and presents challenges when it comes to its explanation. Particularly, the tendency to idealise and anthropomorphise AI's decision‐making capabilities by imagining that AI is ‘thinking’ or ‘coming to conclusions’ similar to humans can be misleading and potentially risky (Fernandez 2022). Acknowledging its limitations can greatly diminish the feasibility and adoption risks associated with its application. Three of those limitations of AI's decision‐making is its generalisability, consistency, and decision scope.


Generalisability of AI's Decision‐Making

Generalisability of an AI algorithm refers to its ability to perform well on new, unseen data that it hasn't been trained on. It describes how effectively an AI algorithm can apply the patterns it learned from the training data to make accurate predictions or decisions on previously unseen data. When an AI algorithm demonstrates good generalisability, it means that it has successfully captured the underlying patterns and relationships in the training data without merely memorising it. As a result, the algorithm can make reliable predictions on new data that comes from the same distribution as the training data. Poor generalisability, however, indicates that the algorithm has essentially memorised the training data and is unable to adapt to new situations or data that are even slightly different from what it has seen before. This phenomenon is known as overfitting, where the algorithm fits the training data so closely that it fails to generalise to new data points.

The application of AI for decision automation at Zillow serves as an example of the importance of generalisability. Zillow is a US real estate marketplace company founded in 2006 that provides an online platform bringing homebuyers and sellers together. Over many years the organisation collected lots of data from monitoring US real estate transactions and leveraged this vast amount to predict a price for every house on and off the market, called Zestimate. This estimation is usually pretty accurate with a nationwide median error rate for on‐market homes of about 2.4% and off‐market homes of 7.49%, according to Zillow (Zillow 2023). In 2019 Zillow made a move that dramatically changed the face of their business. With the help of their vast amount of data, they entered the home‐flipping market by leveraging AI for decision‐making, creating a profit from buying, fixing, and selling homes. However, just two years after launching its new AI‐driven business model, on November 3, 2021, Zillow's CEO Rich Barton announced in a CNBC interview the decision to shut down Zillow's home selling operations resulting in a 25% decrease of their workforce and a substantial decline in stock value from February to November 2021 (Levy 2021). This strategic move was prompted by Zillow's considerable loss in the fiscal year 2021, which was predominantly attributed to their home‐flipping activities (Zillow Group 2022). The reason behind this turn of events? When Zillow turned to AI for decision‐making, the company encountered a challenge. Barton explained it as follows: AI had ‘unintentionally purchased homes at higher prices than our current estimates of future selling prices’ (Zillow Group 2021), which left Zillow facing a significant challenge of holding underwater assets (Levy 2021). In fact, during the third quarter of 2021, CNBC reported that about two‐thirds of the homes Zillow acquired were listed below their purchase price (Levy 2021). Market Watch, a Dow Jones company, further highlighted the gravity of the situation by reporting that during the third quarter, Zillow ‘bought 9,680 homes and sold 3,032 of them, with the sales producing an average loss in gross terms of more than $80,000 per house’ (Swartz 2021).

The reason for that outcome seemed to be that the AI algorithm used to predict house prices was not able to adapt and make accurate predictions for the unexpected change in the underlying assumptions of the real‐estate market as the COVID‐19 pandemic hit. KB Home CEO and tenured real estate expert Jeffrey Mezger explains the history of events in the housing market during the pandemic. ‘If you go back to 2019 and leading into the pandemic in January 2020, our business was very good, and then it stopped [during the lockdowns], and you navigate that and then buyers came back with a vengeance that summer … and then the Fed decides [in 2022] they're going to stop housing and jacks up [interest] rates, and it [housing] stops again. Those were really dramatic shifts in a really short period of time. Normally it is a slower shift in trend that takes months, and in this case it was days’ (Lambert 2023).

However, although a human decision‐maker might understand that patterns learned from before the pandemic might not hold true anymore, AI seemed to have problems adjusting to the new situation to act accordingly. According to Zillow CEO Barton, the company was with the help of AI ‘unable to accurately forecast future home prices at different times in both directions by much more than they modeled as possible’ (Zillow Group 2021).

But not just Zillow has faced problems with AI's ability to generalise decision‐making. Amazon faced a challenge when it attempted to build an AI‐based solution to help recruit top talent in the tech industry: they had trained their algorithms on data collected over a 10‐year period in which the vast majority of candidates were male, creating an algorithm that disadvantaged female applicants. Despite the company's attempts to make the program gender‐neutral, the AI algorithm still gave higher priority to male résumés, and lower scores to résumés that included activities associated with women, even when the names were anonymised. Amazon eventually shut down the AI algorithm because it was not able to generalise from the data it got trained on (Dastin 2018). Therefore, it is critical to understand the limitations of AI to make decisions in situations it was not trained on.



AI's Decision‐Making Consistency

We are mostly aware that our own human decision‐making is not without flaws. And even experts often make decisions that differ significantly from one another. Research has shown that when it comes to tasks such as valuing stocks, appraising real estate, sentencing criminals, and more, the judgements made by different people are highly variable. But confronted with the same problem at different times, even the same people can change their judgement drastically. For example, when software developers were asked to estimate the completion time for a given task on two separate days, their projected hours differed by an average of 71%. Pathologists’ assessments of the severity of biopsy results had a correlation of only .61 (out of a perfect 1.0), indicating that their diagnoses were inconsistent (Kahneman et al. 2016). The problem with inconsistent decision outcomes is that they certainly do not create trust in those experts’ decision‐making.

Although we are not consistent when it comes to decision‐making, we often expect decision‐making consistency from AI. But this expectation towards AI is as unrealistic as it is towards humans. Various AI algorithms can come to different conclusions, every additional datapoint in the training dataset can influence an algorithm's decision‐making, and even every retraining of an AI algorithm will result in varying outputs.

But this is not a flaw; it is a feature and was designed that way! One reason for the success of AI algorithms such as neural networks, random forests, and gradient boosted machines is their intended randomness during algorithm training. Although the approach of a neural network optimises with random parameters, random forests and gradient boosted machines employ random samples of data and variables to draw their conclusions. The randomness is part of the design of those sophisticated algorithms to make them more generalisable. By randomly selecting data and input variables during algorithm training, their decision‐making process becomes more robust. It's like asking a 1,000 human experts about their opinion on a specific problem, and then averaging the answers. However, that also means that the outcomes and explanations can differ each time an AI algorithm is retrained, posing a challenge to judge their consistency, especially when there are a lot of variables and a low number of observations to work with.



AI's Limited Decision Scope

In spite of the remarkable progress that AI has made in the realm of decision‐making, one characteristic that still distinguishes it from humans is its single‐objective optimisation. AI algorithms are usually designed to optimise a single outcome, yet human decision‐making is capable of taking into account multiple outcomes and ramifications of a particular decision. The classic ‘trolley problem’ illustrates the dilemma: do you choose to switch the course of a runaway streetcar, putting one child at risk instead of several adults? Is the only goal to optimise towards the lowest number of casualties or towards the type as well? In the business world, maximising the revenue impact of a decision is only one objective – but what are the cost implications? What are the ethical implications? What is the strategic impact of a decision? And what type of risks should be considered?

Formulating all possible decision objectives is a challenging task – even more so when weighing them against each other. When the objectives are harmoniously aligned, the decision‐making process is relatively straightforward. But when objectives come into conflict, it can be a vexing conundrum to decide which outcome is more important. Is there a middle ground? In the world of business, there are various examples that could benefit from multi‐objective optimisation. The credit card business is a prime example of how to accurately predict default risk while mitigating discrimination and bias towards any particular group. Similarly, technology companies struggle with multi‐objective optimisation when planning features for software updates, striving to keep customers happy while minimising costs. Although many business problems could benefit from that approach, the field of research in multi‐objective optimisation is still in its infancy.




Controlling AI's Decision‐Making

AI achievers seeking to overcome the limitations and mitigate the risks in AI's decision‐making usually focus on three key steps: simplifying AI's decision‐making process, aligning human and AI objectives, and focussing on causality rather than explainability of algorithms.


The Simplicity of AI's Algorithms

Since the early 2010s, the advancement of AI algorithms has surged at an unprecedented pace, yielding increasingly accurate algorithms. Yet, a crucial factor has frequently been neglected: simplicity. Although the objective of accuracy is often attributed to more complex algorithms, the significance of simpler ones – such as linear regression and decision trees – is frequently underestimated. However, these simple algorithms offer advantages in terms of interpretability, fostering ease in validation, enhancing decision‐making generalisability, and consistency. Moreover, simpler algorithms typically demand less training data, require less time for training and inference, and need less storage space.

Despite the common belief that accuracy is directly proportional to algorithm complexity, that does not hold necessarily true (Gosiewska et al. 2021; Rudin 2019). Researchers have explored AI algorithms ranging from linear regression to deep learning neural networks and proven ‘that a trade‐off between accuracy and interpretability is a myth and improved interpretability is not necessarily followed by reduced model performance’ (Gosiewska et al. 2021). Therefore, AI experts should aim for the lowest level of complexity to achieve the highest accuracy combined with interpretability.

Although simplifying algorithmics can lead to reduced complexity, increasing simplicity can also result from using less data. The prevailing approach and belief are that greater data volumes are necessary for achieving a high accuracy. However, this notion is only partially accurate. Additional information incorporated into an algorithm tends to have a marginal impact. This is especially the case when a new variable is correlated with others; its incremental impact is often minimal and may even undermine the algorithm's interpretability and performance. Frequently, only a small set of variables play a pivotal role in predicting the majority of the output variable's variance, which is essential for achieving accurate predictions (Miao and Niu 2016). Figure 8.3 illustrates typical outcomes from an algorithm aimed at predicting, for instance, sales volume using about 60 variables. On the left, the contribution of the first 20 variables is displayed, and the right side demonstrates the cumulative explanatory power of each additional variable on the algorithm's accuracy.
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Figure 8.3 Individual and Cumulated Variable Importance



Interestingly, the top 20 variables among the 60 appear to encompass roughly 99% of the output variable's variance. Nonetheless, 99% accuracy might not even be necessary. In our example, an algorithm trained on merely 12 variables could attain a 90% accuracy rate, while one based on 8 variables could still yield a reasonably accurate result of 75% compared to utilising the complete set of variables. However, it is not the quantity of variables that holds significance, but rather how these variables capture the underlying reasons for the desired business outcome. For instance, in the context of sales volume, pivotal variables might include those linked to consumer awareness, product accessibility, and pricing.

Years of AI experience have shown us that often less is more in terms of algorithms and data. Employing simpler algorithms trained on meticulously chosen variables frequently enables organisations to derive more value than those opting for more intricate algorithms trained on extensive datasets.



Aligning AI's Decision‐Making to Business Objectives

Although a higher AI decision quality, characterised by greater accuracy, is often linked to more significant business opportunities, a perfect 100% accurate AI algorithm remains elusive. In reality, an algorithm with an accuracy of about 80% is way more common. However, simply relying on an algorithm's accuracy percentage to determine its potential impact on a business is a shortsighted approach and an algorithm with lower accuracy might be equally qualified to create a business opportunity.

Consider a hypothetical example of a hospital or health care provider who has developed an AI algorithm to forecast the likelihood of a heart disease for patients using medical records. With the correct prediction of the AI algorithm, the hospital can intervene and potentially save a patient's life. Conversely, an incorrect prediction could result in a missed opportunity to intervene, putting the patient's life at risk.

To understand the intricacies of AI's decision‐making processes, we must first delve into a concept used to evaluate decision‐making quality in AI. The concept is called a confusion matrix, which is a two‐dimensional representation of an AI algorithm's predictive accuracy, divided into reality and prediction. The confusion matrix consists of four distinct quadrants, each representing a different outcome (see Figure 8.4).

In the first quadrant (top left), AI accurately predicts the occurrence of a heart disease, resulting in true positives. By contrast, the opposite quadrant in the bottom right represents true negatives, where the AI correctly predicts no heart disease. The top‐right quadrant, false positives, occurs when the AI predicts a heart disease when none exists, and the bottom‐left quadrant, false negatives, results from the AI failing to predict a heart disease when one exists. Understanding the implications of each quadrant is crucial in evaluating AI's decision‐making quality accurately. Although true positives and true negatives indicate a high level of predictive accuracy, false positives and false negatives can be catastrophic in certain contexts. For instance, in our example, a false negative prediction for a heart disease could result in life‐threatening consequences for a patient.
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Figure 8.4 Confusion Matrix Concept



AI's accuracy is a measure that refers to the percentage of correct predictions made by an algorithm over the total number of predictions it executes. In the context of a heart disease prediction, accuracy is crucial because it enables timely intervention. Of course, we all aspire to develop algorithms that are 100% accurate in identifying potential heart disease. However, the reality is often far from this ideal, and it is not uncommon to achieve an accuracy rate of 80% or lower (Rescue One 2023). In other words, such algorithms are bound to make mistakes in 20% of cases, either by predicting a heart disease when there is none, or worse yet, failing to identify a real risk.

Nonetheless, not all inaccuracies are valued equal. Indeed, the costs of falsely alerting patients to a nonexistent risk are relatively low, especially when compared to the catastrophic consequences of failing to notify those at genuine risk. In other words, it is a minor inconvenience to have a few patients alerted unnecessarily, but it is an outright tragedy if even a single person dies due to a missed warning.

Thus, the imperative lies in optimising AI's decision‐making processes towards this outcome. Even with an algorithm that boasts an accuracy rate of only 80%, we can choose to have the error on the side of caution and alert all patients or to avoid any false prediction of a heart disease. In doing so, we can ensure that everyone at risk of heart disease is made aware of the danger, and we minimise the chances of any fatalities occurring or, as depicted in Figure 8.5, we can reduce false alarms with the consequence of up to 20% fatalities.

As we can observe in the figure, the left confusion matrix depicts the dire outcome of AI's inability to predict correctly in 20% of cases, resulting in a high‐risk situation for all 20% of patients. Conversely, the right confusion matrix indicates no patient risk despite the same 80% accuracy rate. This illustrates the importance of not only examining overall accuracy but also the consequences of errors for business outcomes.

The repercussions of mistakes can be far‐reaching, as we saw in the Zillow use case we discussed previously in this chapter. The errors in the algorithm's future house price prediction led to significant losses. It is crucial to recognise that the impact of overestimating and underestimating future house prices is not symmetrical. Underestimating can benefit an organisation, and overestimating can result in loss. As such, it is imperative to consider the potential costs and benefits of inaccurate predictions and adjust the algorithm's parameters accordingly.


[image: An illustration of Two Confusion Matrix Examples. 80 percent Accuracy, 20 percent of people are at high risk. 80 percent Accuracy. No people are at risk.]

Figure 8.5 Two Confusion Matrix Examples





Focussing on Causality, Not Explainability

In the business world, human decision‐making is usually based on the assumption that decision reasoning and decision explanations are aligned with each other. When making a prediction or decision such as why a customer might buy a product, a salesperson, for example, may cite relevant information such as the customer's interest in the product, the suitability of the product to the customer, and the customer's financial standing. All of those variables do not just explain but also reflect the causes for their prediction. However, when it comes to AI, that assumption might not be true.

Despite the growing demand for explainable AI, it is important to understand that explainability and causality are not the same (Gade et al. 2019; Grennan et al. 2022). Although explainability methods such as Shapley values can help us understand how an algorithm makes its decisions, they may not necessarily reveal the underlying causes behind the decision phenomenon. For example, an algorithm that predicts an increase in sales volume may attribute its prediction to factors such as the sales trend over the past year or seasonal effects, but it may not be able to explain the economic reasons behind those factors.

Identifying causality is a complex challenge. For example, missing variables or the correlation between input variables can make it difficult to make assumptions about causality. For instance, consider a media mix optimisation algorithm used by a car manufacturing company to estimate the impact of various media channels on sales, including TV, radio, and print. Based on its calculations, an AI algorithm might suggest that radio has a higher ROI than TV or social media, estimating a ROI of 10% for TV, 45% for social media, and more than 10,000% for radio. However, the ROI for radio is way too high to be realistic. It could be the case that the high ROI for radio was due to the fact that the company was a major sponsor of the Super Bowl, the annual final game of the National Football League, and radio was the primary media channel used during the event. The information about the event was not taken into account in the algorithm, which caused the extreme overestimation. However, even taking into account the information about the event might heavily affect the attribution of sales to the radio channel because both events are perfectly correlated. This illustrates the complexity of identifying causality, even with the ability to explain an algorithm's decision‐making process.

In the realm of AI, there has been a growing emphasis on causality and its role in understanding and interpreting algorithmic outputs. This focus on causality serves a twofold purpose: it helps prevent erroneous conclusions drawn from algorithmic explainability, and it can also enhance the simplicity and efficacy of an algorithm. When the variables chosen to build an algorithm reflect the causes behind a phenomenon, fewer variables may be required to achieve the desired level of accuracy. Furthermore, these chosen variables may include actionable components that can be manipulated to influence the output. As a result, although it is essential to prioritise transparency and explainability in AI, it is equally crucial to acknowledge the limitations of these methods when it comes to uncovering causality.






Dr. Ambar Sengupta, Professor in Mathematics and Department Head at University of Connecticut


Artificial intelligence, a significant field of study and development for decades, has experienced a rapid surge in interest in recent years. The foundational components of this subject intertwine computer science, mathematics, and statistics. Having served as a mathematics professor and department head at the University of Connecticut, I've had the privilege of delving into the fundamental mathematical concepts underpinning AI.

In the realm of mathematics, progress is being made in AI's ability to comprehend and handle abstract mathematics. One such endeavor is the Lean Theorem Prover, an open‐source project initially launched at Microsoft. The long‐term implications, extending beyond the intricate realms of mathematics, of AI executing highly sophisticated processes of reasoning and identifying logical patterns, can only be speculated on at this juncture.

In the broader context of applying AI to the understanding and reasoning of humans, a pivotal moment occurred in late 2022, marked by the breakthrough in generative AI, prominently demonstrated by ChatGPT – an innovation from OpenAI's research lab. Across academic circles and various domains, the response to this advancement has been a blend of enthusiasm and caution. Educators are proactively exploring ways to integrate AI into their teaching strategies, while also contemplating scenarios where AI might replace human instructors. On an operational level, generative AI already contributes to shaping course designs and syllabi. However, not limited to education, in workplaces worldwide, generative AI has become an everyday tool, assisting in drafting business correspondence, formulating job descriptions, and even generating initial iterations of programming code. Its potential is vast, arising from the fusion of knowledge to give rise to novel creations. Those who have interacted with ChatGPT can attest to the wonder of witnessing fresh ideas taking shape, whether through eloquent essays or expressive poems.

Nevertheless, the management of generative AI's decision‐making process poses a notable challenge, and concerns about its explainability and generalisability persist. For example, ChatGPT's outputs heavily depend on context and require specific instructions. The system generates a variety of outputs, occasionally producing fabricated information and citations. Although generative AI's results closely resemble human‐like outcomes, discernible distinctions remain. ChatGPT operates by selecting the most suitable words following the preceding text, whereas human writing originates from conceptual thought, employing word choice as a means of articulating ideas.

As efforts continue to unveil AI's ramifications for human culture, finance, and the expansive realm of business – where the possibilities seem limitless – it remains crucial to acknowledge its limitations and potential consequences.













Part III
Enterprise Integration



The integration of AI within an organisation is crucial for the sustainable creation of value using this innovative technology. The integration starts by aligning on how AI can contribute to achieving the organisation's goals and objectives, defining the organisation's interaction with AI initiatives, and addressing how AI will reshape the organisation's values, beliefs, norms, customs, behaviours, and practices.

In detail, we will explore how to craft an executable AI strategy that aligns with a business's overall strategy, lead successful AI projects that overcome the challenges of AI value creation, and drive AI adoption across the enterprise and especially at leadership level through facilitating an AI‐friendly culture.

We outline practical frameworks for scaling AI across an enterprise, drawing from the insights shared throughout this book. We provide case studies of other organisations we have worked with, offering guidance and inspiring ideas on how to tailor these frameworks to your own organisation.






9
Crafting an AI Strategy




Strategy without tactics is the slowest route to victory. Tactics without strategy is the noise before defeat.

—Sun Tsu (military general, strategist, philosopher, and writer)



The implementation of AI in various business operations has been on the rise across organisations around the globe. However, most organisations lack a well‐defined strategy for AI implementation (Business Wire 2019; IBM 2022b). Although many start with tactical approaches and use cases, these often fail to create sustainable value. A disconnect between the AI strategy and enterprise strategy can lead to misalignment, organisational challenges, unrealistic expectations, and adoption problems at the executive level. Various AI achievers who have successfully created value with AI have demonstrated the importance of aligning their AI strategy with the broader enterprise strategy (Chui et al. 2022). However, this holds not just true for AI but also for the alignment of the overall digital and enterprise strategy (Ismail et al. 2017).

An effective AI strategy is designed to simplify the complexity of organisational operations for AI and to achieve alignment across the organisation. A well‐crafted AI strategy offers clear vision and direction for the use of AI, aligns it with the company's business operations, and provides a framework for planning, transparency, and knowledge‐sharing to create value. Last but not least, it is critical to identify the necessary value‐driving capabilities and establish a support system. By offering a road map for an organisation's AI journey, a sound strategy serves as an invaluable guide for achieving lasting success and navigating an organisation through the highs and lows along the path of implementation.



Delivering an Executable AI Strategy

Although an AI strategy offers numerous benefits, the most significant is its ability to provide focus. To determine where this focus should be directed, we will rely on the strategy framework presented by Lafley and Martin (2013). A. G. Lafley, the former CEO of Procter & Gamble (P&G), and Roger L. Martin, the dean of the Rotman School of Management, outlined this framework. Established in 1837, the multinational consumer goods company P&G has a long history of successfully implementing innovations in a wide range of products including cleaning agents, personal care products, beauty and grooming items, health and wellness products, and more. P&G's brands include well‐known names such as Tide, Pampers, Gillette, Crest, Pantene, and many others.

As per Lafley and Martin, strategy is defined as ‘a coordinated and integrated set of five choices: a winning aspiration, where to play, how to win, core capabilities, and management systems’ (Lafley and Martin 2013, 3). This framework has also been found applicable to the challenges of integrating AI into enterprises. The Deloitte Center for Government Insights, recognised for its pioneering research that informs US public officials, has found this model to be valuable in shaping AI strategies for US government agencies, including the Department of Defense and the Department of Energy (Eggers et al. 2019).

In their strategy framework, Lafley and Martin propose the following choices, which we applied to the field of AI:


	Aspiration: What is the role of AI within an organisation and what is the level of AI ambition? A description of what AI is intended to accomplish for an enterprise and its stakeholders, and what AI is not intended to do.

	Focus: What are the focus areas of an AI initiative? The focus on business opportunities in specific business areas (e.g. business verticals, geographic areas, or organisational challenges within and across its industry).

	Value creation: How is AI going to create value? The definition of how to address those business opportunities with specific ideas on types of AI value creation and strategies to overcome AI's value creation challenges.

	Capabilities: What is needed to create value with AI? The definition of capabilities, such as talent, partners, data, and technical requirements to create value out of identified business opportunities and to reduce adoption and feasibility risk.

	Management systems: What system will support AI's integration and its management? The identification and definition of organisational systems that support, foster, and manage the AI initiative's strategy.



All of those strategy choices are hierarchical in nature. Choices at the top of the hierarchy shape the context for those below, and lower‐level choices reinforce the higher‐level ones (see Figure 9.1).

For example, the focus (choice 2) is affecting the way AI is supposed to create value (choice 3), but if value creation is not feasible, the AI initiative must shift its focus (choice 2). This aspect of Lafley and Martin's approach is pivotal because it ensures that the aspiration and focus adopted are executable.

Another advantage of Lafley and Martin's approach to strategy is the ability to align AI strategy choices with those at the enterprise level. In their cascade model, every AI strategy choice is driven by and linked to the top‐level enterprise strategy. For example, when taking the cascade from business to AI strategy and the dependencies within the AI strategy into account, the AI focus (AI choice 2) will be affected by the AI's aspirations (AI choice 1) and the overarching enterprise strategy focus (enterprise choice 2; see Figure 9.2).


[image: An illustration of A I Strategy Choices. It includes A I Aspiration, A I Focus, A I Value Creation, A I Capabilities, A I Management Systems.]

Figure 9.1 AI Strategy Choices

Source: Adapted from Alan G et al. (2013)\Harvard Business Review Press.



Lafley and Martin's strategy approach is remarkably adaptable. It can be employed at the enterprise level and flexibly tailored to various divisions and business units, contingent on the organisational structure of the AI initiative. For instance, in cases where a company opts for a hybrid or decentralised AI initiative, individual divisions can formulate AI strategies tailored to their unique business units, all while ensuring alignment with the overarching initiative. The clear identification of dependencies among AI strategy choices and between enterprise and AI strategy cascades make that approach highly adjustable. It's crucial to bear in mind that, akin to any business strategy, an AI strategy requires evolution as AI technology and business requirements progress.


[image: A flow diagram depicts A I and Business Strategy Choice Alignment. It includes A I Aspiration, A I Focus, A I Value Creation, A I Capabilities, A I Management Systems.]

Figure 9.2 AI and Business Strategy Choice Alignment

Source: Adapted from Alan G et al. (2013)\Harvard Business Review Press.





Aspiration

An AI strategy starts with an ambitious aspiration for AI, setting the stage for all other choices. A clear and concise aspiration statement conveys a vivid vision and overarching goal, acting as a guiding star for all AI endeavors. Such an explicit AI aspiration statement can help all stakeholders in grasping AI's role within the organisation and reduces uncertainty about its intentions. It's useful to envision AI as a new senior executive. Without a role description for this newcomer, all that's known is their history of creating value through automation elsewhere. What if this new hire starts suggesting untapped business opportunities you hadn't considered, or even recommends automating segments of your decision‐making process? A lack of aspiration can breed ambiguity and concerns about the AI initiative's motives. Formulating an aspiration for AI is pivotal in building trust by showcasing benevolence and integrity to all stakeholders, thus building the foundation for successful AI adoption.

Drawing inspiration from AI achievers, here are some exemplary aspiration statements from Google's AI initiative, Tesla, and Microsoft:


Google's mission has always been to organize the world's information and make it universally accessible and useful. We're excited about the transformational power of AI and the helpful new ways it can be applied. From research that expands what's possible, to product integrations designed to make everyday things easier, and applying AI to make a difference in the lives of those who need it most – we're committed to responsible innovation and technologies that benefit all of humanity.

—Google (Google AI 2023)




We develop and deploy autonomy at scale in vehicles, robots and more. We believe that an approach based on advanced AI for vision and planning, supported by efficient use of inference hardware, is the only way to achieve a general solution for full self‐driving and beyond.

—Tesla (Tesla 2023)



Microsoft's stated commitment to AI is even reflected in its corporate vision; the technology is so integral to the enterprise that it has been included in the company's vision statement showing that AI represents an essential element in Microsoft's plans for future business operations:


Microsoft is a technology company whose mission is to empower every person and every organization on the planet to achieve more. We strive to create local opportunity, growth, and impact in every country around the world. Our strategy is to build best‐in‐class platforms and productivity services for an intelligent cloud and an intelligent edge infused with artificial intelligence (‘AI’).

—Microsoft (Levy 2017)



Although Microsoft has taken steps to integrate their enterprise and AI visions, many other organisations are not as advanced in their AI journey to seamlessly blend the two. However, Tesla and Google's AI strategies are closely aligned with their enterprise aspirations. Let's consider another example that illustrates how a corporate vision can influence AI aspirations.

The Mexican food restaurant chain Chipotle has more recently begun its journey with AI. With more than 3,000 locations and more than 100,000 employees in the US, Canada, and Europe, the complexity of the business has grown exponentially (Chipotle 2023).

Chipotle describes their enterprise aspirations: ‘We strive to cultivate a better world by serving responsibly sourced, classically cooked, real food with wholesome ingredients and without artificial colors, flavors or preservatives. We are passionate about providing a great guest experience and making our food more accessible to everyone while continuing to be a brand with a demonstrated purpose’ (Chipotle 2021).

In line with their enterprise aspirations, Chipotle CEO Brian Niccol describes the aspiration of its AI initiative the following way: ‘Machine learning and automation is going to be a big disrupter because it just allows you to do processes that people didn't love doing before. As a result, they [will be able to] do them with great accuracy or great consistency. That [will marry] with analytics so you can better forecast, better prep, [and have] better execution. Companies that invest in these areas will end up with hopefully better work for our employees and better outcomes for our customers’ (Abril 2022).

In Chipotle's AI aspiration, we witness the intended role of AI within the enterprise's operations. It contributes to cultivating an improved work environment for employees and enhancing the customer experience, while optimising business processes through enhanced forecasting, preparation, and execution. These aspects are fundamental to Chipotle's enterprise vision of delivering exceptional guest experiences and ensuring food accessibility for all (Chipotle 2018).



Focus and Value Creation

Determining where AI should be applied to and how to create value with it has been shown to be key to securing AI's long‐term business impact (Burns 2018). But, where to start? Considering the link between AI and corporate strategy, by understanding the strategic choices at enterprise level, AI initiatives will have a solid foundation to identify areas for the application of AI.

Let's go back to the enterprise strategy level. After the choice of enterprise aspiration, the next step is to define where to play, which is intertwined with the subsequent step, how to win. Although the enterprise aspiration serves as the foundation for the enterprise's scope of activities, it is where to play and how to win that define the specifics. Where to play is crucial in selecting the playing field, establishing regions, categories, channels, and consumers to focus on in order to narrow the competitive playing field of the organisation. Questions to ask when evaluating a company's competitive standing include What markets is the company targeting? Who are its customers and consumers? Through what channels is it selling? What product categories is it offering? At which vertical stages of the industry is the company competing? Choosing how to win is key to gaining a competitive edge on the where to play battlefield. This entails making specific choices that have the ability to create a unique value to generate and maintain a competitive advantage over industry rivals. How to play is a set of choices connected to each playing field selected on the where to play step (Lafley and Martin 2013).

The focus of AI's application is directly linked to where to play decisions. The question then becomes Can AI provide a competitive advantage in the playing field? Is there a business opportunity to be found through AI‐based actionability? Having the answers to these questions is essential in determining the next steps: the details on how to create value for each possible set of where to play choices. Is the business opportunity feasible and possible for the AI initiative to create the opportunity, and eventually what are the risks of it not getting adopted?

Chipotle's goal to achieve its aspirations has been narrowed down to crucial where to play areas. By focussing on key areas, the company identified the following opportunities and challenges it must address:



	Becoming a more culturally relevant and engaging brand to grow love and loyalty;

	Digitizing and modernizing the restaurant experience to be more convenient and enjoyable for customers;

	Running great restaurants with great hospitality and throughput;

	Being disciplined and focused to enhance the company's powerful economic model; and

	Building a great supporting culture as Chipotle innovates and executes across digital, access, menu and the restaurant experience. (Chipotle 2018)





Chipotle focuses on disciplined execution to solidify their economic model. Their operations are facing adverse results as ingredient and operating costs have risen. AI is being deployed to optimise both cost categories.

The company is using AI to address the challenge of rising ingredient costs. By learning how much of an item is required for food preparation on different days and times, they can minimise waste and ensure customer satisfaction. Chipotle CEO Brian Niccol remarked, the ‘way it works currently is, [workers] just don't really realise that they went through more guacamole until they get to dinner. Then it's 7 o'clock when they run out, and then we disappoint customers’ (Abril 2022).

The second cost driver is operation costs, largely driven by human resources. Chipotle is turning to AI to help manage business operations, from predicting consumer demand to optimising food preparation. This frees up time for management to focus on other areas of the business, such as building a great customer experience and enhancing company growth. AI offers higher accuracy and consistency, standardising and optimising processes that can improve employee satisfaction by taking over tedious tasks. Additionally, in the highly competitive, volatile, and unpredictable restaurant industry, Chipotle is using AI to stay ahead of the game and protect their employees during the COVID‐19 pandemic. By predicting food preparation time and adjusting the amount of digital orders in real time, they are able to ensure their employees don't burn out as well as an optimal customer experience. Those AI‐generated insights feed into various focus areas of Chipotle's strategy: running great restaurants with great throughput, remaining disciplined and focussed, and offering a fantastic customer experience – all while maintaining profitable and sustainable growth.



Capabilities

AI capabilities can profoundly influence the success of an AI initiative and follow the strategic choices about where to focus AI's application. It is the choice of AI capabilities that are required to create value out of the focussed business opportunities. The capabilities necessary can be broken down into the main area of AI technology, the right AI talent, data management, and their respective processes.

The strategic decision‐making process when selecting AI technology is complex. Many companies attempt to face the challenge by building their own solutions to retain intellectual property and keep costs low at the beginning of their AI journey. However, considering all the tasks related to building an AI pipeline, including AI algorithm development and deployment, makes the process daunting. As a result of the level of complexity, AI achievers often use the strategy of augmenting their technology stack with ready‐to‐go solutions to meet all the various demands. Chipotle has taken that step with its partnership with Miso Robotics to create Chippy, an autonomous kitchen assistant that cooks and seasons their signature tortilla chips. Using AI, the robot can replicate Chipotle's exact recipe, cooking and seasoning with exacting precision. According to Nevielle Panthaky, Chipotle's VP of culinary, Chippy achieves ‘subtle variations in flavor’ that customers expect (Beckett 2022). The robot is trained to use corn masa flour, water, and sunflower oil to cook the chips, and then tops them off with a dusting of salt and a hint of lime juice. This isn't Chipotle's first foray into AI‐powered innovation; they also partner with the digital food management platform PreciTaste. With PreciTaste, cooks are notified about the ingredients they need for any dish and the platform automatically helps plan for what is needed, leveraging AI and image recognition (Ajao 2022).

The right AI talent is key for successful AI initiatives. But what sets apart the ideal talent pool for such an initiative? In the last part of this book, we will further explore the individual tasks necessary for AI value creation to define the various skills and competencies required to create value with AI. Those skills and competencies can then be translated to various roles, which can differ between organisations across the stages of their AI journey. The necessary skills and competencies reach from technical to nontechnical as well as soft skills. At Chipotle, AI talent is multifaceted, fulfilling a variety of tasks in product management, software development, data analytics, cybersecurity, infrastructure, and enterprise project management teams (Dol 2021). Although those roles are technical in nature, they require a blend of technical and nontechnical skills and competencies to enable effective decision‐making and drive growth, innovation, and operational excellence at Chipotle.

Data has become a strategic asset in any organisation, and managing it properly is key to maximising its AI value‐creation potential. To realise the full benefits of this asset, the proper management of data at the right level is critical – a key factor in sustaining its value. Chipotle has implemented the Microsoft Dynamics 365 Customer Insights platform, organising and analysing their customer info to deliver marketing initiatives on a much finer scale. With multiple sources of customer data – such as a loyalty program boasting more than 17 million members, POS data, a customer care center, and digital platforms – Chipotle is now able to harness the power of data and apply AI's decision‐making on a customer level (Berthiaume 2021).



Management System

An AI management system encompasses the definition and review of an AI strategy with a guiding and supporting coalition, communicating the AI strategy effectively, creating the core capabilities, and continuously measuring to ensure the strategy is on track. Without such a management system, even the best strategy is likely to fail.

An AI initiative requires organisational support from various areas. The best way of gaining that support is by creating a guiding coalition that can contribute in creating and reviewing an AI strategy. That AI strategy is supposed to be an evolving document that allows for understanding of value creation gaps, builds trust, and inspires enterprise commitment. It should capture the learnings from failures and successes on the AI journey, and be crafted with the input of key coalition members from, for instance, IT, data management, HR, and finance, who together provide the capabilities, knowledge, and experience to support the AI strategy's objectives.

The communication of an AI strategy requires a two‐way dialogue: internally to the organisation and externally to the customers. Internally, it is essential to provide stakeholders with knowledge transfer, while also building trust and demonstrating how their job relates to the value AI provides and the goals of the enterprise. Externally, AI aspirations and value should be communicated to all stakeholders, including the enterprise (board and management), employees, and customers.

Every AI initiative necessitates support to facilitate the development and upkeep of its AI capabilities. The task is to identify what resources are necessary and create them in alignment with the core components of the AI strategy. For instance, a financial sponsor for the AI investment is needed, with the initial costs typically covered by the budgets for digital transformation, IT, or business intelligence. Securing the appropriate funding is key, because it grants the initiative the power and resources to hire and retain AI talent, a task for which HR must be consulted to understand their incentives, demands, and salary expectations. However, resources and support cannot only be gathered internally; in many cases external partners might be a wise choice for building and sustaining the core capabilities of and supporting the AI initiative.

Last, it is essential to measure and show the progress of the AI initiative. Measurement plays a critical role in providing focus, feedback, learning, and incentives. According to Lafley and Martin, the key is to measure the progress towards a future outcome when it comes to innovation. For measures to be effective, they emphasise the importance of prespecifying the expected outcomes. In the context of AI, the definition of an expected outcome and its assessment has to be done in alignment with the business stakeholder.

But determining the right metrics to measure can become a challenge in an innovation area such as AI, where the project failure rate is high, and business outcomes might take a while to realise or are dependent on success factors that are not in control of the AI initiative. Thus, it is essential to measure progress by tracking actions taken and gauging their success/failure.

In such an innovative field, it is all too easy to overlook the reality of outcomes, attributing positive results to the actions taken and any negatives to external factors beyond our control. To ensure maximum success, it is of paramount importance to employ careful assessment and analysis of processes and results.






Dr. Marcell Vollmer, Start‐Up Investor, CEO, and Former Partner at Boston Consulting Group (BCG)


Throughout my career as start‐up investor, CEO, and former partner at BCG, I have had the privilege of advising and collaborating closely with numerous C‐level executive teams from global firms, guiding them in crafting their digital strategies, which often incorporate AI technologies. Drawing from my experience with these organisations, I have learned certain best practices that have consistently resulted in successful AI value creation.

First and foremost, sustainable AI value creation hinges on an AI strategy that aligns closely with the overall enterprise strategy, effectively connecting the capabilities of AI to the specific needs of the organisation. However, it is not necessary to begin with an all‐encompassing strategy covering the entire enterprise. A more effective approach is to start small, with a focus on the customer. For instance, it is advisable not to attempt to implement AI across the entire supply chain all at once. Instead, commence with a small pilot project that targets customer‐centric improvements, allowing stakeholders to witness how AI can work for the organisation. An illustrative case is one of my clients who managed to save $1 million in the first year through AI implementation, particularly by enhancing their supply chain operations. By automating the process of entering purchase orders, the company freed up employees to concentrate on negotiating better prices with suppliers. This successful pilot project laid the groundwork for a broader AI roll‐out across multiple supply chain business operations, leading to further savings and efficiencies.

Second, an effective AI strategy should consider not only the business opportunities but also the feasibility and adoption risks associated with implementation. It is essential to address the value creation across all stakeholders, including employees, customers, partners, and suppliers, ensuring that they understand the benefits of AI and are willing to embrace the transformative change.

Additionally, organisational capabilities must align with the challenges posed by the chosen use cases. This may require investing in technology based on a solid business case and fostering the right data and technical expertise within the organisation. For instance, in the context of supply chain optimisation, this might involve leveraging AI‐supported technology and knowledge, such as Internet of Things devices for data collection on product conditions or radio‐frequency identifiers to track their movement.

Last, it is crucial to recognise that a strategy is not a static document but rather a dynamic one that must adapt to the ever‐changing environment it was designed for. To implement such changes, it is necessary to continuously monitor and update the underlying assumptions while evaluating the progress of strategic decisions. This flexibility and responsiveness enable the strategy to remain relevant and effective as the business landscape evolves.
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Leading Successful Projects




You've got to start with the customer experience and work back toward the technology – not the other way around.

—Steve Jobs (former CEO of Apple)



Nearly half of IT projects exceed their budget, 7% exceed their time frame, and typically deliver 56% less value than initially expected (Bloch et al. 2012). However, it's important to note that an AI project is not just any IT project; software projects carry the highest risk of cost and schedule overruns, and AI projects tend to underdeliver even more frequently (Gartner 2018).

To mitigate the risk of project failure, classic project management techniques prove to be invaluable. In most cases, effective project management is based on mastering the fundamentals and ensuring that essential aspects are diligently executed. For instance, AI projects frequently fail because they have missing or wrong outcome expectations, miss stakeholder involvement at the initiation of a project, lack proper planning of resources and capabilities, or fail to understand the full business problem and therefore fail to anticipate how an AI solution will ultimately be integrated into business processes (Nunez 2021; Schmelzer 2022). For instance, we frequently see that AI projects miss an accurate value estimation and project scope, that a project is missing or not following a predefined life cycle, that committed and assured resources are missing when they are required, financial resources are not planned and allocated correctly, and that an IT solution gets built but not a business solution. Getting these fundamentals right requires the application of a project management framework. Although a mature project management framework will address those challenges for project management, the challenges specific to AI projects must be understood as well. However, these challenges are not always immediately apparent and can be quite elusive. For instance, the AI landscape is complex and fast‐moving, unfamiliar to many, and its potential applications are not always easy to comprehend. Consequently, individuals often use heuristics to simplify this technology and make it more relatable. This explains why AI is frequently described as a magical wand (Thomas 2019). This perception is encouraged by AI product companies such as Alphabet, who label their latest generative AI developments as a ‘magic wand’ for their popular Google Docs software. This software, thanks to AI, can draft content like marketing blogs, training plans, or any other text in the user's preferred tone (Dastin 2023). Although this ‘magic wand’ perception fuels the hype around AI, it conceals the complexity of its value creation and results in a misguided understanding of AI's capabilities, its potential for value creation, and the challenges it presents.

Another challenge often overlooked is understanding the complexity of integrating a planned AI project into an existing corporate environment. This uncertainty can lead to project durations ranging from 3 to 26 months, dependent on factors such as data readiness, solution complexity, and the experience of the AI talent involved. On average, AI projects take about 12 months to complete (Deloitte and Google Cloud 2017). However, larger projects are more likely to fall behind schedule, exceed budgets, and miss critical features compared to smaller ones. They are also over 10 times more likely to face abandonment due to shifting business priorities (Project Management Works [PMI] 2021). Therefore, newer project management approaches and incremental value creation can be critical. Additionally, AI projects don't typically end with the completion of an AI solution. AI algorithms need continuous monitoring and potential retraining (Walch 2022).

Furthermore, AI project stakeholders may not have a complete understanding of the potential outcomes of an AI solution when they commit to a project, especially when conflicts arise between personal and organisational interests. Although these scenarios are common and are often explained through the lens of principal‐agent theory, it's essential to acknowledge this issue due to its far‐reaching implications on the adoption of an AI solution (Wikipedia 2023). For example, a business stakeholder may embrace the idea of an AI solution that could increase the team's ROI by 400%, but they may not anticipate the possibility that their own accomplishments could be overshadowed by the AI initiative until they see the first test results towards the end of the project. This could lead to a hidden rejection caused by the conflict of interest, usually represented by various feedback loops, multiple requests for solution adjustments, and other creative ways to delay the solution's launch.

Do any of those AI project challenges sound familiar? Many AI initiatives have encountered these challenges and have explored various approaches to address them. In this chapter, we'll offer general insights into project management for AI projects and discuss different AI project management approaches for your organisation. Moreover, we will address the challenges of creating trust and stakeholder value by focussing on leading change within AI projects.



AI Project Management

The main objective of AI projects is to produce AI products, services, or analytical outcomes that add value, such as facilitating transformative shifts towards AI‐driven decision‐making and enhancing operational efficiency. Typically, these projects encompass the configuration, development, implementation, and utilisation of AI solutions and require the management of various project activities and functions.

As per the Project Management Institute (PMI), a globally recognised professional association specialising in project management, project management is defined as the ‘application of knowledge, skills, tools, and techniques to project activities to meet project requirements’ (PMI 2021, 4). In this chapter, our emphasis will be on PMI's project management framework, with the objective of creating value through AI. We have chosen to focus on PMI due to its widespread adoption in the field of AI, its central role as a resource hub for project management professionals, and our belief that it can be a valuable asset for your AI project management endeavours as well. PMI offers resources, certifications, standards, research, and networking opportunities within the field of project management. A more comprehensive understanding of this topic can be obtained by referring to the Project Management Body of Knowledge (PMBOK) book, a comprehensive guide published by PMI that outlines industry‐standard practices in project management. However, it's worth noting that your company may already have an established corporate project management framework in place.


AI Project Functions

The creation of value in AI projects is most of the time the result of collective efforts from a diverse team of contributors. These team members fulfill various roles that affect project planning and execution, encompassing functions such as overseeing operations, coordinating activities, delivering feedback, facilitating and supporting the project team, executing tasks, providing valuable insights, applying specialised expertise, ensuring governance, and offering strategic direction and resource allocation.

In the context of AI projects, project managers typically shoulder the responsibilities of oversight, coordination, and feedback delivery. They play a central role in ensuring that AI projects adhere to predefined schedules and budgets. Their duties involve orchestrating the collaborative efforts of data scientists, engineers, domain experts, stakeholders, and other contributors. Additionally, they provide invaluable feedback on the project's progress, ensuring that it remains aligned with the overarching organisational objectives.

To illustrate the importance of facilitating and supporting the project team, consider the role of a data engineer within the context of AI projects. Data engineers are instrumental in supporting project teams by managing data pipelines, thus guaranteeing high data quality and availability, which are crucial for AI project success. When it comes to executing the project tasks and contributing insights, data scientists typically take the lead. They are at the forefront of designing and developing AI algorithms and solutions that drive the project forward. To ensure compliance with regulations and ethical considerations in AI projects, legal counsel must provide their specialised expertise. They work diligently to ensure that AI initiatives adhere to relevant regulations and standards, minimising the risk of bias and discrimination as well as to ensure compliance with different jurisdictions.

For the purpose of providing business direction and allocating resources, business stakeholders and domain experts play a pivotal role. They must collaborate closely in defining the objectives of AI projects, aligning them with the broader business goals. Furthermore, they must actively participate in securing the necessary budget and resources for AI projects, offering invaluable guidance on how AI can effectively address specific business challenges.



AI Project Environment

The value created by AI projects is a result of the interplay between the internal and external project environments (e.g. organisational influences, market and industry impacts). A profound understanding and effective management of these environments are paramount for achieving value with AI projects. Several internal factors can significantly affect AI projects, including organisational culture, resource availability, data quality, and data accessibility, among others.

Organisational culture within an organisation can exert a profound influence on the trajectory of AI projects. If an organisation fosters a culture characterised by data‐driven and analytical thinking, a culture that encourages innovation and experimentation, and one that promotes collaboration and trust, AI solutions are more likely to be embraced, and AI projects are more likely to succeed (Fountaine et al. 2019). Resource availability and allocation, which encompass budget, skilled personnel, data, and computing infrastructure, play a direct and pivotal role in determining the feasibility and execution of AI projects. A shortage of these essential resources can lead to project delays, compromise project quality, or even result in project failure. The quality, availability, and accessibility of data constitute fundamental cornerstones for AI projects. Subpar data quality or the presence of data silos can undermine the accuracy and effectiveness of AI solutions, underscoring the critical importance of addressing data‐related challenges in AI initiatives.

Shifting our focus to external factors, AI projects are subject to various external elements, including market dynamics, industry regulations, and technological trends. Market conditions, which encompass factors such as competition and evolving customer demands, can exert a significant influence on the business objectives of AI projects. For instance, if a new competitor enters the market with a disruptive AI‐driven product or service, it may necessitate adjustments to an existing AI project's strategy or objectives to remain competitive. Industry‐specific regulations, as observed in sectors such as health care or finance, may impose unique constraints and requirements on AI projects, necessitating adherence and adaptability. For example, in the health care sector, AI projects must adhere to strict patient privacy laws in the United States. These regulations will affect the design and implementation of AI solutions.

Furthermore, the evolving landscape of AI technology can have a considerable impact on project planning and execution. Remaining on top of these technological trends is of paramount importance to ensure that AI projects remain relevant and effective in the face of rapidly advancing AI capabilities.




AI Project Life Cycle and Project Development

Every project follows a life cycle, defining a series of phases from value scoping to completion. The approach employed to create value with AI within this life cycle is known as the project development approach.


Life Cycle

Depending on its nature, a project can be split into several broad phases within its life cycle. This life cycle serves as a road map for managing a project, helping project managers, stakeholders, and the AI initiative to plan, execute, monitor, and control all aspects of a project's development. Inspired by the PMI project management framework, we can separate the following phases:


	Planning‐related phases:





	Value scoping: define the business case, understand its business opportunity, assess adoption risks and evaluate its feasibility, by mapping the organisation's capabilities to deliver the intended project outcomes. Definition of project scope is the sum of all the products, services, and results provided and defines the project's deliverables and their acceptance criteria. It can be defined up front or evolve over time.

	Design: develop the project's deliverables. These deliverables are related to the AI solution that can create the value outlined in phase 1. This phase encompasses project requirements and the quality of the deliverables of a solution. Requirements focus on clear, concise, verifiable, consistent, complete, and traceable project specifications.
Delivery‐related phases:



	Development: refers to the development of the deliverables and the construction of the final solution. This phase entails in addition to data collection, data preparation, and algorithm development the integration of a solution in current business processes. Moreover, it includes quality assurance, which entails validating regulatory compliance or addressing decision bias in AI algorithms.

	Testing: test the solution and its various features built in the previous stage. Stakeholder quality reviews are conducted to verify that the solution functions as intended. It includes a detailed inspection of the quality of various deliverables that meet all solution requirements.

	Deployment: involves integrating the solution into the production environment including data management infrastructure and IT architecture, and making it available to the intended end user population. It also includes measuring the realisation of the solution's benefits and conducting training sessions to educate users on effective solution usage.

	(Un)‐completion: marks the project's closure. Knowledge, learnings, and artifacts must be documented and archived, the project team released, and contracts closed. However, an AI project doesn't conclude with the delivery of an AI solution. Continuous monitoring of the AI solution's performance and optimisations based on new data and user feedback are essential ongoing activities. That means that the solution might need to be adjusted after its deployment. Additionally, change management activities need to be implemented to reinforce the adoption of the solution addressing the unique needs and concerns of different stakeholders.



In most projects, gate reviews are conducted at each phase to ensure that the transition to the next phase meets specific prescribed conditions.




Project Development

The project development refers to the approach that is used to create or evolve an AI solution during the project life cycle. Although there are different approaches to how projects can develop, they range from highly predictive to highly adaptive.

The predictive project development approach has been a popular and successful method for tackling projects of all scales. It has been a successful approach in various functional areas and industries. Its predictability, well‐defined requirements, and boundaries make it especially valuable, following a step‐by‐step sequencing, also known as the waterfall approach. This approach is commonly used when there is a high level of risk or a significant investment involved in a project. A predictive development approach reduces uncertainty early in the project because the scope, schedule, costs, resources, and risks are defined in the early planning phases of the project life cycle. User feedback, however, is usually given towards the end of a project. When it comes to AI projects, predictive project development would be the ideal approach. With a clearly defined outcome and requirements in place, it enables defining the business opportunity and risk factor assessments to calculate a project's ROI, plan capabilities, and precise deliverables (see Figure 10.1).

This rigid approach can be used only if the project environment and required capabilities are relatively stable. However, in today's fast economic environment and rapid developments in the area of data and AI, the technical capabilities and the context can be completely different, once a project is finished. For example, the innovation of generative AI and the technological advancement of large language models has dominated and changed the field of natural language processing significantly within only six months after its introduction in 2022 (Edelman and Abraham 2023). A predictive development approach also assumes that there is limited learning taking place during a project and that all stakeholders and project team members are fully informed at its inception. However, that can become complicated if, due to disconnected stakeholders during project planning, AI and data‐inexperienced stakeholders, or inadequate stakeholder guidance at the outset, missing data and domain knowledge on the side of the AI initiative, it becomes evident during the course of an AI project that changes must be made to hit a desired or modified outcome. For instance, a projected business opportunity might not be as big as the AI‐driven insights are actionable or the decision quality of an AI algorithm built on the planned data is not high enough to create an intended business outcome. Unfortunately, those are common problems of AI projects.


[image: A flow diagram depicts Predictive Project Development Approach.]

Figure 10.1 Predictive Project Development Approach

Source: Adapted from “PMBOK® Guide” (PMI 2022).



In the early 1990s, a new and adaptive approach to project development emerged: agile project management. This new approach quickly gained traction in the IT sphere and particularly in software development, but its principles have since been applied to other fields, from automotive engineering and sales to marketing and logistics (Denning 2016; Rigby et al. 2016). The term agile encapsulates the idea that project management must be dynamic to respond to changing project requirements and conditions. In contrast to predictive project management, it is offering project adaptability for usually lengthy, highly uncertain and volatile development initiatives.

Although a clear vision of a solution is guiding a project from its inception, the initial project requirements are refined, detailed, or changed during its life cycle based on short feedback loops. The project is developed through incremental steps (iterations), where each iteration's scope is based on a project's backlog (a prioritised list of work items or tasks that need to be completed during the project) and the feedback from the last iteration. Figure 10.2. shows a more adaptive project development approach.

More adaptive project management calls for more comprehensive communication among the team of project stakeholders and members. Development cycles can be rapid and iterative (one to two weeks), requiring the proactive integration of stakeholders to gather feedback quickly.


[image: A flow diagram depicts Adaptive Project Development Approach.]

Figure 10.2 Adaptive Project Development Approach

Source: Adapted from “PMBOK® Guide” (PMI 2022).



The whole project team is usually very engaged during planning steps, determining the scope and estimating the work involved for each iteration. When it comes to AI projects, a more adaptive project development approach can support handling a project's uncertainty and enable continuous learning of all project stakeholders and members. However, agile and very adaptive project development also has its pitfalls.

The more adaptive the project management, stakeholders and team members have to cooperate more closely and communicate more frequently. Moreover, the time investment in testing and approving the deliverable to meet stakeholder expectations at the end of each phase can be significant and any lack of stakeholder participation will affect the potential feasibility and adoption risk of the final AI solution (Fridman 2016). Additionally, a highly adaptively managed project can fall off track more easily. Especially if the approach does not require much planning at the initiation of a project, constantly changing stakeholder needs and expectations and unclear stakeholder feedback and communication can lead to focus on the wrong development areas, cycles of trial‐and‐error, and lengthening the project duration and increase project budget to achieve a desired project outcome (Fridman, 2016).

A hybrid development approach combines the elements of both, predictive and adaptive. That means that this approach is more adaptive than a predictive approach but less than a purely adaptive one. It can be used if feasibility and adoption risks are not clear, to tackle uncertainty in projects, and if deliverables can be modularised. A hybrid approach often leverages an iterative or incremental project development. Both approaches focus on the development and delivery of a project in small, manageable segments rather than completing the entire project in a single phase. In an iterative approach, the project is divided into smaller iterations. Each iteration represents a mini‐project within the larger project. During each iteration, a subset of the project's features or requirements is developed, tested, and delivered. This iterative process continues until the project is complete. Suppose the AI initiative is developing an AI solution for sentiment analysis in customer reviews. In the iterative approach, they could start by building a basic sentiment analysis model during the first iteration. The initial AI solution may have limited accuracy but provides a starting point. Subsequent iterations can then focus on improving the algorithm's accuracy by incorporating more data, experimenting with different algorithms, and fine‐tuning parameters. Each iteration results in a more accurate and effective sentiment analysis solution.

The iterative approach is common and essential for AI projects but dependent on the project requirements and its environment. Usual stages of AI include POC (proof of concept), POV (proof of value), pilot, MVS (minimum viable solution), and final solution, which are interconnected in a sequential progression for the development and deployment of an AI solution. The journey typically begins with a POC to assess technical feasibility, followed by a POV to validate its business value proposition. Upon successful validation, a pilot phase is initiated, testing the AI solution in a controlled real‐world setting. After piloting, the project advances to the MVS stage, where it evolves into a more comprehensive solution with essential features. Finally, the journey ends in the final solution, representing a fully matured AI system that incorporates user feedback and continuous improvements. Although the sequence generally flows from POC to POV to pilot to MVS to the final solution, it's essential to remain flexible and iterate as needed to ensure the project's success and alignment with evolving requirements.

In incremental development, a big solution is built with each increment adding new functionality or features to it. Unlike iterations, increments are additive, meaning that they build on the work completed in previous increments. Each increment is a complete, tested portion of the project. Imagine a project to create an AI chatbot for customer support. In the incremental approach, the team might start with a basic version of the chatbot that can answer frequently asked questions. This initial increment provides basic functionality and can be deployed to interact with customers. Subsequent increments can add more advanced features, such as natural language understanding, the ability to handle more complex inquiries, and integration with backend systems. Each increment enhances the chatbot's capabilities, making it more valuable to users over time.

Both approaches are well suited for AI projects where requirements and risks are not fully known up front, where there is a need for flexibility and adaptability, and where customer involvement and feedback are crucial. In both examples, the iterative and incremental approach enables AI projects to make progress while continuously incorporating feedback, addressing limitations, and delivering value to users in stages.



Selecting the Right Development Approach

In recent years, there has been a growing trend in organisations to adopt adaptive project development approaches, particularly in the area of AI (Schmelzer 2022). For instance, IBM stands out as a strong advocate for the adoption of an adaptive development approach in AI projects. The company has even published a book titled Agile AI and offers a training program focussed on agile project management for AI (Appugliese 2020). Similarly, John Deere has implemented an agile project development approach known as Scrum for all its IT projects. Remarkably, within a span of just two years from initiation, the company managed to increase the number of features delivered per iteration by a remarkable factor of 10 (Scrum Inc 2023). However, the choice of the most suitable approach remains context‐dependent and is influenced by various factors falling into three main categories: AI solution considerations, project‐specific factors, and organisational characteristics (PMI 2021).

The nature of the final AI solution and its associated deliverables is a fundamental factor in determining the appropriate development approach. If all the deliverables are well established and known up front, a predictive approach tends to be the most appropriate choice. However, when dealing with innovative products, services, or features that are less defined at the project's outset, an adaptive approach becomes more favorable. Similarly, projects with clear and stable requirements are better suited for predictive methodologies, whereas those involving uncertain, complex, and evolving requirements are more compatible with adaptive approaches. AI projects can encompass both scenarios. For instance, highly customised AI solutions tailored to an organisation's specific needs or those relying on nonstandard data sources may lean towards adaptability. Conversely, well‐established AI concepts with clearly defined requirements may warrant a more predictive approach. In cases of high‐risk AI projects, substantial up‐front planning may still be advantageous.

Several project‐related factors can significantly influence the choice of a development approach. The level of stakeholder involvement is pivotal, with adaptive approaches requiring ongoing engagement throughout the project's life cycle. Shorter project time lines can substantially increase the likelihood of success in AI projects, making adaptive and iterative approaches more appealing. Furthermore, projects with uncertainties surrounding funding can benefit from adaptive methodologies. These factors can vary widely from one AI project to another.

Organisational traits and culture play a pivotal role in shaping the preferred project development approach. Organisations characterised by hierarchical and directive structures with numerous levels tend to favor predictive approaches. By contrast, flatter, self‐managed organisations are typically more open to adaptive methodologies. Additionally, larger project teams spread across multiple geographical locations, such as different offices, sites, or countries, may find predictive management approaches valuable for organising their tasks efficiently. Conversely, smaller, locally based teams thrive with adaptive approaches due to their higher demands for communication and coordination (Thesing and Feldman 2021).



Project Planning Components

The aim of project planning is to formulate an approach for creating project deliverables that steer the project towards its intended outcomes. The planning phase might be the most crucial stage in AI projects. Accurate planning plays a pivotal role in ensuring the success of AI projects, helping to steer clear of the common pitfalls and challenges mentioned at the beginning of this chapter. It enables you to precisely define the potential value of a project and set realistic expectations for project time lines, budgets, and outcomes. Realism is essential for managing stakeholder expectations and reducing the risk of disappointment or undue pressure on the project team.

Accurate planning also recognises the inherent complexity of AI projects. It provides a comprehensive understanding of technical challenges, resource requirements, and potential bottlenecks, enabling teams to proactively address complexities during project execution. Moreover, it helps identify potential feasibility and adoption risks early on, enabling the development of mitigation strategies and contingency plans to reduce the likelihood of unexpected setbacks. Involving stakeholders at this phase ensures alignment with project goals, stakeholder motivation, and organisational objectives, reducing the risk of misalignment later in the project.

The extent of planning and when it occurs during the project's life cycle should be determined by the specific circumstances. One variable that can influence the extent, timing, and methodology of planning is the chosen project development approach. In a more predictive development approach, planning and project organisation occur early in the project life cycle. Conversely, more adaptive approaches necessitate some initial planning but also require planning at the outset of each iteration. Other variables that can affect planning include project‐specific deliverables, organisational prerequisites, prevailing market conditions, and legal or regulatory constraints.

There are various planning areas that should be addressed, including but not limited to the estimation of business value, development schedules, required capabilities, communication strategies with stakeholders, and result monitoring.


Business Value Estimation

The initiation of the planning process typically begins with a deep dive into the business case. This serves as the foundational step to uncover the underlying business opportunity. This involves estimating the potential business impact of an AI solution minus the budget required to bring this solution to fruition. The budget estimation should encompass all the necessary capabilities needed to complete the project, including post‐completion maintenance, adjustments, and ongoing monitoring. Importantly, if the exact business opportunity remains uncertain, the estimate might manifest as a range, subject to refinement during the project's life cycle. Furthermore, when dealing with uncertainty surrounding the feasibility of delivering an AI solution capable of realising the envisioned business opportunity, you could deduct a portion of the business opportunity value based on perceived risks. Assessing this feasibility risk relies on a detailed understanding of how the solution will translate into a business outcome, accounting for factors such as required data and algorithmic intricacies. Additionally, adoption risks, which could negatively affect the value estimation, should also be considered. These adoption risks depend on how many individuals will be affected by the AI solution and how it will alter their current workflows.

The business case not only outlines the scope of the solution but also establishes the boundaries of the project. Although the scope of the solution is determined by its features and functionalities, the project scope defines the entire body of work necessary to deliver it. In predictive planning, this involves breaking down all project deliverables into a finer level of detail up front. By contrast, a more adaptive approach might commence with high‐level themes or a vision, subsequently decomposed into backlog items. It's a common practice to prioritise deliverables that are novel, high‐risk, or pioneering in nature to swiftly mitigate uncertainties concerning the project scope, especially before substantial investments are committed.

In case of uncertainty at the initiation of a project, budget estimates can evolve during its life cycle. In such cases, establishing a contingency reserve fund is a prudent move, serving as a risk response.



Schedules

A project schedule serves as a structured time line or plan, outlining the specific tasks, activities, milestones, and deadlines necessary to complete a project. In predictive development, the process typically involves breaking down the project scope into specific activities (so‐called work breakdown structure), defining their sequence, and estimating the effort, duration, and required capabilities based on resource availability. If the schedule doesn't align with the desired time line and outcomes, adjustments to the sequence, estimates, and resources are necessary.

Conversely, more adaptive schedules require incremental planning, often based on iterations and releases (a specific version of an AI solution that is made available to its users). Although a high‐level release plan outlines basic features and functionality, each release can comprise various iterations. The adaptive approach frequently employs time boxes (fixed periods), based on a prioritised backlog. The project team determines the amount of work that can be accomplished in a time box and self‐manages the work. At the end of each time box, outcomes are demonstrated and feedback is collected. The remaining backlog, work estimates, and feedback from the last iteration inform schedule updates.



Capabilities

Planning the delivery of project components will be based on the necessary capabilities. Capabilities serve as the fundamental building blocks, forming the basis for value streams that support a given project objective. In AI projects, these capabilities encompass a spectrum ranging from essential AI talent and technology to data and its management.

The composition of an AI project team is intricately tied to identifying the diverse tasks required for project completion. These tasks span technical and nontechnical domains, encompassing activities such as project management, data engineering, and AI algorithm development. This task‐based approach assists in determining the requisite skills and, in turn, defining the necessary roles within the AI project. These roles can be fulfilled by either internal team members or external talent acquisition.

In addition to human resources, AI projects necessitate essential technology resources, including hardware and software. Strategic planning for acquiring these capabilities, especially when they are not readily available at the project's outset, is vital. Data, being another critical resource in AI projects, must also be factored into the planning process. Furthermore, the management of those data assets, which is often overlooked but essential, needs to be meticulously planned for success.

From our experience, one of the most significant challenges lies in the absence of these foundational capabilities. For example, if there is a lack of maturity in data management and especially data governance, data quality may fall short of requirements.



Communication and Stakeholder Involvement

Effective planning of stakeholder communication and involvement is critical for the successful adoption of an AI project. It starts by identifying all project stakeholders and analysing their interests and expectations. This includes defining clear communication objectives and creating a comprehensive communication plan specifying the target audience, tailored messages, channels, frequency, senders, and feedback mechanisms.

Additionally, it involves developing an engagement strategy to involve stakeholders in decision‐making and feedback sessions, addressing their concerns, and providing regular updates to maintain transparency. It's also important to keep records and have a crisis communication plan in place to address unexpected challenges swiftly.



Monitoring Progress

The link among planning, delivering, and measuring results throughout a project is achieved through metrics. These metrics are crucial for assessing work performance and whether specific deliverables meet expected quality standards. It's essential to plan which metrics to use and how often to measure progress. In addition to metrics related to the final solution, there are others related to scheduling and budgeting for evaluating project progress.

For example, in an AI project focussed on natural language processing (NLP) for sentiment analysis of customer reviews, various quality, scheduling, and budgetary metrics can be employed to monitor progress. Quality metrics could include algorithm accuracy, a key measure for NLP sentiment analysis. User feedback can also inform iterative improvements. To assess schedule adherence, task completion rate can be used to track the status of individual project tasks and activities. Budget variance, comparing planned and actual project expenses, serves as a budget metric. Positive variance indicates cost savings, whereas negative variance suggests cost overruns.




Leading Change in AI Projects

AI projects are usually innovations projects and depending on the AI maturity of stakeholders require some degree of change management. The ADKAR model, developed by Jeff Hiatt, is a valuable framework for managing change in AI projects because it provides a structured approach to understanding and facilitating change at the individual level (Hiatt 2006). The ADKAR model is particularly beneficial when dealing with individual projects. For more extensive change initiatives, refer to Chapter11.

The model consists of five key elements: awareness, desire, knowledge, ability, and reinforcement. The following sections detail how the ADKAR model is important for individual change in AI projects and how each element can be implemented.


Awareness

This is the first step in the ADKAR model. It involves making individuals aware of the need for change. In AI projects, it's crucial to create awareness about why the project is being undertaken, what benefits it will bring to the organisation, and how it will affect individuals’ roles and responsibilities.

It includes communicating the purpose and objectives of the AI project clearly to all stakeholders, highlighting the potential benefits of AI, such as increased efficiency, improved decision‐making, and enhanced competitiveness and addressing any misconceptions or concerns about AI to ensure a clear understanding.



Desire

Once individuals are aware of the change, they need to develop a desire or motivation to support it. In AI projects, desire can be fostered by showing how AI can align with individual and organisational goals, involving employees in the planning and decision‐making process, allowing them to have a say in how AI will be implemented, and providing intrinsic and extrinsic incentives (e.g. recognition) for those who actively support and engage with the AI initiative.



Knowledge

Knowledge refers to the understanding of how to change. In the context of AI projects, that can be done by offering training and resources to build the necessary skills and expertise in AI; providing access to educational materials, workshops, and hands‐on training sessions; and ensuring that employees have the information and tools needed to adapt to AI‐driven processes.



Ability

Knowledge alone is not sufficient; individuals must have the ability to implement the change effectively. AI projects can be done by offering ongoing support and coaching to help individuals apply their knowledge in real‐world scenarios, creating a conducive environment for experimentation and learning, and encouraging collaboration and knowledge‐sharing among team members to enhance collective abilities.



Reinforcement

Finally, reinforcement is essential to sustain the change. This step involves recognising and celebrating successes and achievements related to AI adoption, providing continuous feedback and addressing any challenges or setbacks promptly, and incorporating AI‐related metrics to measure the impact and benefits of the technology.

Implementing the ADKAR model in an AI project involves a systematic approach that focuses on the individual's journey through these five elements. It can be used to tailor communication, training, and support to address the unique needs and concerns of different stakeholders. A critical factor for the success of individual change in AI projects is the creation of trust. Building trust in the AI initiative is essential in the desire phase. Stakeholders need to trust that the intentions of the AI initiative are genuine and benevolent, that it has integrity, and that they have the ability to successfully complete the project. Trust is also critical in the reinforcement phase. Stakeholders will assess whether the AI project delivers on its promises and creates value for all stakeholders. If they see positive outcomes, their trust in the change will be reinforced. The AI initiative should regularly communicate the achievements and benefits of AI adoption to maintain and strengthen trust.






Phanii Pydimarri, Head of Strategic Planning and Partnerships at HCSC


In my role as the head of strategic planning and partnerships at HCSC, and having previously served as the head of commercial products for Stanley Black & Decker and chief analytics officer for Bose Corporation, I have accrued 18 years of experience in overseeing data, analytics, and AI projects. Although project management, in its contemporary form, began taking shape in the 1960s, it has undergone several adaptations to accommodate diverse project delivery approaches. The choice of delivery method depends on an organisation's context and especially on a project's characteristics.

AI projects demand a meticulous focus on domain expertise for tasks such as AI value scoping, data preparation and quality validation, problem‐specific algorithmic solutions, and effective stakeholder change management. However, even with detailed planning, AI projects often struggle with a substantial degree of uncertainty. In my extensive experience with AI projects, I have found that project delivery must therefore be adaptive. An iterative approach to projects aligns with the experimental nature of tasks like algorithm selection, feature engineering, and model tuning. To foster trust and ensure ethical decision‐making, model interpretability and explainability take on paramount importance. Transparency in the project's execution and AI's decision‐making is therefore critical.



AI‐Driven Projects for Product Engineering

In the core operations of a prominent manufacturing company, we embarked on an AI transformation initiative. We started a strategic journey to revamp our product engineering processes with the application of AI. Amidst our daily operations and machinery, we started a pretty forward‐thinking project.

This undertaking was guided by project management best practices, commencing with a rigorous focus on value scoping as a foundational step. Our collaborative efforts with domain experts enriched our AI‐driven insights, ensuring alignment with specific business expectations. Additionally, extensive efforts in data preparation and quality validation were required to make sure the final solution would align with stakeholder expectations.

We adopted an iterative approach, providing room for experimentation and research, ultimately leading to the refinement of algorithms, models, and parameters.

Transparency and ethical considerations were integral aspects of this project, with our AI algorithms designed for interpretability and compliance. We took proactive measures to address biases and privacy concerns, guaranteeing that our AI‐based decisions adhered to ethical standards. We established mechanisms for continuous algorithm retraining and enhancement to maintain performance over time.

A user‐centric approach remained central throughout, with AI‐powered features tailored to meet user requirements and improve their experience. The effectiveness of our AI approaches was validated through a proof of value, which effectively managed risks while demonstrating value to our stakeholders. Our cross‐functional collaboration leveraged diverse expertise, resulting in the delivery of a comprehensive solution.

By adhering to best practices in project management and adjusting it to the requirements of AI, our AI‐powered product engineering led to a groundbreaking product, showcasing innovation, and triggering positive change throughout our organisation.













11
Cultivating an AI‐Friendly Culture




Revitalizing people has a lot less to do with changing people and has a lot more to do with changing the context that companies, that senior managers […] create around their people. Context, some manager called it ‘the smell of the place’, it's a hard thing to describe.

—Sumantra Ghoshal (Harvard and MIT professor)



There is a fascinating legend about Nobel Prize–winning physicist Neils Bohr often cited by renowned European philosopher Slavoj Zizek (Belinski 2016). According to the story, Bohr hung a horseshoe over the entrance of his country house, a practice believed to bring luck in many cultures around the world. When his friend asked him if he too believed in the horseshoe magic, he famously replied, ‘Of course I don't believe in it. But I have it there because I was told that it works even if you don't believe in it!’ (Belinski 2016). Bohr's paradoxical statement shows the power of culture. Even when he said he did not believe, his action betrayed his unconscious, deeply held superstition. Let's play a little game to see if you are influenced by the culture you grew up in. Take a look at this sequence of numbers and see if you can guess what number comes up next:

8, 14, 20, 26, 32

Did you guess 38? Most would say yes. But the truth is, any number could be the next in the sequence. Our years of educational experience led us to believe that the sequence had a reasoning. But nothing says they all have to be 6 apart – that just came up in our mind due to our hidden assumption (culture) that ‘a number sequence like that always has a reasoning behind it’.

Similarly, culture affects our thoughts about AI. Media is one critical driver of that culture, exposing a whole population to a specific way of thinking. With newspaper headlines like The Guardian's ‘US experts warn AI likely to disrupt jobs – and increase wealth inequality’ (Greenhouse 2023) or the Washington Post's ‘The AI we should be cautious about is already here’ (Acemoglu 2021), the tone is evident. However, it's not limited to newspapers; movies such as The Terminator, iRobot, and The Matrix have vividly portrayed a potential future of AI that significantly affects our thoughts about this technology.

If you now find yourself concerned about the implications of AI, you're not alone. More than 90% of Americans express apprehension about AI and believe it will have a negative impact on our society (Leswing 2023). It's no surprise that business executives worldwide have identified their corporate culture as the primary obstacle to widespread AI adoption (Deloitte 2019).



The Threat of AI to the Status Quo of Corporate Culture

According to Edgar Schein, renowned culture researcher and professor at the MIT Sloan School of Management, ‘Culture is not only all around us but within us’ (National Defense University 2020). In other words, our culture is shaping our individual and collective identities (Schein 2010). It shapes who we are and what we stand for. That is why AI is a threat to the status quo of our culture because it has the potential to significantly influence the very perception of who we are! Consider, for instance, the case of a taxi driver who spent 30 years in their job. Self‐driving cars could not only take away their livelihood, but in the process they also pose a threat to a core part of the driver's personal identity. The question arises: what becomes of the taxi driver's sense of identity if they are no longer a taxi driver?



Culture as a Framework for Corporate Identity

Within an organisation, culture serves as a framework that functions as collective memory and organisational identity. It helps to ‘align effort, engender shared sensemaking, increase predictability, and encode organizational lessons about what does and doesn't work’ (Keswin 2021). As we discussed in the first part of this book, AI has the potential to transform business operations and even change business priorities with impact on resource allocation and power dynamics across an organisation. With that, AI has a far‐reaching impact on its culture by altering its collective identity. Although the fear of breaking the status quo can be a hurdle in AI adoption, the results of a recent MIT Sloan and BCG study underscore the positive impact it can have. Executives reported improved shared learning (87%), improved morale (79%), improved collaboration (78%), and clarity of roles (65%). In other words, AI adoption enabled teams and individuals to find their identity and greater meaning in their work (Ransbotham 2021).



The Depth of an Organisation's Culture

Culture is a complex and often hard‐to‐define concept, but understanding it is vital for successful change. According to Edgar Schein (2010), culture can be broken down into three distinct layers of visibility: artifacts, espoused beliefs and values, and tacit assumptions. Although the top layer of culture – artifacts – is visible to everyone, the other layers below are less and less visible. Schein's metaphor of a lily pond offers a helpful way to conceptualise the three layers of organisational culture (see Figure 11.1).


[image: An illustration of the Layers of Culture. 1. Artifacts. 2. Espoused beliefs and values. 3. Tacit assumptions and beliefs. ]

Figure 11.1 The Layers of Culture

Source: Visualization by DALL·E 2 from OpenAI based on the Lily Pond given in book Culture and Leadership by Edgar Schein.



The blossoms and leaves visible on the water's surface symbolise the organisation's artifacts, which are observable through its external appearance. The farmer's statement about what the lily pond represents signifies the organisation's espoused beliefs and values. Below the surface, hidden from view, lie the roots and seeds, symbolising the tacit assumptions ingrained within the culture.

The most visible of these cultural layers are artifacts. From office buildings and product logos to technology, decor, language, and dress code – all of these elements communicate an organisation's culture. But there's more to it than tangible signs. Stories and myths, often repeated in conversations, rituals, and even how people interact, are all important, yet possibly deceptive indicators. It's important to be aware of our own preconceived notions and biases when it comes to interpreting behaviour. Take, for example, an engineer in a technology company wearing shorts to a meeting. This action may be accepted in one culture, while in another, it would be seen as unprofessional. In Schein's lily pond metaphor, the blossoms atop the pond reflect the artifact level of corporate culture.

At the next level of culture are the espoused beliefs and values, which can be found in mission statements, annual reports, and the ideals of leaders. These are the values and beliefs that are either spoken or observed in conversations and meetings. For example, a corporate leader might say, ‘We want to give employees a work life balance’ or ‘Leaving employees should be treated with respect’. When these values and beliefs become widely accepted, they become an undisputed norm and go underground.

The deepest, yet often most influential layer of culture lies in the hidden beliefs, values, and assumptions that members may not even be aware of – tacit assumptions. Although not explicitly discussed, these assumptions are shared among members over the years and thus have immense power. For example, in a culture where there is a hidden assumption that ‘one has to be assertive’ to be considered competent, employees who fail to speak up might not be considered for a managerial position. Similarly, in cultures where adhering to a formal dress code is synonymous with showing respect, individuals who don't conform to these standards may be perceived as lacking manners. In the culture where there are tacit assumptions such as ‘AI will take away jobs’, people may strongly resist any proposed AI projects, and efforts of persuasion might be difficult. Culture is strongly resistant to anything that contradicts its tacit assumptions. These are generally so strong, members feel anxious when they visibly violate the tacit or espoused values (Schein 2010).



The AI‐Friendly Culture of AI Achievers

Mike Bechtel, chief futurist at Deloitte, has emphasised that the foremost strategic capability for future‐oriented organisations is their adaptability and capacity for change (Bechtel 2023). However, the question arises: what kind of culture should organisations transition to in order to effectively harness the benefits of AI and facilitate AI adoption?

Drawing on the experiences of successful AI adopters such as Amazon, Boeing, Coca‐Cola, Google, IBM, John Deere, and PepsiCo, we identified certain core cultural artifacts, values, and tacit assumptions, which can lay the groundwork for successful AI adoption. AI friendly culture has three critical characteristics: a data‐driven and analytical thinking, curiosity represented in innovation and experimentation, and collaboration and trust.

In Chapter 1 about the journey of AI achievers, we illustrated the first milestone – data‐driven decision‐making – which also becomes a cultural characteristic of the enterprise. A data‐driven approach – compared to regular intuition and heuristic based decision – has bias for collecting data for business problems and applying analytics to make decisions. Jeff Bezos, former CEO of Amazon, wrote in his 2016 shareholder letter, ‘most decisions should probably be made with somewhere around 70 percent of the information you wish you had. If you wait for 90 percent, in most cases, you're probably being slow’ (Amazon 2017). Boeing's CIO Ted Colbert echoed this sentiment, noting that ‘when people begin to believe in the data, it's a game‐changer: They begin to change their behaviours, based on a new understanding of all the richness trapped beneath the surface of our systems and processes’ (Díaz and Saleh 2018).

Coca‐Cola is an example of an AI‐friendly culture, with curiosity as a core value supported by an atmosphere of experimentation and innovation. CEO James Quincey is a vocal believer, urging managers to act without fear of failure. He insists, ‘If we're not making mistakes, we're not trying hard enough’ (Taylor 2017). This espoused value can be seen in the company's actions, from the early days of image recognition for brand building to the countless innovations and experiments Coca‐Cola has undertaken over the years. This isn't just talk – it speaks volumes about the company's tacit assumptions about the value of risk‐taking and exploration (Taylor 2017). Likewise, PepsiCo is an AI achiever, committing to a culture of innovation and experimentation that extends beyond its product to its internal operations. As Colin Lenaghan, global senior VP of net revenue management, outlines, ‘PepsiCo is very much an organisation and a culture that learns by doing. To further elevate the AI capability, we are making a considerable investment in broadening the analytics literacy of senior management and enhancing the culture in the process’ (MIT Sloan Podcast 2021).

Collaboration and trust are the cornerstones of Google's culture today. But why are they so crucial for Google? In response to varying levels of performance and morale among its various teams, the organisation started on a journey to understand the differences between them in 2012. Google's extensive research revealed that effective collaboration is a core component of exceptional performance and that collaboration has one critical requirement – ‘psychological safety’ (Duhigg 2016). Consequently, the organisation actively cultivates an environment that fosters psychological safety, placing an emphasis on empathy, equitable communication, and trust in the benevolence of fellow team members (Richardson 2016). Sundar Pichai, Google's CEO, articulated this cultural goal in an official message to the organisation, declaring that ‘we have a timeless mission, enduring values, and a culture of collaboration and exploration that makes it exciting to come to work every day’ (Google Blogs 2019). To further foster collaboration and trust, the company conducts a regular employee survey, called Googlegeist, where employees anonymously share how they feel about compensation, teams, and leadership (Elias 2022). However, Google is not the sole AI achiever emphasising collaboration among its employees. Organisations such as IBM, Coca‐Cola, and John Deere have also shifted their attention from siloed work environments to fostering interdisciplinary collaboration across their diverse teams (The Coca‐Cola Company 2023b; IBM 2023a; John Deere 2022b).



Breaking Down a Corporate Culture

Although the organisational culture is more or less a unified entity, the artifacts and even values can vary widely depending on the level of hierarchy and function. For example, artifacts and values in the C‐suite are unlike those of frontline employees. And even within the same hierarchy level, the culture of the sales team will likely be distinct from the marketing and advertising teams, with the former tending to adopt a more conservative dress code. ​​To effectively change the culture, efforts have to be tailored to each level of culture and hierarchy. To illustrate, AI webinars for senior executives will differ in content and format from those intended for frontline customer service executives. As such, it's imperative to consider culture on multiple hierarchical levels when striving to create an AI‐friendly atmosphere. For this purpose, we can divide the organisation into frontline workers, middle management, and executive management.


The Subculture of Frontline Workers

The frontline of most organisations is populated by operations personnel, forming the base layer of the organisational hierarchy. These individuals are typically independent contributors, such as sales personnel, software developers, or marketing planners. Frontline employees are largely responsible for their own work and are given a task, which they are expected to be carried out to the best of their abilities. In his book Culture and Leadership, Edgar Schein (2010) outlines some of the assumptions and beliefs among the frontline workforce. According to Schein, people believe that the success of an organisation is based on the actions of their team. They are a critical resource because their knowledge, skills, and commitment are required for business operations but especially to deal with unpredictable contingencies. They value human interaction and consider teamwork as critical for success. Although there is an appreciation of operating procedures, their culture frequently is based on how work is actually done and on operational success (Schein 2010).

Given that the frontline workforce is likely to experience the most significant impact from the introduction of AI within an organisation, effecting a successful cultural shift must encompass more than just concerns about job displacement. It necessitates a focus on addressing the underlying assumptions. This includes preparing for potential skill and knowledge replacements, considering the ramifications of AI on human interactions, and addressing any potential erosion of the sense of purpose that may result from AI's influence on operational success.



The Subculture of Middle Management

Middle managers play a pivotal role within an organisation, tasked with leading teams engaged in diverse functions such as sales, software development, and media operations. Their responsibilities encompass guiding, motivating, role clarification, process adherence, and conflict resolution to ensure team objectives are met (Drucker 1974). Typically, middle managers begin their careers closer to the front line, which gives them a deep understanding of the challenges faced by frontline teams, fostering empathy and cultural alignment (Davis 2023). However, as middle managers progress up the organisational hierarchy, a notable shift often occurs. Their leadership style may evolve from being more ‘personal’ and empathetic to one that increasingly aligns with the perspectives and worldviews of executive management. With an increasing team size their shift usually includes a stronger focus on capability planning and processes to manage their subordinates’ actions (Schein 2010).

Because the cultures of frontline workers and executive management tend to differ (Schein 2010), middle management plays a critical role as a facilitator. Successful managers in this context excel at aligning individuals from various hierarchical levels (Jaser 2021). Consequently, they become essential change agents within the organisation. Failures in implementing change initiatives are frequently linked to challenges faced by middle management in adapting to new organisational expectations. Therefore, managers must possess a deep understanding of the changes facilitated by AI to offer their subordinates clarity and effectively respond to their emotional responses (Luscher and Lewis 2008).



The Subculture of Executive Management

At the executive management level, the primary concern is to maintain the financial health of an organisation, which means a constant focus on its survival and growth. According to Schein, this level is underpinned by certain assumptions, such as financial survival and growth is the only way to provide returns to shareholders, financial success is a battle against competitors, the economic environment is competitive and you cannot trust anyone, subordinates tell you what they think you might want to hear, and an organisation does not require people, only the activities they are providing (Schein 2010). With that said, people tend to be considered a resource like any other resource, but one that creates problems rather than solutions. According to Schein, that is an outcome of their distance to operations, which requires thinking in terms of control and routines to observe and influence basic work (Schein 2010).

Executive management might exhibit a greater openness to AI due to its potential for positively influencing an organisation's financial health and the rationalisation of its impact on its workforce. Nevertheless, their trust in the benevolence, integrity, and value‐generating ability of an AI initiative remains crucial. Ensuring the seamless continuity of operations is of paramount importance.




Methods for Cultivating an AI‐Friendly Culture

Now that we have identified the potential challenges of the various subcultures, let's explore a few methods that have proven effective in cultivating an AI‐friendly culture. Although some of these approaches are specific to stakeholder groups, many are universally applicable but should be tailored to align with the diverse stakeholders within an organisation.


AI Webinars

The webinar format is helpful to foster communication across widespread organisations. Not merely prerecorded on‐demand courses, but live, digitally streamed programs conducted by experts, these dynamic virtual events can reach a wide range of stakeholders in a short period of time—typically ranging from one to two hours. They can be partially interactive and provide a great opportunity for knowledge exchange.

The Commonwealth Bank of Australia, for example, has crafted a foresight webinar series to help its business customers successfully steer their way through their future with AI. By bringing together leading experts, this series provides an opportunity to explore the forces that are reshaping business strategies and consumer behaviour (Commbank 2023). Demonstrating the capabilities of AI to the bank's business customers can be a powerful message to create trust in their own AI efforts.

Webinars can be an effective method for broadcasting to a variety of stakeholders and developing an AI‐friendly culture. However, for maximum impact, webinars should be segmented according to the audience. Middle management webinars can focus on the performance advantages of AI and its practical application, and frontline staff members can be empowered through webinars that address their concerns and discuss how to leverage AI to achieve operational excellence. Senior management, however, can explore the impact of AI on a company's financial health and strategy.

By creating targeted content designed for each group, webinars can be an invaluable tool for creating an AI‐friendly work environment. However, not just the content is important but also their communicators. To address credibility issues concerning the organisation's AI capabilities, webinars featuring external AI experts can be helpful. By highlighting successful AI projects and their experimental nature, an organisation can be encouraged to conduct more AI experiments to capitalise on their potential.



AI Newsletter and Magazine

A knowledge platform, either in house or semipublic, can be a powerful asset for fostering a new organisational culture. Many of today's AI achievers have their own digital or printed newsletters and journals, such as McKinsey Quarterly, Coca‐Cola Journey, Think by IBM, Caring from Johnson & Johnson, The Dell Magazine, iQ from Intel, and The Boeing Frontiers.

IBM's magazine Think, which dates back to 1935, has long been a source of articles on topics ranging from education and science to art and international relations. Originally distributed freely to an external audience, it merged with IBM's internal magazine Business Machines in 1971, becoming an employee‐only magazine. Despite the shift in audience, Think continued to carry articles about topics outside of the organisation, as it had done for many years. Now, Think provides its audience with stories about the organisation, products, events, and new technologies such as AI (IBM 2022a, 2023a).

The essence of an in‐house AI magazine is to serve as a thought leader platform that evangelises about AI. It provides knowledge about the value of AI, best practices, and can help to create trust by introducing the AI talent to the organisation. Moreover, being featured or associated with a project within an in‐house magazine is considered highly valuable for a lot of people. It can help to add a deeper layer of meaning to people's work by creating social value, making it part of their identity.



AI Academy

Organisations looking to provide knowledge transfer about AI can benefit from the array of courses available from platforms such as Coursera and Udemy. These courses draw from the example of classes from top universities, such as Harvard and Wharton, which provide comprehensive, three‐ to six‐month long courses delivered via webinars. But for a more tailored experience, a few AI achievers have developed their own AI academies and curricula to offer competencies and skills necessary for successful AI implementation. Such initiatives can also serve as valuable tools for upskilling frontline workers and middle managers.

For example, Intel and Google provide their own AI Academy for their workforce and potential or current customers (Intel® AI Academy 2022; Rayome 2018). Intel's AI Academy is created as a knowledge source for developers, data scientists, students, and professors. With a range of self‐paced courses, live workshops, and webinars, this academy provides the latest knowledge and best practices on topics from general AI to deep learning. Google has launched a free 15‐hour AI crash course as part of its AI resource center, designed to train employees and provide an entry point for those curious about emerging technologies. This comprehensive resource is open to everyone, from AI experts to developers to those with no experience. It includes free lessons, tutorials, and hands‐on exercises tailored to all levels of experience, allowing stakeholders to develop their competencies and advance their projects (Rayome 2018).



AI Workshops

In our experience, AI workshops provide a valuable opportunity to engage with executive management in a meaningful manner. These workshops facilitate knowledge transfer and ideation, enabling organisations to develop a comprehensive understanding of how AI can create value and address specific challenges. Although there are various ways to structure AI workshops, a straightforward two‐part format has proven effective for achieving those objectives.

The first part of the workshop focuses on knowledge transfer. It aims to showcase the capabilities of AI in the context of the organisation's needs and demonstrate the realm of possibilities. This external inspiration is essential because, without it, participants often tend to stick to their knowledge about AI's application, limiting out‐of‐the‐box thinking. In the second part of the workshop, stakeholders engage in brainstorming sessions to explore potential business opportunities and establish a priority list of challenges they would like AI to address. By facilitating this dialogue between executive management and AI experts, AI workshops provide a practical means of harnessing AI's potential to solve business problems.

AI workshops function as more than just a conduit for knowledge transfer; they also serve as a platform to involve executive management stakeholders and alleviate potential challenges to AI adoption on the executive level. The goal is to establish trust with executive management, and identify executive individuals who are prepared to support the AI initiative. This format has proven highly effective in elevating an organisation's AI maturity.



Lunch and Learns

Lunch and learns have become an increasingly popular tool in the modern workplace. For teams and departments that wish to promote professional growth, these events provide a unique opportunity to interact and learn at the same time. Whether in person or virtual, lunch and learns are a chance to bring in an expert to provide knowledge transfer, and then facilitate dialogue about various topics such as AI. They are targeted to different groups of stakeholders and provide a good team‐building exercise. The intimate atmosphere of a lunch and learn encourages employees to learn from each other and discuss topics in a more meaningful way than traditional one‐way methods. For example, IBM has lunch and learns about various topics including the implementation challenges for AI (IBM 2022c). Lunch and learns can be especially beneficial for addressing and interacting with middle management and even frontline workers.



AI Coaching

Eric Schmidt, former CEO of Google, once highlighted the power of executive coaching in developing leadership capabilities (Bates 2011). He personally experienced the benefits of working with a coach during his tenure at Google. Executive coaching typically involves one‐on‐one sessions with a coach to provide guidance, support, and feedback to the executive. An AI coach can provide invaluable insights from an outside perspective, helping craft the vision and strategy behind AI while educating executives about the technology's business potential and its challenges.

An AI coach may meet with a business, analytics, or technology executive for regular or even intermittent sessions helping them facing new or challenging tasks, such as taking on a new role with AI, learning about new AI technologies and their application, and adapting leadership styles when integrating AI in business operations. But AI coaching is not just for senior executives. Coaches can help organisations at an operational level understand the barriers of integrating AI in an enterprise. By recognising the value of AI coaching, companies can gain a competitive edge needed to succeed in today's fast‐changing AI landscape.



Internal AI Solutions = Internal AI Products

The complexity of building AI solutions can be hard to comprehend, leading many AI achievers to create internal AI products that give stakeholders a tangible understanding of it. Take Facebook's ‘DeepText’ – a natural language processing system. It was designed to understand and interpret the user content shared on its social media platform. DeepText aims to analyse and comprehend the context, sentiment, and meaning of the text in user posts, comments, and messages. Internally, this tool helps Facebook more accurately target content and advertising to its users, increasing engagement and revenue. Although this AI product isn't available to its customers, it provides significant value for the company.

This example illustrates how AI achievers use internal products to bridge the gap between AI algorithms and stakeholders, and maximise the value of AI for their businesses (Abdulkader et al. 2016). Those internal products can either be created internally or partnerships and acquisitions can be used to bring those capabilities into an organisation.




Best Practices for Cultivating an AI Enterprise Culture

To effectively nurture an AI culture, we can leverage the insights of the esteemed former Harvard Business School professor John Kotter, widely recognised for his expertise in organisational change. According to Kotter, the most common reasons for people resisting change are ‘a desire not to lose something of value, a misunderstanding of the change and its implications, a belief that the change does not make sense for the organisation, and a low tolerance for change’ (Kotter and Schlesinger 2013), all reasons why most digital transformation initiatives failed to provide the value expected (McKinsey 2018a; Reichert et al. 2020). However, Kotter's eight‐step model provides a practical guideline for orchestrating cultural change on an enterprise level (Kotter 1995), complementing Schein's cultural framework and the diverse methodologies we've previously discussed. Kotter's framework played a pivotal role in driving transformations within renowned organisations, including Ford, General Motors, British Airways, and Eastern Airlines (Kotter 2012).


	Create a sense of urgency: Implementing change, especially cultural change, is a challenging task. It requires groups or organisations to step out of their comfort zones. This can only be accomplished if the organisation and its people understand the underlying reasons for change (Kotter and Schlesinger 2013). Therefore, creating a sense of urgency is crucial. This urgency can stem from factors such as competition's use of AI, the potential impact of AI on the industry, or untapped business opportunities associated with AI. To illustrate, Tesla's pioneering efforts in self‐driving car technology motivated traditional automakers to make substantial investments in AI to enhance their products (Rothfeder 2017). In the context of organisational change, the process typically begins with the executive, followed by the middle management, because they must convince the rest of the organisation that maintaining the status quo is riskier than embracing the uncertainty associated with the consequences of the enterprise integration of AI (Field et al. 2023).

	Form a powerful guiding coalition: Kotter emphasises that lasting change in large enterprises necessitates the formation of a coalition comprising voluntary leaders from across the organisation. In our previous discussion on an AI strategy, we highlighted this group as part of the AI management system. The coalition consists of leaders who support and drive the required cultural change. Although this leadership coalition will expand over time, it is crucial to identify individuals who share the commitment to drive cultural change. This coalition should include influential figures within the organisation, such as executive managers, board members, and major customers (Kotter 1995). Starting with a small number of those influential individuals, it can grow over time.

	Create a compelling vision: Defining a clear vision for AI within the organisation is a vital component of cultural change and AI strategy. An AI vision helps articulate the role AI will play in the organisation. From a cultural perspective, it is essential to envision what the change will look like. The AI vision should encapsulate the desired AI‐friendly culture that permeates the entire organisation. The AI vision serves as the guiding star for value creation within the organisation as shown by the vision statements from Google, Tesla, Microsoft, and Chipotle in Chapter 9.

	Communicate the vision: Communication of the vision is as important as creating it. Consistently reiterating the vision through various communication channels is critical for emphasising its relevance and credibility. People will embrace and engage with AI initiatives only if they trust in the value it creates throughout the organisation. Overcommunicating the vision is a helpful tool in achieving this trust through, for instance, the sustainability report from Chipotle, highlighting the importance of AI for their effort to improve human experience (Chipotle 2022).

	Remove barriers: Obstacles, subjective and objective, are a reality in the process of cultural change. For instance, an organisation may aim to encourage more experimentation but could face challenges due to a performance management framework that restricts such endeavors. In this context, Google introduced their ‘20 Percent Time’ philosophy, granting engineers one day a week to explore and work on new projects that benefit the company (Clark 2021). Similarly, a company striving to foster employee acceptance of AI may encounter difficulties rooted in cultural barriers. Encouraging experimentation with AI and providing knowledge transfer on the topic can be as helpful as Google's approach, which involves offering AI training to their employees (Rayome 2018).

	Create short‐term wins: Organisational change is like running a marathon – it demands sustained effort over time. However, people are more likely to stay committed to the journey when they experience small wins along the way. As we saw in Chapter 1, creating value at different stages along your AI journey is crucial. So, it's important to plan for and celebrate these wins throughout the process. Take Tesla, for instance – they make a point of publicly celebrating every new and improved version of their self‐driving car feature (Isaacson 2023).

	Consolidate improvements and create further change: Kotter stresses the need to steer clear of premature declarations of victory, because they can potentially hinder progress. It's important to note that a successful AI project doesn't automatically transform an organisation into an AI achiever. Declaring victory too soon might reduce the sense of urgency, leading to a slowdown in investments, a halt in hiring essential AI talent, or a lack of ongoing efforts to drive and communicate cultural change. That might be one of the reasons why James Quincey, the CEO of AI achiever Coca‐Cola, openly shares their achievements with generative AI but underscores that ‘this is just the beginning’ (Eckert 2023).

	Institutionalise the new approaches: In the final phase, an AI initiative must embed new behaviours into the organisational culture, connecting them with artifacts, values, beliefs, and tacit assumptions. Communication efforts should include stories of AI success, highlighting how stakeholder teams embrace the collaboration across the organisation to develop successful AI‐based features and services. By continually reinforcing the connections among the new culture, beliefs, behaviours, and organisational achievements, the AI initiative becomes ingrained in the fabric of the organisation. Kotter's framework requires regularly reviewing progress and making adjustments based on feedback to ensure that the change effort stays on track.








Scott Hallworth, Chief Data and Analytics Officer at HP


As the chief data and analytics officer at HP and former chief digital officer of Fannie Mae, I've dedicated more than 25 years to leading data and AI initiatives. Throughout my career, I've been committed to fostering a culture of experimentation and exploration, trust and transparency, as well as enablement and collaboration—a culture that ignites value creation.

In pursuit of this culture, one impactful strategy I've implemented across multiple companies involves recognising successes and ‘lessons learned’. This entails leaders openly discussing instances when notable mistakes were made or insightful takeaways were gained. This practice serves as a catalyst, motivating colleagues to embrace change and to take calculated risks. Beyond avoiding repetition of errors, it encourages sharing experiences, nurturing a spirit in which individuals confidently express thoughts, voice concerns, and make informed decisions.

To facilitate this culture of experimentation and calculated risk‐taking, I initiated the creation of secure, internal sandboxes to experiment with AI (e.g. generative AI) behind company firewalls. These sandboxes offer a safe space for employees to explore AI applications using company data. A well‐defined intake process ensures that proposed AI projects align with company goals and come with necessary support. This process also enables a systematic evaluation, determining which ideas progress through development, production, and lastly scaling and monitoring. This approach has numerous advantages. It alleviates the pressure associated with experimentation, enabling employees to test ideas without undue fear of failure. It also cultivates a deeper understanding of AI's practical applications, moving beyond media hype. This strategy has effectively nurtured an AI‐friendly culture, empowering employees to drive innovation.

In an era of rapid change and intricate challenges, an open and transparent culture is pivotal. Such a culture provides the foundation for scalable value creation with AI.












Part IV
Required Capabilities



According to a 2020 study about the best practices and AI investments from 1,200 firms conducted by ESI ThoughtLab, sponsored by Cognizant, Deloitte, Appen, Dataiku, DataRobot, and others, found that enterprises allocated an average of $38 million per year for their investments in AI with a strong intention to increase those over the following years (Celi and Miles 2020).

However, this figure is heavily dependent on an organisation's stage in their AI journey, their size, and industry. On average, AI journey starters invested $13 million, and highly mature AI achievers invested $99 million and more per year. However, organisations with more than $20 billion in revenue invested $87.5 billion on average per year, compared with $7.1 million for those with less than $1 billion in revenue (Celi and Miles 2020). The study also showed that the AI budget of an organisation is heavily dependent on their industry. Although automotive companies invested on average $59.4 million and health care organisations $54.1 million, organisations in media only spent $24.7 million for AI. The study also reveals that organisations surpassing others in terms of AI return on investment excel in cultivating robust capabilities, investing more than twice as much. Those AI achievers have dedicated substantial efforts to implementing the appropriate technology, have progressed further in data management, and are proactive in cultivating and recruiting suitable talent.

In the upcoming chapters, we explore the capabilities for creating value through AI in depth and strive to provide additional insights on how AI funds can be optimally distributed across technology, data management, and talent to maximise the returns on AI investments.
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Technology




We provide machines with an end, and they provide us with the means.

—Iain Banks (science fiction author)



AI technology is composed of hardware and software capabilities used to develop, implement, and operate AI solutions. Computers, servers, storage, and networking equipment are all hardware resources for these systems, used to store and process vast amounts of data required for AI applications and to train and run AI algorithms. For example, graphics processing units (GPUs) are preferred for training deep learning algorithms due to their speed and efficiency.

On the software side, specialised tools for machine learning, natural language processing, computer vision, and other AI applications enable organisations to build, train, and deploy AI solutions that are able to learn, reason, and make decisions with data. Examples of such software tools include TensorFlow and PyTorch for deep learning, spaCy and NLTK for natural language processing, and OpenCV for computer vision. This chapter addresses which technology capabilities are required to create value with AI.

The financial investment in AI technology capabilities vary along an organisation's AI journey. When companies start out, they usually invest more than 50% of their AI budget on technology, and those further down the journey usually reduce it below that threshold (Celi and Miles 2020).

In recent years, many AI initiatives have turned to cloud services to reduce the cost and complexity of investing in AI technology. Offering scalability, cost‐effectiveness, and ease of use, cloud services have made it possible for AI initiatives to train and deploy AI algorithms without the need for expensive hardware, software, or infrastructure.

Leading the way in cloud‐based AI services are Amazon Web Services (AWS), Google Cloud Platform (GCP), and Microsoft Azure. These platforms offer a comprehensive suite of tools and services, including prebuilt AI algorithms, AI frameworks, and data storage and processing capabilities. Perhaps most important, they enable AI initiatives to scale up or down computing resources on demand, providing a flexible and cost‐effective solution for AI operations. Beyond the scalability and cost‐effectiveness of cloud services, they also provide a range of tools and frameworks for training and deploying AI algorithms. Among these tools are popular frameworks such as TensorFlow, PyTorch, and Keras, which make it easy for developers and data scientists to build and test AI algorithms without the need for complex coding skills.

To better understand the individual hardware and software requirements of AI value creation, we will explore the essential components of an AI pipeline: a network of interlocking steps that enable AI algorithms to be applied.



The Technology Requirements for an AI Pipeline

The software and hardware requirements can vary significantly across the various stages of an AI pipeline. To better understand how AI technology is connected across its various steps, we break down the AI pipeline in five major stages, separated in two phases: the development and production of AI‐based applications (see Figure 12.1).
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Figure 12.1 AI Pipeline Steps



The development and deployment of AI algorithms is a challenging, yet integral, task. Although the development of AI algorithms refers to the training and validation of algorithms and the preparation and transformation of data for learning, its deployment relates to consuming and managing outputs in a production environment.



AI Software Capabilities Along the AI Pipeline

As the use of AI continues to expand, a growing number of providers are stepping up to offer software solutions that support the software elements to create a full AI pipeline. Yet, for the most successful AI achievers, the customisation and flexibility of their AI software environment have been key to success. Rather than relying on a single provider or solution, they have tailored their software environment to the needs of their AI operations combining open source and commercial software solutions.


AI Output Consumption

AI's outputs can be consumed in various ways – in a dashboard, a mobile application, a vehicle, a fridge, or any other IoT device, or they can be shown in a table in Excel. Understanding which AI application type is the most suitable to create value for a use case is of critical importance and can be significantly affected by the four different types of value creation. However, the consumption of AI's output is critical to understand because it will affect the feasibility and adoption risks of AI value creation. Let us take a look at two examples.

In Chapter 3, we presented an example on how to optimise the direct mailing process through the use of AI. In that case an algorithm was applied to generate quarterly predictions of the customers who are most likely to respond to a new customer campaign from a telecommunications company. The outputs of the AI algorithm were saved in the form of a csv file, which is then conveyed to the mailing agency. From a technology perspective, the feasibility risk of the deployment was low because only minimal software requirements are needed for it to be executed on any hardware. Additionally, the adoption risk was low because the output format remained unchanged.

Drawing from the AI use case examples in Chapter 3, we also illustrated how mismatches between real‐world consumption and technical implementation can create challenges for AI feasibility and adoption. Google's AI solution for diabetic retinopathy had the potential to revolutionise the way the world diagnoses and treats the condition. Despite achieving a 90% accuracy in lab tests, Google's AI product failed when exposed to the realities of the real world – including poor internet connections, low‐quality photos, and the need for nurses to manually edit images in order to make them compatible with the AI solution (Douglas 2020). As a result, the product was deemed unfeasible and its adoption was hindered.

In summary, AI's value creation is significantly influenced by how the outputs of an AI algorithm get consumed by its stakeholders. Especially, any change in user consumption pattern can have a significant impact on AI's adoption risks.



AI Algorithm Management

The type of AI output consumption, the affected stakeholders of an AI use case, and the type of AI deployment have a major impact on the requirement for ongoing decision monitoring. This monitoring could involve tracking metrics such as accuracy or an algorithm's bias. If the algorithm is not performing as it should due to external changes, maintenance and retraining may be required. As illustrated by the Zillow example discussed in Chapter 8, early detection of performance issues can greatly minimise the risk of losses. In this case, the business opportunity seemed to be strongly affected by the changing environmental conditions and the resulting inaccuracy of the algorithm's predictions.

But monitoring should extend beyond the performance of an algorithm and include security of the AI system. AI security is a rapidly evolving topic, with new vulnerabilities continually arising. Common threats include system breaches – the exposure of AI algorithms to stakeholders they were not intended for – and availability attacks, in which a public‐facing AI system is subject to a denial of service attack and thereby rendered unusable by a wider set of stakeholders (Hall et al. 2023). In adversarial attacks, hackers can study an algorithm's behaviour and manipulate its results. Trojans and malware are especially concerning in the open source environment of AI. Furthermore, because many AI systems are accessed via web applications and/or transmit the results of their analyses over the internet, they may be vulnerable to exploitation. In the case of public AI systems, it is possible to extract an algorithm by sending randomised input data to the system and then reconstructing the algorithm based on the output. This susceptibility could be used, for instance, to change the output of a credit algorithm in which a bank's AI system determines a customer's interest rate or credit approval. Any change in algorithm performance related to security, bias, or accuracy requires maintenance through retraining and updating the algorithm to the new conditions. Microsoft's Azure Machine Learning or Google's Cloud AI Platform include several security features to help protect AI algorithms, and IBM provides an Adversarial Robustness Toolbox, which is an open source library to defend and evaluate AI algorithms against adversarial threats.

Creating and maintaining documentation for AI algorithms is a critical but often underappreciated part of algorithm development, deployment, and maintenance. Documentation helps stakeholders understand, use, and monitor AI algorithms effectively. What should go into AI algorithm documentation? The algorithm description should include a high‐level overview of its purpose and how it works. The algorithm architecture, input and output specifications, training data, and performance metrics should also be documented. Additionally, any limitations or assumptions made during the development process, use cases, deployment instructions, and maintenance guidance should be included. By documenting AI algorithms, AI initiatives can ensure that their algorithms are well understood, properly deployed, and effectively maintained for optimal performance. There are various tools and methods that can be used for documentation. For example, Git is a version control system that is commonly used for software development. It can also be used for versioning and documenting AI algorithms and workflows (https://git-scm.com/).

In summary, AI algorithm management is a critical but underestimated area that can help to mitigate risks of AI's application. The monitoring and documentation of AI algorithms and its use are two critical parts.



AI Algorithm Deployment

Any kind of AI decision‐making we researched requires the use of AI in a production environment. In the context of AI algorithms, a production environment refers to a system where these algorithms are stored and made available for real‐world applications. It's in this production environment that a trained AI algorithm is employed to process incoming data and make predictions. By contrast, a development environment is like a laboratory where AI algorithms get trained and tested.

AI algorithms are usually deployed in three different ways. Batch prediction and real‐time prediction with either on‐demand prediction services or embedded algorithms in IoT and mobile devices are typical viable options. Each way of algorithm deployment has its own merits and is a consequence of AI's output consumption.

Batch prediction is a method for deploying AI algorithms, in which data is collected and processed in large batches rather than in real time. Batch processing can provide several advantages over other deployment methods, including enhanced efficiency, scalability, and more consistent results. Yet, it is important to recognise that batch processing may not be suitable in applications when real‐time processing is essential, such as fraud detection and monitoring of equipment. Additionally, there may be a delay between when data is collected and when predictions are made – a potential issue that must be considered when employing batch processing. Available software for AI batch prediction include Apache Spark, AWS Batch, and Apache Airflow. Apache Spark is an open source distributed computing system that can be used for batch prediction with AI algorithms, and AWS Batch is a cloud‐based batch processing service that can be used to run AI batch prediction at any scale. Apache Airflow is an open source platform for programmatically authoring, scheduling, and monitoring workflows. It can be used to deploy and schedule batch processing jobs that involve AI algorithms.

Real‐time prediction is supporting responsive decision‐making in time‐sensitive applications such as fraud detection, predictive maintenance, and chatbots. Data is processed as it arrives, rather than being collected and processed in batches. The advantages of real‐time deployment go beyond its speed; it can also provide personalised decisions tailored to the specific input data. However, real‐time deployment comes with its own set of challenges. It can be more resource‐intensive than batch processing, requiring specialised hardware or cloud‐based infrastructure to handle the increased workload. It can also introduce latency because data is processed and decisions are made, potentially affecting the speed of response. And it can be more complex to manage, because it requires careful provisioning of the input data, processing pipeline, and output results. AI initiatives that are considering real‐time deployment should weigh its benefits and challenges carefully to determine if it is the right fit for their application. There are two ways of leveraging the real‐time prediction capabilities of AI algorithms: on‐demand prediction services or embedded algorithms in IoT and mobile devices (called EDGE computing).

Deploying AI algorithms as on‐demand prediction services means making trained AI algorithms accessible to other software applications or end users in an efficient, effective manner. A prominent approach to deploy an AI algorithm is a lightweight, standalone executable software package, called container, that includes everything needed to run the algorithm. When deploying an AI model using container‐based deployment, the model can be exposed to the outside world through an API (application programming interface). The API acts as an interface that allows external applications or systems to communicate with the containerised AI model. An example for that type of application could be an e‐commerce website, which connects to the AI algorithm via API to provide personalised product recommendations to users based on their browsing history and previous purchasing behaviour.

Deploying AI as embedded algorithms into IoT and mobile devices refers to integrating pretrained algorithms into a software or hardware system so that real‐time predictions and actions are enabled without access to a central server or cloud infrastructure. This is advantageous in scenarios when connectivity may be limited, such as remote areas, or when real‐time processing is essential, such as in autonomous systems or real‐time monitoring. Ford CEO Jim Farley underscored the importance of this when discussing their software development efforts for their new electric vehicles, emphasising that you certainly ‘don't want to fire an airbag off the cloud’ (Morris 2023). To optimise an AI algorithm to run on the limited resources of a device, such as memory, CPU, and power, techniques such as pruning, quantifisation, and compression are used. This reduces the complexity and size of an AI algorithm while preserving its accuracy and performance to an acceptable degree. Once the algorithm has been optimised, it can be integrated into the device's software or hardware system, either as a standalone program or part of a larger solution. From there, the device can utilise the algorithm to make predictions or take actions based on its local data, without having to access external servers or cloud infrastructure. From a software perspective, TensorFlow Lite or Core ML can be applied to deploy AI algorithms in mobile or embedded devices. TensorFlow Lite is a lightweight version of the popular TensorFlow framework, which enables efficient inference on devices with limited computer resources, and Core ML is a framework provided by Apple that enables deploying AI algorithms on iOS devices.

For the real‐time deployment of AI algorithms, data provisioning is a crucial part of the process – and it's often challenging. To ensure that the necessary data is available and accessible to the algorithm, AI initiatives must consider how to store data in a way that makes access and use during run time easy. A feature store is managing and provisioning information for AI during an algorithm's development and especially deployment. It centralises the storage, management, and retrieval of information used by AI algorithms. Feature stores enable efficient sharing of that information across different teams and projects, help maintain consistency in feature engineering, and improve the overall productivity of AI development. Although there are existing open source feature store platforms such as Hopsworks, cloud providers’ managed services for data storage, processing, and serving (e.g. AWS, Google Cloud, and Azure offer services) can be combined to create a feature store architecture.

The decision between batch processing and real‐time deployment for AI applications is an efficiency and a responsiveness question. Batch processing may be more beneficial for applications requiring scalability for large‐scale data processing and offers a lower risk of latency. However, real‐time deployment may be more suitable for applications in which speed and responsiveness are paramount.



AI Algorithm Development

From an AI pipeline perspective, the development stage entails the preparation and transformation of data for and the training of an AI algorithm. The training of an AI algorithm entails the selection of the right one among a variety of algorithms (e.g. neural network, random forest), the optimisation of their training parameters (called hyperparameter tuning), and the application of techniques to reduce overfitting. All of those choices can significantly affect the output of an algorithm. The amount of data and variables have a significant impact on that training process. Although more data usually has a positive impact on an algorithm's performance, it can significantly increase its computational resource and even software requirements. However, once an algorithm has been trained, it can be saved as an object to make predictions at scale. When it comes to training AI algorithms, there is no shortage of software options. One of the most widely used tools is TensorFlow, the open source machine learning platform developed by Google (TensorFlow 2023a). Similarly, PyTorch offers a user‐friendly interface for building and training (Fridman 2022; https://pytorch.org/). Scikit‐learn provides a range of tools for data preprocessing, algorithm selection, and evaluation (Scikit‐Learn 2023). For deep learning, Keras is a high‐level neural network API that can be used with either TensorFlow or Theano, and Caffe is a popular deep learning framework created by Berkeley AI Research (BAIR) (Caffe 2023). Finally, Microsoft's Cognitive Toolkit (CNTK) enables distributed training while supporting both CPUs and GPUs (Microsoft 2022).

Data preparation and transformation are essential components of training an AI algorithm. The complexity of that step is usually underestimated – let us just address a couple of required steps and methods. From cleaning and transforming raw data into a format fit for the algorithm to data normalisation and scaling, feature selection, feature extraction, feature engineering, and the encoding of categorical variables, these steps require careful consideration. Raw data might contain missing values, outliers, or errors that need to be addressed before the data can be used for AI. Imputation, removal, or correction of missing values, outliers, and errors are techniques for dealing with data issues. This is an area that has benefited from new AI capabilities as well. For example, AI can be used to detect and correct data errors, identify outliers, and can even learn from user feedback and historical data to improve its efforts (LinkedIn Community 2023).

Feature selection is a method for identifying the most important features for the task and getting rid of unnecessary or redundant features (Mares et al. 2016). Feature extraction, however, involves transforming the raw data into a set of features that are more relevant for the AI algorithm. Dimensionality reduction and principal component analysis are some common feature extraction techniques. Last, feature engineering involves creating new features from existing data that may provide more valuable insights for the AI algorithm. There are several software tools and libraries that can be used to prepare and transform data. Some popular options are Pandas, Scikit‐learn, and Alteryx. Pandas and Scikit‐learn describe Python libraries that provide powerful data manipulation and analysis capabilities, including tools for data cleaning, preprocessing, and transformation. Alteryx is a software platform for data preparation and analysis that includes AI and predictive analytics capabilities (Witten and Tibshirani 2013).




Hardware/Compute Resources Along the AI Pipeline

Developing and deploying AI algorithms require different levels of hardware capabilities. Although the training of AI algorithms is usually significantly more hardware intensive than their deployment, the hardware needs depend on a variety of factors, such as the size and complexity of the dataset, the complexity of the algorithm, or the type of learning algorithm being used. Here are some general hardware requirements for developing an AI algorithm:


	CPU: The central processing unit is responsible for executing the instructions of the AI algorithm. The CPU needs to be appropriate to handle the computational load of the algorithm. For smaller datasets and less complex algorithms, a standard CPU may be sufficient. A multicore CPU with at least 8–16 cores is recommended for most commercial AI tasks.

	GPU: Graphics processing units can provide significant performance gains in training AI algorithms due to their ability to perform many calculations in parallel. Deep learning algorithms for natural language or image processing, in particular, often require the use of GPUs to train effectively. A high‐end GPU with at least 16 GB of memory is recommended for most deep learning tasks and more for the application of generative AI.

	RAM: Random access memory is used to store the data and algorithm parameters during training. The amount of RAM required depends on the size of the dataset and the complexity of the algorithm. Larger datasets and algorithms require more RAM. At least 32 to 64 GB of RAM is recommended for most commercial machine learning tasks, but larger algorithms and datasets may require even more.

	Storage: The storage requirements depend on the size of the dataset and the number of experiments being conducted. It's important to have enough storage for the data, algorithm parameters, and results of the experiments. Solid‐state drive are recommended for high‐speed storage, and cloud‐based storage solutions such as Amazon S3 and Google Cloud Storage are commonly used in the industry.

	Networking: If you're working with large datasets that are stored remotely, a fast and reliable network connection is important to ensure that data can be accessed quickly and efficiently.



Depending on the scope of the project, a CPU and a lower amount of RAM may be enough for smaller datasets and moderately complex algorithms, yet larger datasets and more intricate algorithms may require GPUs, additional RAM, and expanded storage capabilities. To ensure the successful completion of an AI training process, it's essential to accurately assess the necessary hardware requirements from the beginning. The costs associated with cloud computing providers can differ substantially, but a realistic figure for a single server based on the mentioned configurations could range from $20,000 to $40,000 annually (in 2023). This does not account for the pretraining of state‐of‐the‐art large language algorithms, which can cost $10 million and more (Science Blog 2023). However, because that might not be the first use case for AI beginners, it might be wise to start small with a cloud provider, control cost, and scale step‐by‐step.

Deploying an AI algorithm typically requires fewer resources than training it, for several reasons. Inference, or using the algorithm to make predictions based on new data, is less computationally intensive than the training process, which involves iteratively updating the algorithm's parameters using larger datasets. As the algorithm is deployed, it is usually optimised to reduce its size and make it more efficient for inference, thus, reducing the hardware requirements. During deployment, the input data tends to be much smaller and so can be processed more efficiently. Additionally, during deployment, the algorithm is often deployed on a single machine or a small cluster, which further reduces the hardware requirements.






Sanjay Srivastava, Chief Digital Officer at Genpact


At Genpact, in my role as the chief digital officer, I have had the opportunity to deploy several AI solutions in diverse business processes across industries. And, as an entrepreneur and venture capitalist in the AI/generative AI ecosystem, I have built, advised, and mentored a number of AI start‐ups.

Genpact transforms and manages complex business processes such as the supply chain, finance and accounting, risk and regulatory, and others. The company serves global clients across multiple industries, including manufacturing, banking, insurance, life sciences, technology, consumer goods, and more. This broad perspective has provided great insights about opportunities and challenges in deploying AI‐based solutions. Additionally, my work with AI start‐ups has further broadened our view of approaches and methodologies and the latest tools and techniques. This dual perspective – of enterprise opportunities, challenges, and learnings, and of emerging technologies and innovation ventures – has shaped my worldview on AI. Among the many learnings we have had, three stand out.



Build for Production at Scale, Not Pilots and POCs

AI pilots and POCs are fairly easy to build. Organisations often set up a dedicated team of bright and motivated engineers, protect them from the day‐to‐day distractions of the business, and have them go away and build a great answer to a critical question, such as predicting the maintenance requirement on a large engine. But the rush of getting AI off the ground doesn't always deliver the durability of using that AI solution in the enterprise – and it's because the science and the engineering of AI are two entirely different domains. In most cases, the science – the AI and the neural net modeling piece of the overall solution – represents only 10% of the total enterprise solution. The other 90%, which is the real key to success, involves the engineering of the system. This includes building the data pipeline that harmonises and continuously ingests clean data, the casing and the adaptable structuring of various AI models, the observability module and its interfaces that allows for AI governance and guardrails, and establishing the audit logs that keep track of model updates.



Be Super Intentional About the Technology Stack

At Genpact, we are right in the middle of many generative AI deployments – a technology that is still in its infancy and at a low maturity for most enterprise environments. Across the spectrum of existing approaches, we have seen various options – from a secure ChatGPT style implementation, to absorbing AI via existing software (as providers incorporate AI components increasingly into their solutions), to prompt engineering, or prompt tuning with retrieval augmented generation, to customising a foundation model, or building a proprietary LLM from the ground up.

Each of these six different approaches have completely different return on investment profiles, entirely different requirements for talent and expertise, and are positioned differently in the ‘time to impact’ versus ‘durability of advantage’ matrix. And because costs for inferencing are expensive and training requires an even higher investment, it is important to choose the right approach early.

In addition, some of these solutions require multiple technological components. Those can range from various security and tokenisation options to proprietary source or open source LLM models. Each of these components can come from a different technology provider. Thus, a very intentional and thoughtful design is critical, in which the best solution for one specific use case for a corporation (with its unique business need, talent, and capital profile) is rarely a good fit for another.



Plan for the End – Integration and Adoption Drives True Return on Investment

AI fundamentally changes business value propositions, which presents the technology's biggest opportunities as well as its single largest challenge. Unlike simple automation, where a process remains the same but becomes faster, cheaper, and better, AI transforms the entire process – reimagined at its core. These new AI‐enhanced processes provide a different consumer experience, integrate in the value chain at entirely different points and in different ways, and fundamentally redefine the remaining role of its human colleagues.

And so AI projects that provide a single insight are interesting to experiment with, but AI projects that deliver actually return on investment are the ones that then seamlessly integrate the AI solution into enterprise workflows, redesign the experience based on its consumption, drive change management and pervasive adoption, and upskill the team to take advantage of it.

In summary, we have learned that there are many pieces we have to get right for achieving meaningful outcomes with AI in the enterprise. But the most significant learning we have had is that once you get it right – it can be infinitely scalable at virtually no incremental cost.
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Data Management




Companies have tons and tons of data, but [success] isn't about data collection, it's about data management and insight.

—Prashanth Southekal (business analytics author, professor, head of the Data for Business Performance Institute)



When it comes to AI value creation requirements, data emerges as a crucial element, demanding a significant investment. However, data alone isn't enough; effective data life cycle management is crucial. The 2020 ESI ThoughtLab study of 1,200 organisations revealed that nearly all AI‐mature organisations excel in data management, whereas most followers consider it their main challenge (Celi and Miles 2020). In terms of investment, the study shows that data management requires about 35% of AI spending or in absolute numbers, on average $13.3 million out of $38 million per year (Celi and Miles 2020).

However, AI beginners tend to proportionally invest more in data management compared to AI achievers (Celi and Miles 2020).

The challenge of data management goes beyond data security and quality. A 2020 McKinsey study on data management costs reveals the allocation breakdown: 38% for data sourcing, 13% for data governance, 29% for data infrastructure, and 20% for data preparation and consumption (Grande et al. 2020).



Data Management

The main objective of data management is to ensure that plans, policies, programs, and practices are effectively developed, implemented, and managed to increase, control, protect, and enhance the value of data assets throughout their entire life cycle. Although there are several strategic frameworks available for data management, such as the strategic alignment model, the Amsterdam information model, and the DAMA‐DMBOK framework, we will focus on breaking down the operational components and adopting a functional perspective for creating value with AI. The book DAMA‐DMBOK is a valuable resource that focuses on this specific topic in detail (Henderson and Earley 2017).

Data management activities encompass a wide range of tasks, including data sourcing, establishing processes for data governance and data preparation, understanding the requirements for an AI‐ready data infrastructure, data consumption, as well as archiving and deletion of data.



Data Sourcing

Data sourcing is the first step in data management. It involves collecting data from internal and external sources, a seemingly simple process with far‐reaching implications for how it is managed. As we seek to identify the data sources needed for AI applications, let us first explore the various types of data that can be leveraged.


Raw Data Is King

Capturing and collecting data in its raw form is critical for gaining maximum value from it. Consider the example of a company that scans invoices and only extracts the total amount and the customer's name for billing purposes. By failing to retain other data points such as date, product details, and salesperson, the organisation is severely limiting the variety of insights that could be derived from the information for other purposes. The following types of data can be differentiated, with an increasing degree of structure:


	Unstructured (raw) data: not organised and lacks a clear format, making it challenging to analyse. Examples of unstructured data include text documents, images, and videos.

	Semi‐structured data: has some level of organisation but is not as strict as structured data. Examples of semi‐structured data include XML files and JSON data.

	Structured data: highly organised and easy to analyse, with a clear format and predictable patterns. Examples of structured data include databases, tables, and spreadsheets.



From a perspective of data value, the ability to apply data in various use cases with the highest degree of flexibility has the potential to yield the greatest value. This is why raw data is a highly coveted asset for organisations. However, raw data is mostly unstructured, with estimates suggesting that more than 80% of all data is available in a nonstructured format. The challenge is to transform this data into a structured form suitable for AI algorithms, which typically require a specific structured format for training purposes (Harbert 2021).



Data Creation Versus Reuse

When it comes to data sourcing, there is a decision to make: create data or leverage existing data? Primary data, which is created and collected for a specific use case with the purpose of AI value creation, offers a high quality and is an original source of information. Primary data can be collected through sensors, transactions, surveys, experiments and other sources. Secondary data describes already existing data, collected either by someone else or for another purpose. For example, secondary data can be collected through sources such as government agencies, academic institutions, commercial providers, and other organisations. However, secondary data can also come from your own organisation and be an outcome of internal processes such as billing, customer registration, employee onboarding, and manufacturing of products. Although many AI projects leverage secondary data, primary data has many advantages. Choosing between these two data sources requires an understanding of their advantages and disadvantages. Knowing the differences between them might also help to further understand the data management process. Table 13.1 shows a comparison of both forms of data.

The form of data – primary or secondary – can vary between use cases, the types of value creation, and the context. Although primary data would be ideal, it is in most cases not possible to collect, because many AI algorithms require a history of several years of data or more. Take, for example, an AI algorithm designed to predict the need for machine maintenance: in order to accurately assess the timing for the need for maintenance, many types of information (e.g. sensor data, machine use information) over a longer time period about many machines of the same type is needed. This means that data collection is not merely a time‐consuming issue but also that collecting enough historic data to successfully build an AI algorithm can significantly set back a project.



Table 13.1 Comparison Primary Versus Secondary Data





	Characteristic
	Primary Data
	Secondary Data





	Purpose
	Collected for the purpose of a specific use case
	Collected for another purpose than the use case



	Level of control
	Complete control over the collection process of primary data
	Limited control over the collection process of secondary data



	Originality
	Collected specifically for a defined purpose and is not available elsewhere
	Has already been collected and is available in various sources.



	Cost
	Can be more expensive than collecting secondary data because it requires additional resources such as research participants, equipment, and time
	Is usually less expensive because it is already available and can be accessed at a lower cost



	Quality
	Can be higher because the researcher can design the data collection process to ensure that the data is accurate, relevant, and reliable
	May vary because it was collected for a different purpose and the researcher has no control over the data collection process



	Time frame
	Can be time‐consuming because the researcher needs to design the data collection process and then collect and assess the data, which can take a long time
	Can be accessed immediately because it is already available








Data Source Location

Given the need for historical data to train and apply AI, there are numerous sources for secondary data from which to draw. However, it is vital to comprehend the ramifications of different sources for the application of AI. For instance, many third‐party data providers offer access to datasets with thousands of variables. A provider may, for instance, provide data on customer age, income, profession, and more. However, some of that information may not be originally collected, but instead be generated using AI. For example, AI can be used to predict an individual's average income based on age and profession, but that data might not be reliable or correlated with the other variables, which could pose a problem for your AI algorithm. There are three locations that can be differentiated:


	Internal data sources refer to information generated within an organisation – from transactional systems, customer relationship management systems, enterprise resource planning systems, and other internal data providers. For example, a retail store might have internal data sources related to inventory levels or sales data, call centers might have audio tapes from customer calls, and manufacturer data from PLC units from their machines.

	External data sources are those generated outside an organisation, such as public data sources, open data sources, public datasets, social media platforms, news outlets, and websites. For example, a transportation company can use external data sources to monitor traffic patterns, weather conditions, and road closures or an insurance company can leverage external data to monitor the impact of weather conditions.

	Third‐party data sources provide access to data collected by providers, such as market research reports, surveys, and other commercial sources, which can be invaluable for companies that don't have access to the data they need or who need to augment their existing data. For example, an insurance or credit card company can use third‐party data sources to uncover demographic data and other relevant information about their potential customers.



The source of data can be a key factor in understanding its quality, reliability, accuracy, and overall usefulness. A reputable source is more likely to yield trustworthy results than questionable ones and knowing its origin can also help identify and mitigate potential biases. For example, a drug store company might want to leverage (anonymised) health information about potential new customers to target their sales efforts (Thielman 2017). The acquisition of external data, however, can be a quality challenge and only be available for a group of customers, which might create a bias in an AI algorithm. Moreover, data regulations and privacy requirements vary depending on the source, so it's essential to be aware of the rules you must abide by. Furthermore, understanding the source of data can help inform decision‐making; internal data can be useful for decisions regarding internal operations, while data from external sources may be more relevant for understanding and predicting industry or market trends.




Data Governance

We define AI data governance as the practices, policies, and standards organisations use to protect individuals’ privacy by being compliant with the legal environment (e.g. General Data Protection Regulation [GDPR] in Europe) and ensure data security as well as high quality when collecting, storing, and using data for AI purposes. Comprehensive measures can be taken to ensure the confidentiality, integrity, and availability of data, such as encryption, secure data transfer, and federated learning for confidentiality; data quality and algorithm validation for algorithm integrity; and scalability, redundancy, and disaster recovery for availability (Det Norske Veritas Group 2023). Employing these safeguards protects data from unauthorised access, modification, or destruction.


Data About Data

Metadata and data lineage are two essential concepts in the world of data for AI. Although metadata helps data scientists and other stakeholders understand the characteristics and quality of the data used to develop, deploy, and manage AI algorithms, data lineage helps to ensure the accuracy and reliability of the algorithms.

Metadata can be described as data that provides information about other data. This information can include details about the source of the data, its format, and any preprocessing or cleaning that was done before it was used. Metadata helps to develop, deploy, and manage AI algorithms, providing information to ensure their accuracy, bias‐free nature, and effectiveness in achieving their intended goals. Managing and organising large datasets can be a daunting task, but metadata can be used to make this task easier. By categorising data based on its type, format, or source, metadata makes it easier to locate and use data in AI projects.

The second essential concept in the context of AI data is its lineage. Data lineage refers to the process of tracing the origin, movement, and transformation of data throughout its life cycle. In the world of AI, data lineage is particularly important because it ensures the accuracy and reliability of AI algorithms. As the saying goes, ‘garbage in, garbage out’, meaning that the quality of the data used to train AI algorithms is directly related to the quality of the output. Therefore, by tracing the lineage of the data used in AI algorithms, data scientists and other stakeholders can identify any potential biases, errors, or inconsistencies in the data and take steps to correct them. The concept is also critical to evaluate data value. The tracking of the impact on data on business outcomes is an important element of evaluating data's ROI. In addition to ensuring the accuracy and reliability of AI algorithms, data lineage is crucial for compliance purposes. For instance, the finance industry is subject to regulations that require them to track the lineage of their data to ensure its accuracy and integrity (Gupta 2021). Data lineage, therefore, helps organisations stay compliant and avoid legal and financial penalties. Although tools for data lineage are still a new and evolving category, there are a few organisations, such as Atlan, Informatica, or Microsoft, that offer commercial solutions.



Data Confidentiality

Data privacy and security challenges can severely inhibit the ability to apply AI in various ways. As more and more personal data is amassed without consumers knowing, laws to protect the privacy of individuals are in place in many areas of the world. These rules (e.g. GDPR in Europe) and the corresponding laws create the swim lanes for AI solutions, and significant penalties exist if these are crossed.

The Cambridge Analytica scandal revealed an urgent need for data governance in the AI space in 2018 (Cadwalladr and Graham 2018). In an unprecedented violation of data privacy regulations, the British consulting firm harvested personal data of millions of Facebook users without their consent and used it for various purposes, including influencing political campaigns, such as the 2016 US presidential election (Confessore 2018). Examining the scandal from a data governance perspective, it is clear that the firm had obtained personal data from sources, such as personality quizzes and surveys, without obtaining explicit consent. Additionally, it had illegally obtained data from third‐party sources, including academic researchers, and used this data to create psychographic profiles of Facebook users and target them with personalised political messages. The Cambridge Analytica scandal is a stark reminder of the importance of data governance in protecting personal data and ensuring ethical data practices (Lapowsky 2019).

The European Union's GDPR of 2018 unified consumer data protection regulations across the EU and is setting a precedent for the US (GDPR.eu 2023). Although the US has yet to introduce a comprehensive federal consumer data privacy or security law, individual states and selected industries have been driving initiatives forward. These include the US Privacy Act of 1974 and the Health Insurance Portability and Accountability Act of 1996, which define rights and restrictions on data held by government agencies and regulate health care and health insurance personal data protection, respectively (US Department of Health and Human Services 2023). The California Consumer Privacy Act (CCPA) of 2020 is the most recent example, giving consumers the right to access and delete their information, as well as opt out of processing their data. In addition, it grants California consumers a limited right to sue in the event of a data breach. Under the CCPA, personal information is defined as any piece of information that can be associated directly or indirectly with a particular consumer or household (State of California Department of Justice 2023). As such, organisations must remain vigilant when handling consumer data in the US.

The severity of fines for data breaches and consumer misinformation is a tell‐tale sign that regulators are taking the issue seriously. Amazon was hit with a $887 million penalty in 2021 after being found in violation of European regulations. Despite the company's statement that ‘there has been no data breach, and no customer data has been exposed to any third party’, enterprises can still break GDPR rules without suffering a data breach (Shead 2021). WhatsApp was fined $270 million by Ireland's data regulators due to its failure to provide adequate descriptions of its data processing procedures in its privacy notice (Satariano 2021). Equifax's data breach in 2017 led to the exposure of 150 million people's personal and financial information. After the company failed to fix the responsible vulnerability in their web‐application framework, and failed to disclose the breach to the affected customers, a settlement of $575 million was paid (Cowley 2019).

Data encryption is an essential tool for protecting sensitive data from unauthorised access or interception by hackers or malicious actors. End‐to‐end encryption, which involves converting data into an unreadable format and decrypting it with a specific key, is essential for ensuring secure data in transit and data at rest. Furthermore, protocols such as secure sockets layer and transport layer security enable secure communication channels between systems, further protecting data from unauthorised access or modification (IBM 2018). In addition, through the use of federated learning, organisations can train algorithms on decentralised data without compromising data confidentiality. By combining these techniques, businesses can leverage data while still protecting its integrity.



Data Integrity

Data integrity is related to its quality and one of the most important topics in preparing data for AI applications. Data quality control is essential in ensuring accurate, complete, and consistent data is used for AI applications. To ensure reliable, high‐quality data, organisations can implement data profiling and cleansing mechanisms. Let us have a look at a retail company that wants to implement a recommendation system for its customers. To do this, the company used customer data such as past purchase history, search queries, and browsing history to generate personalised recommendations. To ensure the recommendations are accurate and effective, the company can implement data profiling to identify any missing or incomplete data points. This could involve identifying customer accounts with incomplete purchase histories or missing demographic information. Once identified, the company can use data cleansing mechanisms such as imputation or filling in missing values to ensure the data is complete and consistent. Additionally, the company could also use outlier detection techniques to identify any data points that fall outside of the expected range or have unusual values. By removing these outliers or adjusting them to more reasonable values, the company can ensure that the recommendation system is not affected by inaccurate or biased data. In addition to statistical characteristics of data, data quality evaluations are strongly related to domain knowledge. For instance, data can be delivered through a social media agency that is managing the social media account of an organisation. Switching the agency can have a tremendous impact on the social media data quality, which often generates problems for the algorithms built on top of it.

Another way of facilitating data integrity is by validating and testing the output of an algorithm. To do this, organisations can utilise cross‐validation, a technique that splits data into multiple subsets and uses each to train and validate the algorithm. Doing this can help organisations build AI applications with reliable results.



Data Availability

Data availability is based on the accessibility and existence of data for use across diverse AI applications, analyses, and decision‐making procedures. It relates the ease of access, reliability, and timeliness of data for individuals, organisations, or systems that require it. In order to have data accessible, especially for AI applications, data management efforts should evaluate data's scalability and redundancy and create disaster recovery plans.

Scalability and redundancy are two key tenets of successfully deploying AI applications. Scalability requires an infrastructure that can handle large volumes of data and respond rapidly to changes. An example is a social media platform that uses AI to analyse user behaviour and provide personalised recommendations. As the platform grows and more users join, the amount of data that needs to be processed and analysed increases rapidly. If the infrastructure is not scalable, it may not be able to handle the large volumes of data, leading to slow response times and poor user experience. To ensure scalability, the social media platform could use a cloud‐based infrastructure that can scale up or down based on demand.

Redundancy involves implementing backup systems and fail‐over mechanisms to keep AI applications available in the event of a disruption (e.g. a mobile network failure). An example where redundancy is important in AI applications is in autonomous vehicles. Autonomous vehicles rely heavily on AI algorithms to process data from various sensors and make decisions in real time. A disruption in the AI system, such as a hardware or a software failure, can lead to a catastrophic event. For instance, an autonomous vehicle can have multiple sensors for detecting objects and obstacles, and if one sensor fails, the backup sensors take over or the vehicle is stopped. The vehicle can also have redundant systems for processing the sensor data and making decisions, so that if one system fails, the backup system can take over.

Disaster recovery plans are standard to ensure the availability of data (and AI algorithms) in the event of a disaster. For example, a health care organisation that uses data and AI to analyse patient information to provide personalised treatment recommendations should have a disaster recovery plan. If the AI algorithm fails or the data is lost, patient care cannot be compromised. To ensure disaster recovery, the organisation can implement data backup and replication systems, and use cloud‐based disaster recovery solutions that can quickly restore data and algorithms in the event of a disaster.



Data Ownership and Responsibility

Data ownership refers to the identification of roles or individuals within an organisation who have the authority and accountability for specific datasets. Data owners are responsible for overseeing the integrity, availability, and confidentiality of data under their stewardship. Centralising this ownership in IT has often failed to produce the desired results (Torrekens 2023). It often creates a bottleneck due to the amount of data to oversee and the lack of domain knowledge for quality evaluation from a functional perspective. As a result, organisations are increasingly sharing data ownership across departments, looking to maximise data integrity, availability, and confidentiality. With a more decentralised ownership, there is an opportunity to tackle further domain‐specific challenges: data representativeness and its ethical application for AI purposes. Data representativeness is critical to ensure that AI algorithms are trained on unbiased data to avoid algorithm bias and discrimination. Knowledge exchange and transparency about how AI algorithms are trained, what data is used, and how decisions are made are requirements for that. This includes providing clear explanations of how AI algorithms work and how decisions are reached, as well as providing access to data subjects who wish to review or correct their data. Data's ethical contribution requires the establishment of clear policies and procedures for the collection, use, and sharing of data in AI applications. Its purpose is to ensure that AI systems are designed and used in a way that is consistent with ethical principles, such as avoiding harm to individuals and communities, respecting privacy, and promoting fairness and justice as well, as being compliant with the applicable legal environment.

The responsibility for data within organisations can be divided into different categories, depending on the context in which data is being used:


	Data user: the organisation or individual who determines the purposes and means of data processing. This could be a company, a department, or any other entity that applies data for decision‐making.

	Data processor: an organisation or individual that processes data. This could include service providers, such as cloud providers or payment processors.

	Data regulator: a government agency or regulatory body that is responsible for enforcing data protection laws and regulations.

	Data subject: the organisation or individual to whom the data belongs. They have a right to know how their data is being collected, processed, and used. They also have the right to access, correct, and delete their data, as well as the right to control how their data is shared with third parties.



With the distinct roles come distinct responsibilities – yet too often, these are not adequately outlined, leading to value creation issues down the line. The roles have to be clarified throughout an organisation to gain control over data during collection and use, which makes it easier to stay on top of data‐related responsibilities.




Data Infrastructure for AI

Data infrastructure is the technical foundation of data management. It comprises technical components, such as data storage (e.g. data warehouse, data lakes, data lake house), data processing (e.g. data pipelines, data integration platforms) significantly affecting data security and privacy (e.g. through data encryption, access controls), and data analytics capabilities (e.g. business intelligence, AI development and deployment, data visualisation).


Data Storage

Organisations rely on various data storage systems to store and manage large amounts of data, ranging from data warehouses to data lakes and distributed file systems to cloud storage. While data warehouses take structured data from various databases and create a layer optimised for and dedicated to reporting and business analytics, data lakes are utilised to store big volumes of raw, unprocessed data mostly leveraged for data science and AI. Distributed file systems enable data to be stored across multiple nodes in a cluster, while Cloud services like Amazon Web Services, Google Cloud Platform, and Microsoft Azure offer cloud storage solutions. By leveraging the right mix of data storage systems, organisations can reap the benefits for the training or deployment of AI applications.

Data lakes and data warehouses offer different advantages for AI applications. The highly scalable and flexible data storage of data lakes makes them ideal for storing vast amounts of structured and unstructured data, enabling organisations to combine multiple data sources for training AI algorithms. At the same time, data warehouses are built on top of databases such as MySQL, PostgreSQL, offered by for example Snowflake or Oracle for robust data consistency, fast access, and transactional processing capabilities, which can be beneficial for the deployment of certain types of AI applications. Both types of data storage technologies provide advantages for the application of AI. That is the reason why the usage of multiple data storage technologies for the application of AI has become a common approach – including data lakes, data warehouses and other specialised systems such as streaming, graph and image databases.

The increasing complexity and delays associated with utilising multiple systems for data management have driven organisations to seek a new data management architecture. The data lake house, offered by Amazon, databricks and Oracle, is a combination of data warehouses and data lakes, offering improved oversight and governance. Experian and Generali are two organisations that have successfully adopted this new architecture and seen measurable results (Oracle 2023).

A data lake house Is a comprehensive architecture for building and managing data lakes that provides a unified, integrated view of all the data within an organisation (Databricks 2021). Within a data lake house architecture, data lake zones are used to organise and manage different types of data. A data lake zone is a logical area within a data lake that is dedicated to a specific type of data or data processing activity. A lake zone organises data based on factors like source, quality, security, and access requirements, creating efficiencies in data management, processing, and analysis. For example, one zone might be used for real‐time transactional data, while another holds historical data used for reporting and analysis. From a data processing perspective for AI, there could be three zones:


	Raw zone: where all the data is initially ingested into the data lake, without any processing or transformation. It contains all the data in its original format, such as log files, sensor data, social media data, and more.

	Processed zone: where the data is processed and transformed into a format that is easier to work with. It may include data that has been cleaned, enriched, or aggregated. It may also include data that has been transformed into a specific data model or schema.

	Analytics and AI zone: where the data is analysed, visualised, and used to generate insights. It is typically where data scientists and analysts work with the data to identify patterns, trends, and insights that can help the organisation make better decisions.



Cloud storage services such as Amazon S3, Google Cloud Storage, and Microsoft Azure provide highly secure and scalable data storage solutions for AI datasets and algorithms. Features such as data encryption, access controls, and data redundancy ensure data integrity and availability. In addition, distributed file systems such as Hadoop distributed file system provide fault‐tolerant storage for large‐scale datasets, making it easier for AI initiatives to scale AI algorithms as needed. By leveraging these features of cloud storage and distributed file systems, AI initiatives can ensure the security and scalability of their AI algorithms and datasets (Databricks 2021).



Data Processing

Data processing is essential for organisations to transform data into usable formats for the application of AI (Kahn 2022). From an AI perspective, data processing systems enable the ingestion, cleaning, transformation, and labeling of data necessary for effective training or prediction of an AI algorithm. Here a brief overview that those functions entail:


	Data ingestion involves the process of acquiring and bringing data from various sources into the data processing system. The data can come from sources such as databases, data warehouses, data lakes, file systems, and APIs. For the application of AI, the data is typically labeled data or raw data and needs to be labeled before it can be used for training algorithms (Esppenchutz 2023).

	Data cleaning is the process of removing noise, errors, inconsistencies, and outliers from the data. Data cleaning is important for the application of AI because algorithms are sensitive to noise, and having bad data in the training set can lead to inaccurate or biased algorithms. Common techniques used for data cleaning include outlier detection, imputation, and data profiling (Stedman, 2022).

	Data transformation involves converting data from its original format into a format that is suitable for AI algorithms. Data transformation techniques may include feature extraction, feature engineering, normalisation, and more (Zheng and Casari 2018).

	Data labeling is the process of annotating the data with relevant metadata, such as class labels or tags. Data labeling can be done manually or using automated tools, such as image recognition software or natural language processing algorithms. Labeling is essential for supervised learning algorithms, where the algorithm learns from examples that are labeled with the correct output (Amazon AWS 2023).



To eventually leverage AI in a production environment, data processing workflows have to be automated. Data processing after the application of AI relates to the consumption of its outcomes, which we address in the previous chapter.




Data Archiving and Deletion

The significance of data archiving and deletion in the data life cycle is critical in the age of AI, when privacy, security, and legal compliance are of utmost importance. Today, organisations are grappling with massive amounts of data, and their archiving, retention, and deletion strategies can significantly affect their business operations.

Data archiving is the process of storing data for future retrieval, and it is vital in the AI context. AI initiatives must ensure that the data used to train and refine AI algorithms is properly archived and easily accessible for future use. This is crucial because AI algorithms may need to be retrained or updated over time, and historical data can help improve the accuracy and effectiveness of these algorithms. It is therefore important for AI initiatives to establish robust archiving protocols that cater to the needs of the AI use cases. Data deletion involves the permanent removal of data from an organisation's systems. This is especially important in the AI context, because organisations must ensure that they do not retain data that is no longer necessary or that may pose a privacy or security risk. For example, organisations that collect personal data for a specific purpose but no longer require it must delete it to comply with privacy regulations such as those imposed by the GDPR or the CCPA.

Data retention – the length of time an organisation keeps data before deletion or archiving – is also a critical consideration in the AI context. Organisations should ensure that they retain data for an appropriate length of time to comply with legal and regulatory requirements. For example, financial organisations might be obligated to retain customer transaction data for a certain number of years to comply with regulations. Failing to establish an appropriate retention policy might result in costly legal and regulatory penalties. To effectively manage the data life cycle, organisations must establish comprehensive data governance policies that include robust archiving, deletion, and retention protocols. These policies should be tailored to meet the specific needs of their AI use cases and comply with the relevant legal and regulatory requirements.



The Trend to a Decentralised Data Management

Centralised data management has been a common practice for large organisations. However, it often fails to deliver the expected results due to problems such as siloed datasets, duplication of effort, and inconsistent data quality. Although data silos aren't necessarily the problem and some organisations can operate just fine, it becomes problematic for the enterprise‐wide application of AI, which requires a more holistic and functional data view across data silos for many of its use cases and applications.

To address these issues, a new concept has emerged in the world of data management called data mesh. Developed by Zhamak Dehghani from Thoughtworks, this approach promotes a decentralised model of data management, while still providing centralised governance and standardisation (Thoughtworks 2023). Through the use of a shared and harmonised self‐serve data infrastructure, data mesh is designed to provide organisations with a secure and efficient data management platform that overcomes the common challenges associated with traditional centralised models. Although in a traditional data management system, a centralised data team is responsible for managing all data flows, in a decentralised data mesh, the responsibility for data quality, governance, and delivery is put into the hands of the teams that create and use the data to facilitate the sharing of data across departments. One real‐world example of a data mesh is at Zalando, a European online fashion retailer (Litchlien 2022). They faced challenges in managing their data as the company grew, and they decided to adopt the data mesh approach. Zalando's data mesh is designed to enable autonomous teams to own their data and to make it easily accessible and understandable to other teams. The company has created a data platform that supports data discovery, access, and governance, and it has empowered teams to build and own data products (Databricks 2023).

The data mesh approach integrates domain‐driven design principles, and together with a functional data infrastructure approach through data lake houses, enables AI initiatives to manage AI opportunities and risks on the data level.






Vikas Kumar, Head of AI and Data at CNA Insurance


As a leader in the data and AI ecosystem, I've had the privilege to build numerous data and AI products, as well as self‐serve data and AI platform solutions. Although AI technology continues its rapid advancement and an increasing number of AI products and applications are shaping our daily work environment, it's essential to recognise that data remains the cornerstone of these solutions.

Although many organisations invest considerable efforts and resources into areas of data storage and endeavours aimed at simplifying data consumption, mostly for business intelligence purposes, data management remains a significant hurdle. Missing data management efforts often leads to data residing in isolated silos, plagued by inconsistencies and diminished quality. However, it's crucial to understand that, in the absence of high‐quality data available at the moment of decision‐making, AI cannot deliver the expected value. Reducing the feasibility risk of AI solutions significantly hinges on a dedicated focus on data management. When data is easily discoverable, accessible, and consumable, data management becomes a potent force for improving both the quality and the time‐to‐value proposition of any AI solution.

In addressing the data management challenges for AI implementation, I've encountered several successful best practices. First and foremost, it's crucial to have a comprehensive understanding of the entire data life cycle, from its origin to its eventual consumption and deletion based on compliance and regulatory requirements. This means tracing the data's journey through the organisation's AI environment.

To accomplish this, it's imperative to connect data to meaningful business and technical contexts, clearly defining how data is utilised within the organisation's AI ecosystem. This contextual information is essential for stakeholders to understand how data contributes to AI solutions. Furthermore, providing metadata about the data is crucial for building trust in AI solutions. This metadata includes details about data value, data lineage (its origin and transformations), and data transformations. Making this information accessible in a repository that can be easily accessed by data consumers has proven highly effective. Although these best practices may sound straightforward, their implementation has yielded remarkable results, with efficiency improvements ranging from 20% to 30%. This increased efficiency has significantly accelerated the speed at which AI solutions can be brought to market.

Furthermore, even as many organisations shift their data operations to cloud environments, it's important to recognise that the challenges of data management cannot be resolved by this move. Migrating data from various on‐prem storage environments to the cloud can inadvertently create a data swamp that organisations struggle to navigate. Additionally, with the ever‐growing volumes of data, the associated costs from cloud providers can undermine the overall value generated by this strategic asset. Deliberate data asset management is one of the key factors in cultivating a data‐driven culture.












14
Talent




No institution can possibly survive if it needs geniuses or supermen to manage it.

—Peter Drucker (management consultant, educator, and author, laying the foundations of modern management theory)



AI talent is one of the key capabilities to create value with AI. However, many organisations new to AI are missing out on the value it can create due to a failure to invest in it. From a budget allocation perspective, it is the investment in talent that differentiates AI achievers and AI beginners. Although the more mature AI organisations invest 27% of their AI budget on talent, those just beginning to explore it allocate about 15% (Celi and Miles 2020). However, it is not just investment in talent, it is the investment in the right talent pool that differentiates AI achievers from beginners. Although AI is traditionally associated with STEM fields and experts (physicists, mathematicians, computer scientists, and data scientists), the experience of AI achievers has shown that successful value creation requires more than just that. AI value creation will need to acquire a diverse set of competencies, including technical and nontechnical abilities.

Evidence for that requirement comes from the shifted expectations at the leadership level of AI initiatives. In the early 2010s, many enterprises began their data‐driven journey by appointing chief data officers (CDOs). Initially, CDOs were expected to have a background in data management and data governance, but now they require expertise in data science, advanced analytics, and cultural change management with the goal to create business value across the organisation. This is why the role of CDO is highly sought after and has a high turnover rate, because the requirements for the role are increasingly complex and the competencies needed are expanding (Weldon 2016).

But it's not just leadership positions that have experienced such changes. The roles of data scientists and data engineers have shifted and continue to evolve as organisations grow more proficient in AI. Data professionals are facing increasing levels of pressure and stress due to poorly defined roles, responsibilities without the corresponding authority, and a lack of training to meet role expectations (SAS 2014). This kind of environment has led to a high job dissatisfaction among data professionals, with many of them feeling burned out in their current roles, contemplating leaving their current employer or the industry entirely (Kahuha 2022; Wilson 2022).



From Tasks to Competencies and Skills to Roles

The challenge of identifying and defining roles and job expectations for AI value creation amidst constantly changing needs and priorities of AI initiatives can be daunting. We present an approach that can help organisations along their AI journey to find success in this endeavor.

That approach is starting from the task perspective – delineating the various tasks that need to be completed to create value with AI. Then, create descriptions for needed skills and competencies, and combine them to form well‐defined roles and responsibilities for AI value creation (see Figure 14.1).

That approach cannot only be used for bringing on the right talent to launch an AI initiative but also for equipping current employees with the right competencies and skills. By adding the necessary AI value‐related competencies and skills to those of existing employees across the organisation, AI initiatives cannot just educate an organisation's workforce to fulfill specific AI value creation tasks; it can also leverage their organisational and domain‐specific competencies. Research shows more mature AI organisations value internal talent development the most, whereas AI beginners mostly outsource their AI work and team up with technology or consulting firms before they start hiring and build capabilities internally (Celi and Miles 2020).
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Figure 14.1 From Tasks to Roles





Identifying Competencies and Skills

No matter how hard data leaders and data professionals strive to fulfill the intensifying demands of AI and data initiatives, they cannot possess all the competencies and skills necessary for AI value creation. To steer clear of the burnout of AI leadership, it is essential to assess the competencies and skills needed and delegate roles that can effectively deliver them. To do that, let's explore the necessity for competencies and skills to overcome the challenges of and to create value with AI.


Critical Competencies and Skills Across AI Value Creation Tasks

Although many of the competencies required for AI value creation are present in many AI initiative's talent pools, the challenge lies in weighting and connecting them to the appropriate job roles. To do that, it is essential to understand the competencies and skills required for various tasks across the AI value creation areas. For example, the business alignment and use case prioritisation as part of the AI strategy requires a variety of technical and nontechnical competencies and soft skills whereas AI hardware enablement mostly requires technical competencies. The relevant groups of technical and nontechnical competencies and soft skills can be further broken down in areas such as competencies in mathematics and statistics, programming skills, and AI technology knowledge as part of the technical competency group. However, business and domain knowledge and product development describe rather nontechnical competencies.

To gain an understanding of the necessary individual skills across AI value creation areas, let's take a look at Table 14.1. It outlines the competencies and skills needed for various tasks in AI strategy, AI technology enablement, AI data management, AI project management, AI culture cultivation, and AI initiative leadership. Each of those AI value creation areas is broken down further in specific tasks.

What insights and patterns can be found by laying out the technical and nontechnical competencies and soft skills needed to create value with AI across relevant areas? We found that soft skills are the most essential of all and a prerequisite for most tasks related to AI value creation. Fulfilling any task across the AI value creation areas seems to combine technical as well as nontechnical competencies. Following close behind are technical and nontechnical competencies, indicating that both categories are equally important and should be given their due. That aligns with the findings from McKinsey, which revealed that 87% of AI achievers spend about half of their analytics budget on nontechnical tasks connecting with employees, a clear indicator that technical and nontechnical competencies are equally essential (McKinsey 2021).



Table 14.1 Tasks × Competencies/Skills





	AI Value Creation Areas and Tasks
	Technical Competencies
	
	Nontechnical Competencies
	
	Soft Skills



	Mathematics, Statistics, Computer Science
	Programming
	AI Technology Knowledge
	Data Infrastructure, Processing, and Storage
	Data Manipulation, Transformation, and Visualisation
	Software Engineering and Application Development
	
	Business and Domain Knowledge
	Project Management
	Experience and Skills in Organisational Psychology
	Data and AI Governance
	Strategy and Leadership
	Problem‐Solving and Critical Thinking
	
	Communication and Collaboration
	Creativity and Curiosity





	AI Strategy
	AI strategy and definition of an operating model
	**
	*
	**
	*
	**
	*
	
	**
	*
	**
	*
	**
	
	**
	**
	**



	Business alignment and use case prioritisation
	**
	
	
	
	**
	
	
	**
	*
	**
	**
	**
	
	**
	**
	**



	Technology enablement
	Hardware AI enablement
	*
	**
	**
	*
	*
	*
	
	
	
	
	
	
	
	**
	*
	*



	Software AI enablement
	*
	**
	**
	*
	*
	*
	
	*
	
	
	*
	
	
	**
	*
	*



	AI algorithm deployment
	
	**
	**
	**
	**
	**
	
	*
	*
	
	**
	
	
	*
	
	



	AI algorithm monitoring
	**
	**
	*
	*
	*
	*
	
	*
	
	
	**
	
	
	**
	**
	**



	Data Management
	Data storage and processing
	*
	**
	*
	**
	**
	*
	
	
	
	
	*
	
	
	*
	
	



	Data quality and governance
	
	
	
	
	*
	
	
	**
	
	
	**
	
	
	**
	**
	*



	Project Management
	Change management/ stakeholder trust and value creation
	*
	
	
	
	**
	*
	
	**
	*
	**
	
	*
	
	**
	**
	**



	Value scoping, solution design, and delivery planning
	**
	*
	
	
	**
	*
	
	**
	*
	*
	**
	*
	
	**
	**
	**



	AI algorithm and solution development
	**
	**
	*
	*
	**
	**
	
	**
	*
	*
	*
	
	
	**
	*
	**



	AI solution deployment
	*
	
	
	
	**
	*
	
	**
	*
	**
	*
	*
	
	**
	**
	**



	Project management
	*
	*
	
	
	*
	*
	
	*
	**
	**
	
	
	
	**
	**
	**



	Culture Cultivation
	AI culture management/ evangelism
	*
	
	
	
	*
	
	
	*
	
	**
	*
	**
	
	**
	**
	**



	Communication and knowledge exchange
	*
	
	
	
	*
	*
	
	**
	
	*
	*
	
	
	**
	**
	**



	Leadership
	Talent management
	*
	*
	*
	*
	*
	*
	
	*
	*
	*
	*
	**
	
	**
	**
	**



	Department resource planning and allocation
	*
	*
	*
	*
	*
	*
	
	*
	*
	*
	*
	**
	
	**
	**
	**





Notes: ** strong requirement, * weak requirement, no * means no requirement. Evaluation is based on our experience.




Description of Required Competencies

From the outlined tasks essential for AI value creation, we can deduce the various competencies and skills relevant for their effective execution. In detail, technical competencies are required to evaluate and set up AI technological capabilities for algorithm development and deployment; to be able to load, process, and transform data for AI applications; and to be able to build those applications. We can differentiate the following technical competence areas (see Table 14.2).



Table 14.2 Technical Competencies Overview





	Competencies
	Description





	Mathematics and statistics
	

	Strong foundation in mathematics and statistics, including probability theory and statistical inference

	Expertise in machine learning algorithms, including supervised and unsupervised learning

	Possible expertise in specialised areas such as natural language processing, computer vision, or deep learning






	Programming
	

	Strong programming skills in Python, R, and SQL

	Ability to write efficient, production‐ready code

	Proficiency with frameworks like TensorFlow, PyTorch, and Scikit‐learn






	AI technology knowledge
	

	Understanding AI hardware and software requirements

	Familiarity with AI pipeline development and deployment

	Knowledge of distributed computing technologies in AWS, Azure, or Google Cloud






	Data storage, infrastructure, and processing
	

	Proficiency in SQL databases, NoSQL databases, and data lakes

	Knowledge of distributed computing technologies: Hadoop, Spark, Kafka

	Experience with data management for AI purposes






	Data manipulation, transformation, and visualisation
	

	Proficiency in handling large and complex datasets

	Algorithmic understanding of AI‐centric data processing

	Data visualisation skills for deriving insights






	Software engineering and application development
	

	Proficiency in software engineering principles

	Experience in application development









Although technical competencies are usually the first ones that come to mind for AI value creation, nontechnical competencies are equally important. The challenges of AI value creation and AI's enterprise integration to scale AI value creation throughout the organisation direct us to determine what skills and knowledge is required to drive AI value creation. The required nontechnical competence areas are shown in Table 14.3.

The soft skills are focussed on the capabilities to understand stakeholders and to connect AI to its stakeholders, which are shown in Table 14.4.



Table 14.3 Nontechnical Competencies Overview





	Competencies
	Description





	Business and domain knowledge
	

	Business domain expertise

	Industry‐specific knowledge

	Process understanding






	Project management
	

	Project management skills

	Planning and budgeting

	Stakeholder collaboration and negotiation

	Talent pool management, team building






	Creation of trust and psychological competencies
	

	Building trust

	Understanding stakeholder motivation

	Facilitating discussions

	Designing value‐driven AI solutions






	Data and AI governance
	

	Data and AI risk understanding

	Data and AI compliance and regulations

	Data quality evaluations






	Strategy & leadership
	

	AI–business strategy alignment

	Capability deployment across projects

	Cross‐project leadership

	Organisational connectivity











Table 14.4 Soft Skills Overview





	Soft Skill
	Description





	Problem‐solving and critical thinking
	

	Problem analysis

	Pattern identification

	Solution proposal






	Communication and collaboration
	

	Effective communication

	Cross‐functional teamwork






	Creativity and curiosity
	

	Curiosity and innovation

	Willingness to explore new ideas











Interconnection Between Competencies and Skills

Another insight that can be gained from the task versus competencies/skills overview is that some of them seem to be connected and that their combination is required for various value creation tasks. It seems obvious that technical competencies are mostly required for AI technology enablement and that those are connected. However, the combination of seemingly disparate competencies and skills between groups can be essential for succeeding in various tasks. Mathematical and statistical competencies alongside business and domain knowledge, data knowledge, and various soft skills are paving the way for actionable insights and the creation of business opportunities, for overcoming feasibility risks, and for integrating AI in the enterprise. Combining business and domain knowledge with the creation of trust and psychological competencies can yield value for facilitating AI adoption throughout the enterprise. It also seems of importance to have mathematical and statistical competencies as well as a solid understanding of data manipulation across the board as technical competencies seem to be a requirement for almost all tasks across the AI value creation areas. As such, having the ability to knit together these different skill sets is becoming increasingly important for the success of AI initiatives and is of crucial importance in defining various roles of the AI initiative to fulfill tasks across the AI value creation chain.




Defining the Roles for AI Value Creation

The question of how to define roles within an organisation is key. It is important to consider the tasks required and the specific competencies and skills needed to fulfill each role. It's important to consider each employee's capacity to effectively perform a role, taking into account the maximum number of tasks that can be managed, as well as the maximum number of competencies and skills that an individual is able to hold. The best way to allocate AI responsibilities across value creation areas and tasks is to reduce overlap. This ensures that there are no competing roles or authority issues, and it can reduce capacity limitations caused by centralised decision‐making dominated by a single leader or small group of individuals. With a clear delineation of duties and responsibilities, organisations can maximise their performance and limit the risk of friction or confusion. Table 14.5 provides an overview of potential roles and their tasks alignment for AI value creation.

There are only minor intersections among tasks in the proposed roles. It's critical to understand which roles are most essential and which can be replaced by others or supplied by external partners (e.g. technical enablement) to a successful AI initiative. Table 14.6 provides an overview of those roles, encompassing their tasks and requisite skills and knowledge.

The core roles of AI initiatives are vital, but there might be more roles necessary to augment the talent pool. Consider product tester roles for AI solution quality testing and support roles in HR, marketing, or specialised software design roles for AI applications on mobile and web devices.

In enterprises new to building AI solutions, a small but well‐rounded team of AI specialists with multiple complementary skills and knowledge is essential to successfully tackle the multifaceted challenge of creating and enabling value with AI. The highly skilled talent team typically requires a higher seniority and expensive financial investment per employee. However, as AI matures and standardised processes become more common and the organisation learns more about AI, the need for very senior personnel may diminish. The salaries required to attract and retain this level of skill and knowledge are essential. In the competitive landscape of today's job market, roles in data science and engineering are in high demand, with salaries ranging from an average of $100,000 to $125,000 per year for a base salary to more than $400,000 per year for experienced subject matter experts in data science and engineering in larger cities such as New York and San Francisco.



Table 14.5 Tasks × Roles





	AI Value Creation Areas and Tasks
	Very Technical Roles
	
	Less Technical Roles



	Data Scientist
	Data Engineer
	MLOps Engineer
	Application Designer/ Front‐End Developer
	
	AI Product Manager/AI Consultant
	AI Project Manager
	Cultural Change Agent/AI Evangelist
	Legal Counsel and Risk Auditor
	AI Strategic Leadership
	AI Operational Leadership





	AI Strategy
	AI strategy and definition of an operating model
	
	
	
	
	
	
	*
	
	
	**
	*



	Business alignment and use case prioritisation
	
	
	
	
	
	
	*
	
	
	**
	



	Technology Enablement
	Hardware AI enablement
	
	**
	**
	
	
	
	
	
	
	
	



	Software AI enablement
	*
	*
	**
	**
	
	
	
	
	
	
	



	AI algorithm deployment
	*
	
	**
	*
	
	
	
	
	
	
	



	AI algorithm monitoring
	
	
	**
	
	
	
	
	
	**
	
	



	Data Management
	Data storage and processing
	
	**
	
	
	
	
	
	
	
	
	



	Data quality and governance
	
	**
	**
	
	
	*
	
	
	**
	*
	



	Project Management
	Change management/stakeholder trust and value creation
	
	
	
	
	
	**
	**
	**
	
	
	*



	Value scoping, solution design, and delivery planning
	*
	
	
	**
	
	**
	**
	
	
	
	



	AI algorithm and solution development
	**
	
	
	
	
	*
	**
	*
	**
	
	



	AI solution deployment
	**
	
	
	**
	
	**
	**
	
	*
	
	



	Project management
	*
	
	
	
	
	**
	**
	*
	
	
	*



	Culture Cultivation
	AI culture management/evangelism
	
	
	
	
	
	
	
	**
	
	
	



	Communication and knowledge exchange
	
	
	
	
	
	
	
	**
	
	**
	*



	Leadership
	Talent management
	
	
	
	
	
	
	*
	
	
	*
	**



	Department resource planning and allocation
	
	
	
	
	
	
	*
	
	
	**
	**





Notes: ** strong involvement, * weak involvement, no * means no requirement. Evaluation is based on our experience.




Table 14.6 AI Value Creation Role Overview





	Role
	Tasks
	Skills and Knowledge Requirements





	Data scientist
	

	Advanced analytics and machine learning

	Collaboration with data engineers and business stakeholders

	Data analysis and predictive algorithm development

	Problem understanding and solution development using data



	

	Strong mathematical and statistical knowledge

	Proficiency in Python, R, and SQL

	Expertise in machine learning algorithms

	Understanding of hardware and software requirements

	Proficiency in data storage and distributed computing technologies

	Ability to write optimised code

	Familiarity with frameworks like TensorFlow, PyTorch, and Scikit‐learn

	Domain expertise and problem‐solving skills

	Effective communication abilities

	Innovation and willingness to explore new ideas






	Data engineer
	

	Infrastructure design, construction, and maintenance

	Support for data collection, storage, processing, and analysis

	Vital role in AI algorithm effectiveness and efficiency



	

	Proficient in SQL and Python programming languages

	Knowledgeable in data storage and distributed computing technologies

	Competence in handling large and complex datasets

	Familiarity with data storage technologies such as SQL databases, NoSQL databases, and data lakes

	Understanding of distributed computing technologies

	Risk assessment for data storage, processing, and AI solutions

	Data quality evaluation to mitigate AI feasibility risks

	Complex problem analysis, pattern identification, and solution proposal






	MLOps engineer
	

	Infrastructure and tools design, construction, and maintenance

	Support for AI algorithm and application development, testing, and deployment

	Ensuring smooth and efficient AI system operation throughout its life cycle



	

	Strong programming skills in Python, R, and SQL

	Knowledge of distributed computing and data storage technologies

	Experience with containerisation (e.g. Docker) and orchestration tools (e.g. Kubernetes)

	Familiarity with infrastructure automation tools

	Understanding of software engineering principles

	Analytical problem‐solving abilities

	Awareness of AI application data risks

	Knowledge of security best practices






	Application designer/front‐end developer
	

	User interface and experience design

	Creation of the front end for AI applications for an intuitive user experience

	Ensuring usability and accessibility of AI applications



	

	Proficiency in HTML, CSS, JavaScript, and UI frameworks

	Experience with data visualisation and design principles

	Proficiency in design tools such as Sketch or Adobe Creative Suite

	Effective communication skills for technical and nontechnical stakeholders

	Curiosity and innovation in problem‐solving

	Willingness to explore new ideas and techniques






	AI product manager/AI consultant
	

	Leading development and delivery of AI products or services

	Collaboration with data scientists, engineers, and application designers

	Defining AI solution requirements

	Prioritising features for successful project delivery

	Customer‐centric approach to meet business outcomes



	

	Technical and nontechnical competencies and soft skills required

	Domain knowledge and understanding of stakeholder motivation

	Leadership skills for aligning business and AI strategy

	Analytical abilities for problem‐solving

	Proficiency in mathematics and statistics

	Effective communication skills for technical and nontechnical stakeholders

	Curiosity and innovation in approach to problem‐solving






	AI project manager
	

	Project planning and resource allocation

	Assemble and lead a cross‐functional team

	Maintain effective communication with stakeholders

	Ensure AI solutions meet quality standards



	

	Technical understanding of AI concepts and tools and proficiency in data handling and preprocessing

	Domain expertise related to the industry and awareness of industry‐specific AI regulations

	Strong project management skills and efficient time management

	Knowledge of ethical considerations in AI

	Excellent communication and interpersonal skills and strong leadership abilities






	
	

	Manage project budgets and monitor project time lines

	Implement change management processes

	Assess the impact of AI solutions and identify areas for improvement



	

	Effective problem‐solving skills capacity to adapt to changing project requirements

	Ability to think critically and solve business problems

	Skills to manage conflicts within the project team

	Preferably project management certification: PMP or PRINCE2






	Cultural change agent/AI evangelist
	

	Facilitate AI integration into organisational culture

	Align AI initiatives with organisational goals and values

	Collaborate with stakeholders across the organisation

	Identify areas for AI‐driven operational improvement, efficiency, and innovation



	

	Facilitate stakeholder discussions and derive value‐oriented AI solutions

	Profound knowledge of psychology and organisational behaviour

	Analyse complex problems and communicate findings effectively

	Collaborate effectively within diverse teams

	Exhibit curiosity, innovation, and openness to new ideas and techniques

	Possess the vision to align business and AI strategies

	Foster connections with leaders across the organisation






	Legal counsel and risk auditor
	

	Offer legal guidance and advice to organisations

	Specialise in AI product and service development, use, and marketing



	

	Understand legal and regulatory frameworks for AI

	Review and advise on legal and regulatory requirements

	Conduct risk assessments for legal and ethical AI risks

	Draft and review legal documents for AI development and deployment

	Provide compliance guidance for AI industry standards

	Collaborate with cross‐functional teams to ensure legal and ethical AI compliance






	AI strategic leadership
	

	Oversee AI strategy development and implementation

	Align AI initiatives with business goals

	Ensure legal and regulatory compliance for AI

	Build and manage AI talent pool



	

	Broad knowledge of AI, tech, business operations, and data management

	Connect business to AI strategy for value creation

	Strong communication and leadership skills for strategy dissemination






	AI operational leadership
	

	Oversee AI algorithm development, deployment, and maintenance

	Manage a team of individual contributors



	

	Deep understanding of machine learning, data science, and AI technologies

	Understanding of the organisation's goals and objectives

	Leadership skills for team management and stakeholder engagement

	Effective communication of technical concepts to nontechnical stakeholders

	Resource management and project planning for complex projects with multiple stakeholders











Organising an AI initiative

Having the right organisational structure for an AI initiative is a critical strategic decision that can have far‐reaching implications and influences the planning of AI capabilities in various ways (Fountaine et al. 2019). Drawing from the AI journey from various organisations, there are three major types of organisational structures:


	Centralised: consolidating the majority of the capabilities in a central department

	Decentralised: decentralising the capabilities and embedding them in the business units of the stakeholders

	Hybrid: creating a hybrid model where core capabilities are centralised and others reside with individual business units



Although there might be no best organisational structure to AI initiatives and their success within an organisation, it is critical to evaluate potential impacts of the chosen structure and its ability to drive the desired outcomes of an AI initiative. It is difficult to answer which model is best for driving AI adoption and value creation, because it appears to be context specific and contingent on, for example, an enterprise's AI and data maturity, business strategy and the desired type of AI value creation, as well as the economic conditions and industry affiliation of an organisation. Organisations such as Deutsche Bank, Pfizer, J.P. Morgan Chase, Procter & Gamble, Anthem, or Farmers Insurance have centralised their efforts in the field of AI whereas Google, Microsoft, or Meta pursue the path of a decentralised organisational integration of AI (Davenport 2019).

A centralised AI initiative, led by a chief data/analytics/product officer, is taking the charge on all facets of AI. This department consolidates core capabilities such as AI data management, project management, cultural transformation, and technical capabilities such as AI infrastructure. Even domain capabilities related to the subject matter expertise of a business unit are centralised, and the AI initiative mostly works in partnership with business units on an individual project basis. Those centralised initiatives are branded as competence centers or centers of excellence.

This organisational model offers tremendous advantages for scaling AI across an enterprise, from consolidating functions to reducing risks, sharing knowledge, and generating cost savings. Further, it provides companies the opportunity for a centralised learning strategy and to define standards related to AI, while developing a transparent process for value calculation and creation. Despite the obvious advantages of a centralised structure for the AI initiative, it brings its own challenges. At the outset of a journey into AI, trust can be difficult to cultivate and value creation for individual stakeholders is complex, given that the relevant key stakeholders may be in other business units. Also, there is the problem of how to share credit for enterprise value creation between the AI initiative and the business unit. Additionally, there is a conflict of resource allocation, because resources from the business unit are expected to be shared with the AI initiative, and vice versa.

In contrast to the centralised organisation model for AI initiatives, a decentralised approach places the majority of its capabilities (domain specific, functional, and core capabilities) in the hands of each business unit. This enables the business unit‐specific AI initiative to report directly to each unit's leadership, creating trust and allocating credit as value is created in each unit separately. But there are further benefits to decentralised AI initiatives. Teams learn deep business domain and process knowledge, whereas project management has less friction and requires less planning because business and AI teams are able to work more closely together.

Despite potential benefits for individual business units, decentralisation of AI initiatives can create drawbacks on an enterprise level. Knowledge sharing is limited, costly overhead is generated by a decentralised AI infrastructure to cater to the needs of each business unit, key competencies and skills that are crucial for value creation might be absent (e.g. AI engineers, product development managers, etc.), business leaders may overestimate their AI value creation expertise, transparency of value calculation and communication can be affected, data knowledge can be siloed, and duplicated efforts in supporting functions such as IT and HR can occur. To ensure a successful AI deployment, enterprises must carefully consider the potential impacts of decentralised models.

The hybrid AI initiative has become a popular model for leveraging centralised AI technical and core capabilities while maintaining domain expertise and business‐level responsibilities in individual business units. A central ‘hub’ is led by a C‐level executive, and is responsible for governance, infrastructure, hiring, training, and overall initiative management. At the same time, the business units maintain their specialists and responsibilities for adoption and implementation, AI solution definition, project/stakeholder management, and tracking of value creation. This model provides a way to combine AI and function‐specific business strategies to drive success.

The hybrid model seems to combine the advantages of centralised and decentralised models while reducing the impact of their drawbacks. Although the hybrid model appears to be superior at the beginning, it still poses certain challenges when it comes to reporting structure, prioritising the long‐term objectives of AI projects over short‐term business goals, and assigning clear responsibilities between hub and business units. The biggest benefit of a hybrid approach compared to a decentralised one is the lower investment required from business stakeholders, resulting in a lower commitment of resources and time. Many practitioners have stated that cross‐functional project teams are well suited for implementing AI in an enterprise. It is an effective approach for leveraging the benefits of hybrid models, as demonstrated by companies such as Harley‐Davidson or John Deere (Kiron 2017; Rigby et al. 2015). Despite having a more centralised organisational structure, these companies adopt a hybrid organisational approach by assembling project teams with diverse functional expertise. John Deere, the leader in agriculture technology, initiated a transformative program called xTreme Innovation in which cross‐functional teams were empowered to solve problems from end to end. As a result, they were able to significantly compress the idea‐to‐prototype time line by over 75% compared to traditional processes, allowing for the development of a working prototype for a new machine form in just eight months. George Tome, the company's chief technology officer, reported that these results were supported by data indicating improvements in team happiness, work quality, and velocity, resulting in better innovative product development projects (Rigby et al. 2015).






Sripathi Sripada, Vice President Wealth Management Platforms and Digital at Tech Mahindra


Over the past decade, my responsibility has been designing digital solutions for numerous global Fortune 500 companies, mainly leading financial services organisations, health care, as well as banks in the US and Australia. In this capacity, I have overseen the implementation of AI solutions, providing guidance and support to executive teams eager to realise substantial returns on their significant investments in AI initiatives.

One of the most critical factors for success in these endeavors is having the right talent with a clear understanding of the essential roles and skills required for value creation with AI. Although many leaders recognise the importance of technical AI talent, they often underestimate the significance of skills beyond the technical aspects. Given that AI is still a relatively new field, new roles are continuously emerging.

However, one particular role that I have found to be crucial and frequently lacking in many AI initiatives is that of an AI consultant, serving as a bridge between the business and AI. This subject matter expert possesses a deep understanding of the business domain along with a profound knowledge of AI analytics and technology.

A few years ago, I collaborated with a global health care financial service company in Asia to transform their customer call center experience. The company had been receiving numerous unfavorable reviews due to customers having to make multiple calls to obtain relevant and accurate information. An AI solution was developed to support their knowledge management and automate information retrieval. However, the solution faced significant challenges when applied in a real‐world business context. For instance, it was less accurate than human counterparts in approximately 30% of cases. Progress was achieved through numerous interactions, a slow learning process, and the collaborative efforts of various business leaders across departments.

These challenges and delays could have been avoided, and the project time line significantly reduced if we had someone with expertise in both the business process and AI analytics and technology. As a result, we have now made it standard practice to include such a role in every AI project. This AI business consultant plays a pivotal role in bridging the gap between business requirements and AI capabilities, facilitating smoother and more successful AI integration.












Conclusion



We hope this book equips you with a comprehensive framework for leveraging AI to create value. Technology, including AI, is advancing rapidly, presenting new daily opportunities. However, despite the ever‐evolving AI landscape, we've observed that the framework for value creation has been relatively stable. Although some of the AI value creation challenges appear to be unique to the technology, approaches employed by AI achievers to harness business potential and mitigate technological risks are not new but have evolved and matured over time.

In essence, we highlight two crucial elements for your consideration:


	Understanding AI's value contribution: It's essential to grasp the current and evolving AI technology landscape to fully understand its capabilities to create value.

	Applying the value creation framework: Implement the framework provided in this book to successfully execute your AI projects and build your AI initiative.



By combining these two aspects, you can both avoid common mistakes and maximise your potential for creating value with AI. We genuinely appreciate your time and effort in reading this book. As lifelong learners, we wholeheartedly embrace your perspective and look forward to learning from your experiences. We apologize for all mistakes we made in this book. But there is no perfect project and we live the adaptive project development approach. Please let us know what we need to change for the next edition and don’t hesitate to reach out to us through www.aivaluesecrets.com. We eagerly anticipate continuing the dialogue. Until our next conversation …
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