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Preface

This book contains interviews with physicists, biologists, and chemists who have been involved in some of the most exciting discoveries in modern scientific thought. Some time ago we approached the Canadian Broadcasting Corporation with a proposal for a series of radio programs in which the revolutions taking place in physics during the last fifty years could be explored. The series would attempt to re-create the elation and argument, the disappointment and confusion, which physicists experienced during the origins of the quantum theory, along with some of the more exciting developments in quantum and relativity theories. By presenting science through the voices of its practitioners we hoped to convey a vivid, if at times unpolished, first-hand account. The resulting interviews are the origin of the present book, in which we have preserved the tempo and integrity of the original dialogues by indulging in the minimum amount of editing.

The success of the venture depended to a great extent upon the enthusiasm of the scientists we interviewed, and here we feel lucky in having selected physicists who have not only made important contributions to human thought but have also the ability to transmit their ideas clearly and directly.

In selecting topics for discussion we have betrayed our own prejudices. Rather than dwell upon the successes of modern physics we have explored the cracks in its fifty-year-old façade. We have concentrated on areas which, we feel, hint at the next scientific revolution. Perhaps in this context we own an apology to an important group of scientists – those engaged in elementary particle research. Some physicists feel that the search for ‘ultimate building-blocks of matter’ is one of the most promising modern areas of research. It was our belief, however, that there are deeper questions to be explored, and that the goal of ‘the most fundamental particle’ is somewhat of a throwback to the presuppositions of classical physics.

We have also included in this book, which is otherwise concerned with the problems of physics, a round-table discussion on theoretical biology. This young subject has all the intellectual challenge and excitement associated with physics in the twenties. Possibly in reading of the biologist’s responses to his present difficulties we may be better able to understand the situation which faced physicists at a time when no atomic theory existed and there was simply an accumulation of spectroscopic data and a new and confusing quantum principle. The discussion also provides an example of the way in which traditional boundaries between the sciences are erased as similar questions are raised and mathematical techniques employed in diverse disciplines.

We hope that this book will serve as a useful overview for the practitioner of science and, at the same time, give the non-scientist some understanding of the revolution which has taken place in our understanding of the world. It was our intention to avoid technical terms and maintain a level of discussion accessible to a broad audience, but at times the scientists we interviewed became involved in questions which have troubled the scientific community for nearly half a century. They are to be excused for occasionally forgetting that ‘the collapse of the wave function,’ ‘non-classical logic,’ and ‘the Copenhagen interpretation’ are not topics which the average family discusses over morning coffee. We trust that our short appendix will be helpful in providing a background for such questions.

For assistance in the preparation of the manuscript, we extend our deepest thanks to Jane Wykes, who cheerfully undertook the arduous task of verifying the transcripts with the original tapes and typed the first edited version.

PAUL BUCKLEY
F. DAVID PEAT


Conversations




Werner Heisenberg

While a student of Arnold Sommerfeld at Munich in the early 1920s Werner Heisenberg (1901-75) first met the Danish physicist Niels Bohr. He and Bohr went for long hikes in the mountains and discussed the failure of existing theories to account for the new experimental results on the quantum structure of matter. Following these discussions Heisenberg plunged into several months of intensive theoretical research but met with continual frustration. Finally, suffering from a severe attack of hay fever, he retreated to the treeless island of Helgoland. After days spent relaxing and swimming Heisenberg suddenly experienced the giddy sensation of looking down into the heart of nature and conceived the basis of the quantum theory. He took this theory to Bohr at Copenhagen, and for the next few weeks they argued and probed its implications long into the night. The results of these discussions became known as the ‘Copenhagen interpretation of quantum theory’ and are accepted by most physicists. Aspects of the interpretation include Heisenberg’s uncertainty principle and Bohr’s principle of complementarity.

Heisenberg made other important discoveries in physics, and became one of the most distinguished physicists of the century. He was awarded the Nobel Prize for Physics in 1932. His scientific attitudes reflect a debt to philosophy and in particular his respect for Plato. Some of his thoughts on science and society are recorded in a readable autobiography entitled Physics and Beyond.

In recent years Heisenberg adopted the unpopular position of criticizing research in elementary particle physics and proposing that symmetries and not elementary particles form the fundamental starting-point for a description of the world. Towards the end of this chapter he touches upon this theory and its reception.

Professor Heisenberg was interviewed one sunny morning in his office at the Max Planck Institute in Munich. We began by asking Heisenberg to recall the early days of quantum theory but it became apparent that great men have no desire to live in the past and he was just as eager to talk about the future of physics.

DP   Could you reminisce about the time when you arrived at the idea of quantum mechanics?

At that time, there was general discussion among young physicists about the possible ways to establish a coherent quantum theory, a coherent quantum mechanics. Among the many attempts, the most interesting for me was the attempt of H.A. Kramers to study the dispersion of atoms and, by doing so, to get some information about the amplitudes for the radiation of atoms. In this connection, it occurred to me that in the mathematical scheme these amplitudes behaved like the elements of a mathematical quantity called a matrix. So I tried to apply a mathematical calculus to the experiments of Kramers, and the more general mechanical models of the atom, which later turned out to be matrix mechanics. It so happened at that time I became a bit ill and had to spend a holiday on an island to be free from hay fever. It was there, having good time to think over the questions, that I really came to this scheme of quantum mechanics and tried to develop it in a closed mathematical form.

My first step was to take it to W. Pauli, a good friend of mine, and to discuss it with him, then to Max Born in Göttingen. Actually, Max Born and Pascual Jordan succeeded in giving a much better shape and more elegant form to the mathematical scheme. From the mathematical relations I had written down, they derived the so-called commutation relations. So, through the work of Born and Jordan, and later Paul Dirac, the whole thing developed very quickly into a closed mathematical scheme.

I also went to discuss it with Niels Bohr, but I can’t be sure whether this was in July, August, or September of that year [1925].

Half a year later the first papers of E. Schrödinger became known. Schrödinger tried to develop an older idea of Louis de Broglie into a new mathematical scheme, which he called wave mechanics. He was actually able to treat the hydrogen atom on the basis of his wave mechanical scheme and, in the summer of 1926, he was also able to demonstrate that his mathematical scheme and matrix mechanics were actually two equivalent mathematical schemes, that they could be simply translated into each other. After that time, we all felt that this must be the final mathematical form of quantum theory.

DP   Had you and Bohr begun the interpretation of this work before Schrodinger’s paper came out?

Of course, there was continuous discussion, but only after Schrodinger’s paper did we have a new basis for discussion, a new basis for interpreting quantum theory. In the beginning there was strong disagreement between Schrödinger and ourselves, not about the mathematical scheme, but about its interpretation in physical terms. Schrödinger thought that by his work physics could again resume a shape which could well be compared with Maxwell’s theory or Newton’s mechanics, whereas we felt that this was not possible. Through long discussions between Bohr and Schrödinger in the fall of 1926, it became apparent that Schrodinger’s hopes could not be fulfilled, that one needed a new interpretation. Finally, from these discussions, we came to the idea of the uncertainty relations, and the rather abstract interpretation of the theory.

PB   Did Schrödinger ever like that interpretation?

He always disliked it. I would even guess that he was not convinced. He probably thought that the interpretation which Bohr and I had found in Copenhagen was correct in so far as it would always give the correct results in experiments; still he didn’t like the language we used in connection with the interpretation. Besides Schrödinger, there were also Einstein, M. von Laue, M. Planck, and others who did not like this kind of interpretation. They felt it was too abstract, and too far removed from the older ideas of physics. But, as you know, this interpretation has, at least so far, stood the test of all experiments, whether people like it or not.

PB   Einstein never really liked it, even until the day he died, did he?

I saw Einstein in Princeton a few months before his death. We discussed quantum theory through one whole afternoon, but we could not agree on the interpretation. He agreed about the experimental tests of quantum mechanics, but he disliked the interpretation.

DP   I felt that at some point there was a slight divergence between your views and Bohr’s, although together you are credited with the Copenhagen interpretation of quantum mechanics.

That is quite true, but the divergence concerned more the method by which the interpretation was found than the interpretation itself. My point of view was that, from the mathematical scheme of quantum mechanics, we had at least a partial interpretation, inasmuch as we can say, for instance, that those eigenvalues which we determine are the energy values of the discrete stationary states, or those amplitudes which we determine are responsible for the intensities of the emitted lines, and so on. I believed it must be possible, by just extending this partial interpretation, to get to a complete interpretation. Following this way of thinking, I came to the uncertainty relations.

Now, Bohr had taken a different starting-point. He had started with the dualism between waves and particles – the waves of Schrödinger and the particles in quantum mechanics – and tried, from this dualism, to introduce the term complementarity, which was sufficiently abstract to meet the situation. At first we both felt there was a real discrepancy between the two interpretations, but later we saw that they were identical. For three or four weeks there was a real difference of opinion between Bohr and myself, but that turned out to be irrelevant.

DP   Did this have its origin in your different philosophical approaches?

That may be. Bohr’s mind was formed by pragmatism to some extent, I would say. He had lived in England for a longer period and discussed things with British physicists, so he had a pragmatic attitude which all the Anglo-Saxon physicists had. My mind was formed by studying philosophy, Plato and that sort of thing. This gives a different attitude. Bohr was perhaps somewhat surprised that one should finally have a very simple mathematical scheme which could cover the whole field of quantum theory. He would probably have expected that one would never get such a self-consistent mathematical scheme, that one would always be bound to use different concepts for different experiments, and that physics would always remain in that somewhat vague state in which it was at the beginning of the 1920s.

DP   In the interpretation you gave at that time, you seemed to imply that there did exist an ideal path and that somehow the act of measuring disturbed the path. This is not quite the same as the interpretation that you hold now, is it?

I will say that for us, that is for Bohr and myself, the most important step was to see that our language is not sufficient to describe the situation. A word such as path is quite understandable in the ordinary realm of physics when we are dealing with stones, or grass, etc., but it is not really understandable when it has to do with electrons. In a cloud chamber, for instance, what we see is not the path of an electron, but, if we are quite honest, only a sequence of water droplets in the chamber. Of course we like to interpret this sequence as a path of the electron, but this interpretation is only possible with restricted use of such words as position and velocity. So the decisive step was to see that all those words we used in classical physics – position, velocity, energy, temperature, etc. – have only a limited range of applicability.

The point is we are bound up with a language, we are hanging in the language. If we want to do physics, we must describe our experiments and the results to other physicists, so that they can be verified or checked by others. At the same time, we know that the words we use to describe the experiments have only a limited range of applicability. That is a fundamental paradox which we have to confront. We cannot avoid it; we have simply to cope with it, to find what is the best thing we can do about it.

DP   Would you go so far as to say that the language has actually set a limit to our domain of understanding in quantum mechanics?

I would say that the concepts of classical physics which we necessarily must use to describe our experiments do not apply to the smallest particles, the electrons or the atoms – at least not accurately. They apply perhaps qualitatively, but we do not know what we mean by these words.

Niels Bohr liked to tell the story about the small boy who comes into a shop with two pennies in his hands and asks the shopkeeper for some mixed sweets for the two pennies. The shopkeeper gives him two sweets and says ‘You can do the mixing yourself.’ This story, of course, is just meant to explain that the word mixing loses its meaning when we have only two objects. In the same sense, such words as position and velocity and temperature lose their meaning when we get down to the smallest particles.

DP   The philosopher Ludwig Wittgenstein originally started off by thinking that words were related to facts in the world, then later reversed his position to conclude that the meaning of words lay in their use. Is this reflected in quantum mechanics?

I should first state my own opinion about Wittgenstein’s philosophy. I never could do too much with early Wittgenstein and the philosophy of the Tractatus Logico-philosophicus, but I like very much the later ideas of Wittgenstein and his philosophy about language. In the Tractatus, which I thought too narrow, he always thought that words have a well-defined meaning, but I think that is an illusion. Words have no well-defined meaning. We can sometimes by axioms give a precise meaning to words, but still we never know how these precise words correspond to reality, whether they fit reality or not. We cannot help the fundamental situation – that words are meant as a connection between reality and ourselves – but we can never know how well these words or concepts fit reality. This can be seen in Wittgenstein’s later work. I always found it strange, when discussing such matters with Bertrand Russell, that he held the opposite view; he liked the early work of Wittgenstein and could do nothing whatsoever with the late work. On these matters we always disagreed, Russell and I.

I would say that Wittgenstein, in view of his later works, would have realized that when we use such words as position or velocity, for atoms, for example, we cannot know how far these terms take us, to what extent they are applicable. By using these words, we learn their limitations.

DP   Would it be true to say that quantum mechanics has modified language, and, in turn, language will re-modify the interpretation of quantum mechanics?

There I would not quite agree. In the case of relativity theory, I would agree that physicists have simply modified their language; for instance, they would use the word simultaneous now with respect to certain coordinate systems. In this way they can adapt their language to the mathematical scheme. But in quantum theory this has not happened. Physicists have never really tried to adapt their language, though there have been some theoretical attempts. But it was found that if we wanted to adapt the language to the quantum theoretical mathematical scheme, we would have to change even our Aristotelian logic. That is so disagreeable that nobody wants to do it; it is better to use the words in their limited senses, and when we must go into the details, we just withdraw into the mathematical scheme.

I would hope that philosophers and all scientists will learn from this change which has occurred in quantum theory. We have learned that language is a dangerous instrument to use, and this fact will certainly have its repercussions in other fields, but this is a very long process which will last through many decades I should say.

Even in the old times philosophers realized that language is limited; they have always been sceptical about the unlimited use of language. However, these doubts or difficulties have, perhaps, been enhanced through the present developments in physics. I might mention that most biologists today still use the language and the way of thinking of classical mechanics; that is, they describe their molecules as if the parts of the molecules were just stones or something like that. They have not taken notice of the changes which have occurred in quantum theory. So far as they get along with it, there is nothing to say against it, but I feel that sooner or later, also in biology, one will come to realize that this simple use of pictures, models, and so on will not be quite correct.

PB   At what point does the transition occur from the non-path to the path in a biological system? Is a DNA molecule already a classical object, or is a cell a classical object?

There is, of course, not a very well defined boundary; it is a continuous change. When we get to these very small dimensions we must be prepared for limitations. I could not suggest any well-defined point where I have to give up the use of a word. It’s like the word mixing in the story; you cannot say ‘when I have two things, then I can mix them.’ But what if you have five or ten? Can you mix then?

PB   It seems to me that there is something very important here about language. We are living beings formed from coherent structures like DNA and we apparently have classical paths and our existence is understandable within this language. But then we can analyse by reducing these complex, coherent wholes to smaller and smaller parts, and is it not perhaps this process of reduction that is at the root of the paradox?

I would say that the root of the difficulty is the fact that our language is formed from our continuous exchange with the outer world. We are a part of this world, and that we have a language is a primary fact of our life. This language is made so that in daily life we get along with the world; it cannot be made so that, in such extreme situations as atomic physics, or distant stars, it is equally suited. This would be asking too much.

PB   Is there a fundamental level of reality?

That is just the point; I do not know what the words fundamental reality mean. They are taken from our daily life situation where they have a good meaning, but when we use such terms we are usually extrapolating from our daily lives into an area very remote from it, where we cannot expect the words to have a meaning. This is perhaps one of the fundamental difficulties of philosophy: that our thinking hangs in the language. Anyway, we are forced to use the words so far as we can; we try to extend their use to the utmost, and then we get into situations in which they have no meaning.

DP   In discussing the ‘collapse of the wave function ‘you introduced the notion of potentiality. Would you elaborate on this idea?

The question is: ‘What does a wave function actually describe?’ In old physics, the mathematical scheme described a system as it was, there in space and time. One could call this an objective description of the system. But in quantum theory the wave function cannot be called a description of an objective system, but rather a description of observational situations. When we have a wave function, we cannot yet know what will happen in an experiment; we must also know the experimental arrangement. When we have the wave function and the experimental arrangement for the special case considered, only then can we make predictions. So, in that sense, I like to call the wave function a description of the potentialities of the system.

DP   Then the interaction with the apparatus would be a potentiality coming into actuality?

Yes.

DP   May I ask you about the Kantian notion of the ‘a priori,’ an idea which you introduced, in a modified sense, into your discussions of quantum theory.

As I understand the idea of ‘a priori,’ it stresses the point that our knowledge is not simply empirical, that is, derived from information obtained from the outer world through the senses and changed into data in the content of our brain. Rather, ‘a priori’ means that experience is only possible when we already have some concepts which are the precondition of experience. Without these concepts (for instance, the concepts of space and time in Kant’s philosophy), we would not even be able to speak about experience.

Kant made the point that our experience has two sources: one source is the outer world (that is, the information received by the senses), and the other is the existence of concepts by which we can talk about these experiences. This idea is also borne out in quantum theory.

PB   But these concepts are part of the world also.

Whether they belong to the world, that is hard to say; we can say that they belong to our way of dealing with the world.

PB   But we belong to the world, so, in a sense, these activities of ours also belong to the world.

In that sense, yes.

DP   You modified the ‘a priori’ by introducing it as a limited concept, is that true?

Of course, Kant would have taken the ‘a priori’ as something more absolute than we would do in quantum theory. For instance, Kant would perhaps have said that Euclidean geometry would be a necessary basis for describing the world, while we, after relativity, would say that we need not necessarily use Euclidean geometry; we can use Riemannian geometry, etc. In the same way, causality was taken by Kant as a condition for science. He says that if we cannot conclude from some fact that something must have been before this fact, then we do not know anything, and we cannot make observations, because every observation supposes that there is a causal chain connecting that which we immediately experience to that which has happened. If this causal chain does not exist, then we do not know what we have observed, says Kant. Quantum theory does not agree with this idea, and in fact proves that we can even work in cases where this causal chain does not exist.

DP   In a recent theory of yours, is not causality retained, perhaps in a new form?

We have causality in that sense – that in order to influence something, there must be an action from one point to the next point; no action can happen if there is not this connection. But at this point one gets into rather complicated details.

DP   But, even so, you do have causality predicated on the idea of separation and action, so this again comes back to a philosophical level: what you mean by separation, and by interaction.

We must speak about ‘interaction’ and ‘separation,’ that is quite true, and we use the terms as we did in classical theory. But, again, we see limitation. Complete separation of two events may be possible in classical theory; it is not possible in quantum theory. So we use the terms together with the fact of their limitation.

DP   What exactly are the criteria for something to be classical?

I would say the criteria are simply that we can get along with these concepts (e.g. ‘position,’ ‘velocity,’ ‘temperature,’ ‘energy’), and so long as we get along with them, then we are in the classical domain. But when the concepts are not sufficient, then we must say that we have gone beyond this classical domain.

Every system in physics (forget for the moment about biological systems) is always quantum theoretical, in the sense that we believe that quantum theory gives the correct answers for its behaviour. When we say that it is classical, we mean that we do get the correct or the necessary answers by using classical concepts (at least in that approximation in which we can describe the system by classical concepts). So a system is classical only within certain limits and these limits can be defined.

DP   How would you include things like irreversibility?

Thermodynamics is a field which goes beyond Newtonian mechanics, inasmuch as it introduces the idea of thermodynamic equilibrium, or canonical distribution as W. Gibbs has put it. Thermodynamics leaves classical physics and goes into the region of quantum theory, for it speaks about situations of observation; it does not speak about the system as it is, but about the system in a certain state of being observed, namely in the state of temperature equilibrium. If this equilibrium is not obeyed, then we cannot use thermodynamics. So the whole concept of irreversibility is bound up with the concept of thermodynamic equilibrium.

DP   And is this ultimately connected with the idea of a classical limit to something? I am thinking of the measurement problem that always seems to be associated with an irreversible process: that we have a definite result for a quantum mechanical system where the quantum mechanics itself doesn’t seem to predict a definite result. That is, the idea of a quantum mechanical measurement seems to be tied up with the idea of an irreversible trend.

Yes, to some extent, because on the side of the observer we do use classical concepts. The idea that we do observe something already indicates something irreversible. If we draw a pencil line on a paper, for instance, we have established something which cannot be undone, so to speak. Every observation is irreversible, because we have gained information that cannot be forgotten.

DP   To what extent is this related to the symmetry-breaking of the quantum mechanical system where one gets classical observables?

I would not like to connect it with symmetry-breaking; that is going a bit far. We try to describe the observational situation by writing down a wave function for the object and the equipment which is in interaction with this wave function. Just by using classical words for the equipment, we have already made the assumption of irreversibility. Or we make the assumption of statistical behaviour, because the mere use of classical words for this observation on the side of the system makes it impossible to know the total wave function of object and equipment. But we cannot use quantum theory for the equipment in a strict sense, because if we wrote down the wave function for the object and the equipment, we could not use classical words for the equipment, so we would not observe anything. We do observe only when we use classical concepts, and just at this point this hypothesis of disorder, of statistical behaviour, comes in.

DP   With regard to something like ferromagnetism, the quantum mechanical system has given rise to a macroscopic ordering. Is it true to say that a quantum mechanical system has actually broken its own symmetry and given rise to a classical variable, without any talk about a measuring apparatus, or anything exterior to the system?

Let us consider a ferromagnet as isolated from the rest of the world for some time, and then ask what the lowest state of the system is. We find, from the quantum mechanical calculations, that the lowest state is one in which the whole system has a very large component of magnetic momentum. If we then ask ‘what do we observe when we consider this system?’ we see that it is convenient to ascribe the classical variable ‘magnetic momentum’ to the system. So we can use classical terms to describe this quantum mechanical behaviour. But this is not really a problem of observation, only a problem of how the lowest state of the system is defined.

PB   How does quantum mechanics deal with time flow or does it in fact say anything at all about it?

I would have to repeat what C. von Weizsäcker said in his papers: that time is the precondition of quantum mechanics, because we want to go from one experiment to another, that is from one time to another. But this is too complicated to go into in detail. I would simply say that the concept of time is really a precondition of quantum theory.

PB   In the domain where quantum mechanics operates, all of the equations are reversible with respect to time, except for one experiment I believe. So time has more to do with macroscopic classical systems than microscopic quantum systems.

I would say that irreversibility of time has to do with this other system, with those problems which I. Prigogine describes in his papers, and is certainly extremely important for the macroscopic application of quantum theory, and also for biology, of course.

DP   Can we talk about a new theory of yours, the non-linear theory of elementary particles? Are you ultimately going to introduce things like gravitation into this theory, and go over to a picture in which space and time emerge?

Again, we have a similar situation as in ferromagnetism. We try to solve the quantum mechanical, or quantum theoretical equation, but we can see that the system acquires properties which then can be described by classical language (e.g. like speaking of a magnetic momentum, etc.). We are hoping that such phenomena as electromagnetic radiation and gravitation also can come out of the theory of elementary particles, and we have reasons to believe that this is so.

DP   The idea of symmetry is a very important part of your theory.

Let’s begin more simply by speaking about quantum mechanics, disregarding now the difficulties of elementary particle physics. In quantum mechanics we see that macroscopic bodies have very complicated properties, complicated shapes and chemical behaviour and so on. Coming down to smaller and smaller particles, we finally come to objects which are really very much simpler, for example the stationary states of a hydrogen atom. We describe its properties by saying that these states are a representation of the fundamental symmetries, such as rotation in space. So when we describe a system by writing down a few quantum numbers (in hydrogen atoms, we have the principal quantum number and the angular momentum number) this means that we know nothing except to say that this object is a representation of symmetries. The quantum numbers tell us which kind of symmetries we mean; the numbers themselves say that this object has these special properties. Thus, when we come to the smallest objects in the world, we characterize them in quantum mechanics just by their symmetry, or as representations of symmetries, and not by specifying properties such as shape or size.

DP   There are symmetries that are not related to operations in the world, e.g. the internal symmetries such as isospin. What meaning do they have? Do you think they are related ultimately to the properties of space and time?

I suspect that isospin is a symmetry similar to space and time. I cannot say that it is related to them. I would say that there are a number of fundamental symmetries in this world which may in future be reduced to something still simpler, but so far we must take them as given, as a result of our experiments. One of the most fundamental symmetries is the symmetry of the Lorentz group, that is space and time, and then isospin groups, scale groups, and so on. So there are a number of groups which are fundamental in the sense that in describing the smallest particles we refer to their behaviour and transformations.

The idea is that one can distinguish between a natural law, a fundamental law, which determines for instance a spectrum of elementary particles, and the general behaviour of the cosmos, which is perhaps something not at once given through this law. I might remind you, for instance, of Einstein’s equations of gravitation. Einstein wrote down his field equations and thought that gravitational fields are always determined by them. But the cosmos is not unambiguously determined by these field equations, although there are several models of the cosmos which are compatible with them. In the same sense, I would say that there is an underlying natural law which determines the spectrum of elementary particles, but the shape of the cosmos is not unambiguously determined by this law. Logically, it would be possible to have various types of cosmos which are in agreement with it. However, if a certain cosmological model has been ‘chosen,’ then this model, of course, has some consequences for the spectrum of elementary particles.

DP   Are you saying that there exist laws which are independent or outside the universe, outside the world, which reality breaks, or that it breaks the symmetry represented by the laws?

‘Laws’ just means that some fundamental symmetries are inherent either in nature or in our observation of nature. You may know about the attempts of Weizsäcker, who tried to derive the laws simply from logic. We have to use language to arrive at conclusions, to study alternatives, and he questions whether from the alternatives alone we can arrive at these symmetries. I don’t know whether his attempts are successful or not. In physics, we can only work with the assumption that we have natural laws. If we have no natural laws, then anything can happen, and we can only describe what we see, and that’s all.

DP   Another feature of your theory which seems to go against the current trend – partons and quarks, etc. – is that you feel that no particle is any more elementary than any other.

Even if quarks should be found (and I do not believe that they will be), they will not be more elementary than other particles, since a quark could be considered as consisting of two quarks and one anti-quark, and so on. I think we have learned from experiments that by getting to smaller and smaller units, we do not come to fundamental units, or indivisible units, but we do come to a point where division has no meaning. This is a result of the experiments of the last twenty years, and I am afraid that some physicists simply ignore this experimental fact.

DP   So it would seem that elementary particles are just representations of symmetries. Would you say that they are not fundamental things in themselves, or ‘building-blocks of the universe,’ to use the old-fashioned language?

Again, the difficulty is in the meaning of the words. Words like building-blocks or really existing are too indefinite in their meaning, so I would hesitate to answer your questions, since an answer would depend on the definitions of the words.

DP   To be more precise, ultimately could one have a description of nature which needed only elementary particles or, alternatively, a description in which the elementary particles would be defined in terms of the rest of the universe? Or is there no starting-point, as it were, no single axiom on which one can build the whole of physics?

No. Even if, for instance, that formula which Pauli and I wrote down fifty years ago turned out to be the correct formulation for the spectrum of elementary particles, it is certainly not the basis for all of physics. Physics can never be closed, or brought to an end, so that we must turn to biology or such things. What we can hope for, I think, is that we may get an explanation of the spectrum of elementary particles, and with it also an explanation of electromagnetism and gravitation, in the same sense as we get an explanation of the spectrum of a big molecule from the Schrödinger equation.

This does not mean that thereby physics has come to an end. It means that, for instance, at the boundary between physics and biology, there may be new features coming in which are not thought of in physics and chemistry. Something entirely new must happen when I try to use quantum theory within the realm of biology. Therefore I criticize those formulations which imply an end to physics.

DP   Is it ever possible to reduce physics or any element of physics purely to logic and axioms?

I would say that certain parts of physics can always be reduced to logical mathematics or mathematical schemes. This has been possible for Newtonian physics, for quantum mechanics, and so on, so I do not doubt that it will also be possible for the world of the elementary particles. In astrophysics today, one comes upon pulsars and black holes, two regions in which gravitation becomes enormous, and perhaps a stronger force than all other forces. I could well imagine that in such black holes, for instance (if they exist), the spectrum of elementary particles would be quite different from the spectrum we now have. In the black holes, then, we would have a new area of physics, to some extent separated from that part which we now call elementary particle physics. There would be connections, and one would have to study how to go from the one to the other; but I do not believe in an end of physics.


Leon Rosenfeld

The Copenhagen interpretation of quantum theory, which grew out of discussions between Niels Bohr and Werner Heisenberg, included Leon Rosenfeld (1904-75) as one of its major proponents. Born in Charleroi, Belgium, Rosenfeld made his intellectual home in the Copenhagen of Bohr. In addition to his discoveries in theoretical physics Rosenfeld became the major apologist of the Copenhagen school after Bohr’s death.

Our interview with Professor Rosenfeld took place in Copenhagen and was one of his first activities after suffering a heart attack. Later we dined with the Rosenfelds and, after spirited discussions, toasted the memory of his friend and colleague Niels Bohr.

Rosenfeld’s contribution to this book is important since it deals with the interpretation of quantum theory and is possibly his last exposition on this topic. In entering a world in which the properties of an object appear to change as a result of their observation, scientists were forced to abandon their comfortable belief in material ‘entities’ which ‘possessed’ particular properties. The Copenhagen interpretation is an attempt to give an account of this new world which is intellectually satisfying and avoids the pitfalls and paradoxes generated by earlier attempts to understand the quantum theory. Professor Rosenfeld discusses the way in which we must treat knowledge of the world below the atom.

From a historical point of view Rosenfeld makes interesting observations when he discusses the differences in approach between Bohr and Heisenberg, which may have led to subtle divergences in their interpretation of quantum theory. These differences are hotly denied by Heisenberg in his interview.

PB   Professor Rosenfeld, you worked closely with Niels Bohr for many years. Could we begin with some personal reminiscences of him?

When I first knew Niels Bohr in the 1930s there were not so many of us working in the institute, perhaps only half a dozen. He would come up every morning, since his house was near the institute, and if he met us on the stairs by any chance, the conversation could continue on the stairs for hours, or indeed at any place in the institute.

We learned that it was by those conversations that he could express himself. Whenever he had to write something down, being so anxious about complementarity, he felt that the statement contained in the first part of the sentence had to be corrected by an opposite statement at the end of the sentence. That made writing a paper a terrible business. But in conversation, it was easier; we could interrupt him, and put questions to him.

He would become completely lost in thought, even to the point of not realizing where he was. He took a walk with Klein on the day of Klein’s wedding, and they nearly arrived too late! I remember I frequently travelled between Belgium, where I had my job, and Copenhagen, and once I had put my wife and child on the train, and I had the tickets in my pocket, when Bohr called to tell me an idea which he just had some hours before and which he wanted me to know before I departed. I was torn away from this conversation by the call of the station-master announcing the departure of the train. I still remember my wife’s face!

PB   What was your first work with Bohr?

The first thing I did was to help him to write down his Faraday lecture. You see, his method was to dictate a sentence, as an experiment, and then this sentence was contemplated and criticized and changed and fussed over, and so on. I was supposed to react to each sentence, to criticize, etc. That was one kind of work I did for him.

Then, very soon afterwards, there came a paper by L. Landau and R. Peierls which raised a very fundamental question about whether the field concept could be given a consistent meaning in quantum theory. In our work on this problem at first nothing could be written down, because we knew nothing at all in the beginning. We did not know whether the answer would be yes or no, and, in fact, we did not know that before the thirteenth or fourteenth proof. Every word was weighed, and every sentence has a subtle meaning, subtle in the sense that complementarity is always underlying the whole thing.

DP   People speak about the Copenhagen interpretation with very different meanings. Could you outline what Bohr really meant?

The phrase ‘Copenhagen interpretation’ is actually a misnomer, in the sense that there is only one interpretation of quantum mechanics. Bohr would rather say that quantum mechanics is a whole. It is a formalism of course, a mathematical formalism, but it is also a physical theory, and therefore definite physical meanings are attached to the symbols. It is only when you take the whole thing, that is, the formalism and the meanings attached to the symbols, that you have a physical theory. The misunderstandings that have been expressed so vociferously from various sides are based on a disregard of this circumstance. They take the formalism and then they try to put upon it what they call an interpretation, without reflecting that the way in which the equations are written already implies a definite interpretation, that is, a definite relationship between the symbols and physical concepts. It is not arbitrarily that Heisenberg constructed those matrix equations and those commutation rules. He was forced to those commutation rules. In fact, he did not know beforehand that such a non-commutative algebra would come out of his effort to give a mathematical form to a clear physical idea, that is, the idea of correspondence. Therefore, you can approach this conceptual aspect of quantum mechanics only historically, because it is very much conditioned by the way in which the pioneers (Heisenberg foremost, and then Dirac very soon afterwards, and Bohr) were led to this curious new use of mathematics in order to translate into mathematical language physical ideas which were clearer than the mathematics, and not the other way around.

You see, when you first approach quantum mechanics, as a student, it is reasonable that your first effort is to understand the equations and how to handle them. And then you ask: what is the meaning of all this? And if you are for some reason afraid of statistics or of probability, then you ask yourself: could it perhaps be otherwise? That was D. Bohm’s way, actually. He gave a lecture on quantum mechanics (probably the first one that he gave on this subject) and he made a book out of it. This is a very good book, a very good exposition of quantum mechanics. But it was in the process of writing the book that he had doubts about the whole thing. However, his attitude was such that he put mathematics first and he tried to hang the physics onto the mathematics, without thinking that the natural process was just the opposite.

DP   I don’t think it would be fair to say that this has been Bohm’s view for the last ten years.

No. Bohm, because he is a very serious and honest thinker (and I respect him very much), at long last realized that his first approach simply did not work. But that did not mean that he was converted, like Paul on the road to Damascus. He had no such stroke as Paul had on that road. He kept his original attitude of mind, and he is now trying something different, but still always with the same outlook, which I call an idealistic outlook. He gives primacy to building concepts out of nothing. I mean, the mind is able to build any constellation of concepts.

PB   But it is ultimately based on experience too.

Of course, I quite agree. But those I call idealists do not go so far. They stop there; they stop at the concepts, and they say that these are the primary building-stones. This is an illusion. But that’s Bohm’s outlook and he is now trying to dig deeper into the analysis of the concept of space and time, based on altering events. This is certainly a very true analysis; at least it has a great element of truth, I think. Nevertheless, I believe it’s not the way that has proved successful in getting to a new insight in physics.

DP   Heisenberg and Bohr theories are spoken of together by many people as the Copenhagen interpretation. But I feel there is a difference.

Heisenberg had been trained in the German school by A. Sommerfeld, not only by Sommerfeld but by the whole German environment of the time, in which great weight was put on a philosophy – the Kantian philosophy – which happened to be the dominating philosophy, whereas Bohr was quite immune, that is, he had not been exposed to Kantian philosophy. However, he, also, had followed a course of philosophy at the university, which was given by Høffding, a Danish philosopher. I would not call Høffding an eclectic, but rather he looked upon philosophy as being au-dessus de la mêlée, that is, outside the province of philosophers. In fact, in the preface to his course he said: ‘I am concerned in this course to present the philosophical problems, and not the solutions, because the solutions come and go, but the problems remain.’ Bohr was therefore protected from any dogmatism or any reliance upon a priori ideas. He insisted upon first understanding the physics, and then trying to put it into a mathematical form.

DP   Did Bohr not have great respect for William James’s psychology?

Yes, but I think that Bohr knew very little – practically nothing – about William James until 1935 or 1936.1 remember at that time he was great friends with one of his colleagues, Rubin, one of the Gestalt psychologists. In a conversation, Rubin said to him: ‘what you tell me reminds me very much of William James.’ It’s simply a coincidence of attitudes. James came first of course. James had very much the same approach to psychology as Bohr had to physics; that’s all one can say. So when Bohr got the copy of James’s treatise from Rubin, and read the chapter on the stream of thought, he was quite enthusiastic about it. That I remember very vividly, because each one of us – at that time there were not so many – had to read the chapter and share his enthusiasm.

I knew James before because I had read about him and pragmatism and the rest of it. So for me this was rather natural; I had already noticed that Bohr’s attitude was pragmatic.

DP   I seem to remember some anecdotes about investigating the mind or thoughts, or thought examining itself, that Bohr used to tell his students.

At that time, Bohr thought very deeply about the expression of thought, that is, how we express thoughts, and how we use words. This is very characteristic, because it pervaded all his thinking in physics also. He liked W. Gibbs, because Gibbs started from a word of the common language, e.g. ‘temperature,’ which had a clear observational definition, and tried to connect it with an atomistic picture. That is an approach that Bohr liked, and when he thought about words and the way in which we use words in order to express our thoughts, he noticed that we use the same word in two very different meanings. We use a word to express our affections or emotions, e.g. we use the word anger when speaking of ourselves when we feel angry, also in describing a state of consciousness; but I can also say ‘you look angry,’ and there we use the word to describe not a state of consciousness, but a state of bodily activity and behaviour: the kind of behaviour which expresses anger. He noticed that this creates the risk of ambiguity, if you confuse the two; but a necessary ambiguity, because it is the only way for us to communicate our emotions; I can only know that you are angry if you tell me, or if you behave in a certain way which I interpret and identify with my state of consciousness concerning anger. It is a very deep feature of human language that it contains this ambiguity.

At that time, Bohr used a mathematical analogy with many-valued functions, a logarithmic function, for instance, which has a singular point at the origin. If you follow a path, as long as you do not go around the origin, you have a continuous variation, and you remain in the same sheet of the Riemann surface. But if you go around the origin, you reach another sheet of the Riemann surface, corresponding to a different set of values of the logarithmic function. So he said: when we discuss the state of behaviour, we must remain on the behaviour surface, and be careful not to spring over to the surface of consciousness, which is a different one. So, each word is a singularity, or is connected with a singularity, in our way of understanding existence.

PB   It strikes me that what is implied here is the subject/object dichotomy.

That’s it. This complementarity arises when we are the object of our own observation. We are at once subjects and objects. That is the very peculiar characteristic of consciousness. It is also connected with the problem of freedom of will. All the discussions about freedom of will are generally spoiled by this confusion: that will is the feeling that you have a free choice between different possibilities at the time you make a decision, but that happens on a different plane, and the concept of liberty is then no more applicable.

PB   So, in fact, Bohr’s ideas in physics really had roots in philosophical perception.

Yes. He was well prepared to recognize the physics. A situation like that is completely alien to any Kantian attitude of mind.

PB   Yet Heisenberg, even though a Kantian and perhaps even a Platonist, was able to understand, and was also ready from his point of view for the problems in physics at that time.

That’s all to the honour of Heisenberg, that he did understand Bohr at that stage, though not without a struggle. Heisenberg discovered the uncertainty relations; the background was the following.

They felt very strongly that, although quantum mechanics in the matrix formulation of Heisenberg was a complete theory, a complete logical scheme, it still did not provide a ready explanation of aperiodic phenomena. It was essentially a theory constructed for periodic systems or multiperiodic systems. That is a point that Pauli insisted upon. And in fact Schrödinger, who came out of the blue to Copenhagen (I mean to the body of knowledge in Copenhagen), provided the answer unwittingly. He had quite different ideas. He thought that he had destroyed quantum mechanics, but Pauli was quick to see, and Bohr too then, that Schrödinger’s formalism provided just the way to describe aperiodic phenomena. In fact the first application of quantum mechanics that Bohr made was to the study of collisions. The two schemes were equivalent. So that was the situation.

Heisenberg (it is very curious) did not recognize the situation for a while, because he was rather stubborn and he said ‘my formalism is complete, nobody denies that, and therefore it must contain the answer to the question of what is observable and what is not.’ He believed that he had put into his formalism only observable things and discarded things that were not observable, like the orbits of the electrons and so on.

But Pauli said: ‘It is not true that orbits are not observable. The orbit of the moon is observable. So there is something missing in our understanding of what is observable and what is not.’

Then Heisenberg remembered a conversation he had with Einstein in which he tried to explain his theory of observables – that he had put only observables in his theory. To this Einstein retorted: what is observable or not is not for us to decide, but for the theory! So when he was confronted with this problem, he remembered that remark of Einstein, and by concentrating on it, he discovered that the answer given by quantum mechanics to the question ‘what is observable and what is not?’ is contained in the commutation rules from which we derive the uncertainty relations. They give the reciprocal limitation on the kind of things that one can observe.

When he had the commutation rules, he thought that he had solved the whole problem. But Bohr was not satisfied. Bohr was of course very much impressed by the uncertainty relations and he saw quite clearly that they provided essentially the answer to the problem. But it was not yet formulated with sufficient precision.

Heisenberg had tried to illustrate the meaning of the uncertainty relations by a famous microscope experiment, his gamma-ray microscope. He got the idea from a conversation with a colleague, while still a student. His friend asked: ‘How could we see an electron?’ – more or less as a joke. His argument, when he remembered this, was that if we look at an electron with gamma rays, then, by the Compton effect, the electron is scattered in a certain direction. Therefore, when we look at it, we disturb its momentum, we lose the momentum: that was one illustration that he gave.

Bohr seized upon that, because he saw that it was quite wrong. Bohr admitted that it was true that the electron gets a new momentum from the Compton effect, but he said that we can calculate the change of momentum, and therefore correct for it. So it is not something which we cannot know or observe.

DP   Also, Heisenberg’s argument presupposed the existence of the electron with a very precise momentum and position, which was disturbed by the observation.

Yes. Bohr immediately rejected that view. He showed by closer analysis of the process that the uncertainty in the determination of the position was due to the angular aperture of the beam which was necessary to form an image, and that it was just this angular aperture which caused an uncertainty in the direction in which the electron would be emitted. That difference was the uncertainty in the momentum, and everything came out all right.

DP   At this point, it’s not true to say the electron had an orbit or a path, in the classical sense of the words, which was implied in Heisenberg’s work?

No, certainly not. It was an instantaneous state of affairs in which neither at the beginning nor at the end could you see a definite position or momentum. This led Bohr to develop his analysis. He saw that the uncertainty relations implied two ways of looking at atomic objects which were mutually exclusive, when you pushed the idealization to the extreme.

DP   This is analogous to the remark you made earlier about discussing thoughts.

Yes, he saw again the same mutual exclusiveness of points of view, which were both, of course, necessary. There was no question of eliminating one of them.

DP   It would not be correct then to say that the electron had a path.

No. The first implication is that we cannot use mechanical and kinematical concepts as attributes of atomic objects. They express a relationship between the atomic object and a certain apparatus which we construct in such a way that the indication of the apparatus expresses, or defines, the concept in question. We have an apparatus from which we deduce what we call the position; we have another apparatus from which we can derive what we call the momentum. We can apply either apparatus to the object; that is our decision. We get the response. But if we have made it with one apparatus, we lose the possibility of controlling the complementary aspect.

DP   More recently, Heisenberg speaks about potentialities. Again, that isn’t the same as Bohr’s interpretation, is it?

When you use such a vague word as potentiality, you can give it whatever meaning you like. The wave function or the state vector, whatever you call it, may be said to contain an infinity of potential answers to the question. Once you have made a measurement, let us say of position, then you get the wave function which is localized, which is a wave packet containing many values of the momentum, if you analyse it. Here one can use the word potentiality. Bohr was never acquainted with this idea of Heisenberg, but I can guess the way he would have taken it. He would have said: ‘Well, that’s a word, “potentiality”! If it is useful, all right, let us use it.’ But I, personally, don’t see this particular use.

DP   When we were talking to Heisenberg recently, I made the same point: that I felt this was not quite the inference Bohr had in mind. Heisenberg said that he felt he and Bohr were in complete agreement. I think you’re implying that you don’t feel that this is true.

Well, no. I can understand Heisenberg. He said the same to me once when we discussed the philosophical background. Because I have good relations with Heisenberg I could tell him that he was an idealist, and that I did not like that attitude. And he said: ‘Yes, yes, I see; I can understand that you have a different attitude, but the interesting thing for me is that on physics we agree completely.’ That is typical, I think, of the idealist. He tries to make a distinction between the way in which he behaves when he is a physicist, or biologist, or whatever, and what he talks about when he behaves as a philosopher. Pasteur used to say that when he entered his laboratory he left his religious faith in the cloakroom. I don’t think it is a reasonable attitude at all. But Heisenberg has a right to say, according to his own attitude, that he felt in complete agreement with Bohr. I can understand that. The disagreement only starts when Heisenberg begins to talk about Plato and having rediscovered numerical relationships, fundamental symmetries, and so on.

DP   Bohm has told me that nobody really understood Bohr’s mind. It is a most subtle thing. The only person who could really tell you would be Rosenfeld.

I should say that Heisenberg could do it much better. But one who understood Bohr fully and deeply was Pauli. It is again a case of not separating the general, let us call it philosophical, from the scientific attitude. You cannot understand Bohr if you try to judge, or to analyse what he says, while projecting on to his statements postulates taken from Kantian philosophy, from the idea that things have attributes. That creates a sort of barrier between what you try to read and what Bohr wanted to express.

Bohr’s approach always was to say: here we have a situation which is given to us as observers, that is, as beings reacting with the universe. We have developed what is called ordinary language, which is a system of concepts by which we describe our direct observations. It is perhaps refined in physics, in microscopic physics, in classical physics, by quantitative denominations and so on. Fundamentally it is always a system for the description of our perceptions and our reactions – in general, our experience. His attitude was to consider those things as given and therefore not to be discussed. Or, at least, their discussion was another matter; it was the job of the psychologists to analyse methods of perception and the function of the senses, etc. But the job of the physicist was to start from this given experience, this given knowledge, and then to organize it into a coherent whole by using logic, since logic also is given. After all, logic is the way in which we connect various statements according to rules which are such that the conclusion is inescapable when we apply the rules.

DP   Did he mean logic in the sense of a set of rules which was observed to work in the classical world, or was it logic in the sense of something to do with mental operations?

It is, of course, a mental operation; we are also part of the world. But there had been several attempts by J. von Neumann and others to say that quantum mechanics necessitated a new logic. Bohr was always very much against such propositions.

He considered logic also as a part of experience. He was influenced in that by his brother, Harald, the mathematician, who was at that time very much involved with the famous quarrel among mathematicians, the formalists like Russell against L.E.J. Brouwer and the intuitionists. He did not mention Brouwer, but he was certainly very much against Russell.

He favoured the intuitionists, although I would not make too definite a statement about that. Anyway, it is again a pragmatic attitude, towards logic and mathematics, just as towards our physical experience or any experience whatsoever.

In order to understand complementarity, you must first put yourself at that starting-point; otherwise you miss the point. If you are a strict logician, you will say: if it is mutually exclusive, then one of the two is false, one is right. That is obviously not the case.

PB   Historically, quantum physics comes after classical physics, and we have had several hundred years of Newton and Galileo. That’s quite a long time for the language to absorb all the implications and fundamental meanings of classical science. The transition from Greek to Newtonian physics was also difficult, and required a great change in language; perhaps we could even predict eventually a quantum type language, in which such concepts as complementarity may disappear, or may be seen as something deeper.

Bohr once told me that he hoped that after a while, when people get used to it, as you say, complementarity would be something quite natural, taught in schools, etc.

DP   I think Bohr had a rigorous view of language – that it would never be possible to talk about experience other than with the language of the classical world, that it would never be possible to have an understanding of quantum mechanics with a quantum mechanical language.

In a sense, it is simply a question of scale. We are macroscopic objects and therefore our only approach to atoms is by the intermediary of microscopic instruments. The eye can, at the limit, perceive two or three quanta, but that’s an extreme case, and not the normal way in which we use our eyes.

DP   So that language puts a barrier on any deeper, any further understanding of quantum mechanics?

I would not say that. It makes the understanding non-trivial and different from the understanding of macroscopic phenomena. Bohr’s aim – and I think he has attained it by introducing the idea of complementarity – was to make a full understanding, in the sense of description, of the behaviour of atoms possible for us.

DP   Would it be true to say that Bohr actually put a limitation on the questions that we may ask, as a result of language?

No. His point was that there was no limitation to our possibility of describing the behaviour of atoms, provided we used the language at our disposal (the only language that is at our disposal), with due precautions which were indicated by the concept of complementarity and the interpretations.

DP   When Einstein attempted to give an objective interpretation of the wave function, Bohr more or less took this as a limit on the sort of questions one can ask, did he not?

Yes, surely. Complementarity implies that there are certain questions which become meaningless. For instance, ‘what is the position and the momentum of a given particle?’ – that is a meaningless question. But we know that it is meaningless beforehand; the theory tells us.

PB   Is there a distinction between a meaningless question and an unanswerable one?

If it is meaningless, it is also unanswerable. But the fact that we cannot answer it does not imply any restriction upon our possibilities of accounting for all possible experience that we can have with atomic objects. Our experience of atomic objects is naturally limited by the difference of scale. There are only certain experiments that we can make. We cannot see an electron between our fingers of course.

PB   I was thinking of purely statistical questions, where for some reason it becomes meaningless to try to describe the behaviour of an individual in a very large collection. That is, in a sense, an unanswerable question, and it’s also meaningless, and yet does not introduce a quantum idea.

DP   It is not meaningless to say that you cannot describe a single particle in a classical ensemble. I think meaningless is much more precise. If a statement is meaningless, its contradiction has no meaning also. I felt that Bohr was coming to the point of saying that some statements were meaningless.

PB   In the sense of not being falsifiable.

He had no connection at all with K. Popper, or with positivism in general. I think it would be quite wrong to connect Bohr’s attitude with positivism as it is practised by people called positivists.

DP   Would it be true to say that there are some statements which are meaningless: e.g. a square circle is a meaningless thing?

Yes, but you see they are meaningless so far as they go against the scope of the theory. Here I must make a caveat, because we are not speaking of quantum mechanics as being the last word – that is obvious. It has limited scope; and Bohr always insisted on this. No theory is more than an idealization, good enough for a certain domain of experience; what happens beyond that is a quite different problem. Heisenberg expressed this idea once: in a certain sense, classical mechanics is a perfect theory, and an eternal truth which will never be questioned in any way, although we know that it is not correct for very large motions, or very fast motions.

But with regard to this meaninglessness: the fact that certain questions about the individuality of atomic particles are meaningless is not related, as Buckley said, to the quantum idea. But complementarity is not limited to the particular case of quantum mechanics. There is another complementarity between the direct macroscopic observation of thermodynamics on the one hand, and the atomistic description of the same system on the other. They are also complementary.

PB   Because thermodynamics does not require any detailed molecular theory.

Right, and it is there that the lack of individuality of the particles comes in. It also comes in, of course, in quantum mechanics, and there have been endless discussions among the younger generations as to whether the wave function describes a single electron or only an ensemble. Even Einstein raised that question. For Bohr, there was never any question; it was obvious that we are talking of an ensemble. As soon as we introduce statistics, we are talking of an ensemble, because statistics is made just for that. Probability implies a comparison of many similar cases with different outcomes. So there’s no question; it’s no problem.

DP   It is meaningless to talk about the wave function for one electron.

It refers to one electron put under certain conditions of observation, and that is the important point to remember – that the apparatus is part of the description.

DP   I felt from reading other people’s interpretations that Bohr had almost put a limitation on what we could ask, and I consider that’s not really true.

No, that’s not true. Originally, Bohr thought that there was a limitation – he used the word resignation, which implies that you must abandon something about causality. That was, for some time, his idea, and even at the Solvay conference in 1927, where the famous confrontation with Einstein occurred, he used that point of view. But then he realized that the lack of deterministic causality does not mean lack of causality at all, but that a statistics is another kind of causality. Then he abandoned this misleading terminology.

Einstein played a very essential part there. He was dissatisfied with this apparent resignation, this apparent abandonment of causality. The only kind of causality which people inoculated with Kantian philosophy had was deterministic causality. So, at the Solvay conference in 1927 Einstein first tried to disprove both arguments, to find counter-examples. In the beginning, Einstein was in fact more ingenious than Bohr, in designing fancy gedanken experiments which would lead to conclusions contradicting the uncertainty relations. But Bohr learned the game very quickly, and he refuted all Einstein’s proposals.

In the end, Einstein realized that there was no such trivial contradiction in quantum mechanics. In fact, he accepted quantum mechanics fully; that you can see from his letters, especially from his very interesting and revealing correspondence with Besso, which has just been published. So, if Einstein opposed quantum mechanics, it was not at all because he did not understand any point of it. But he said: ‘Es widerspricht meinem innersten Gefühl’ – it contradicts my innermost feelings. So he put the question in the domain of feelings, or philosophical prejudice.

PB   Wouldn’t you translate it as intuition?

Einstein did not use that word, and I don’t think he would have, because we have no intuition of how atoms are going to behave, no intuition at all about atoms. Intuition is perceiving, in a single act, a wholeness with many relationships, which allows one to see relationships that others do not see.

I think intuition is actually a mental operation in the same way that logic is. It is a kind of short-cut that you can allow yourself when you see a whole network of logical relations. Then you have to work it out carefully to see that you have not missed anything. Intuition is a logical operation. Some people speak of having an intuition of how an electron will behave in certain circumstances, but that is a very abstract kind of intuition. It’s not that they visualize the atoms in any way, but that they have a formal intuition of the workings of the differential equations.

PB   Would you say that we have no intuition of atoms, because of the nature of our language, which is a language of everyday objects?

Yes. Atoms are not part of everyday language; they are connected by specific definitions with concepts of ordinary language.

PB   By the self-consistent approach which you and Professor Prigogine and others have taken, with regard to relations between dynamics and thermodynamics, dissipative structures and biological systems, you are implying, in a sense, that all you can ever get is a self-consistent view of the world, rather than an Einsteinian one, which is almost a divine one. So it does connect up, doesn’t it? Could you talk a little about your recent work in this field?

What we try to do there is just to develop and to express in a precise formalism this complementarity between the thermodynamic or macroscopic aspect and the atomic one.

PB   You have introduced the observer in the loop?

Yes, surely. This is not the first time that this connection has been attempted, but one has always done it by introducing brute force, let us say, a statistical element, which is called ‘mixing’ in the jargon. It comes from Gibbs’s analogy – mixing milk and coffee and getting a homogeneous mixture, whereas one knows that the molecules are not at all homogeneously distributed. So the homogeneous aspect is macroscopic because we renounce a more detailed localization of the molecules, but only consider them from a distance, so to speak, and eliminate most of the parameters assigned to the individual molecules.

Now, that is a purely classical way of speaking, and it was good enough for classical statistics. But translating this into quantum theory is another thing. Von Neumann had tried it, and, one must say, had not actually succeeded. Localizing a quantum particle and introducing a momentum distribution at the same time – this gets you into conflict with the uncertainty relations. Of course, there are tricks. E. Wigner has introduced a very neat and elegant trick to get around that, but it is just a trick and does not give any satisfying solution.

Now, Prigogine’s idea was to consider infinite systems so as to get rid of the periodicity which is inherent in the mechanical behaviour of finite systems. If it is infinite, then the period becomes infinite also. So you consider only a stretch, so to speak, a necessarily finite stretch of an evolution, which has no end in the finite. You can even push away the beginning to minus infinity, if you like. Then, if you try to determine the asymptotic behaviour of such an infinite system, you do find that the phase relations are automatically eliminated from the asymptotic density function without any necessity of explicitly introducing a statistical element. The statistical element is there, of course, but it is contained, inherently, in the whole description, so that the mixing is produced by the system itself and not by any imposed coarse-graining. The coarse-graining is inherent in the behaviour of the system itself. This puts the complementarity on a similar footing to the complementarity of quantum mechanics, where also it is not our doing that there is this complementarity between position and momentum; it is a consequence of the existence of the quantum of action, the fact that the atoms are not able to interchange action except in multiples of a unit.

PB   How does this complementarity tie in, now, with irreversibility and time flow? For instance, Weizsäcker’s work introduces time on a very fundamental level. This seems very new in physics.

Yes, we realize that the mixing, which in Gibbs’s conception was the element producing this irreversible behaviour, occurs as a consequence of the dynamics of the system. The irreversibility which is a consequence of this mixing is inherent in the behaviour of the system – even in purely dynamical systems, in spite of the inherent reversibility of the microscopic behaviour.

PB   Because there are thresholds where order is possible?

Yes.

DP   Is it really possible to talk about microscopic behaviour without at the same time specifying some microscopic system to which it refers?

That’s a very involved question. When we describe atomic behaviour, we use a classical language, even if, or especially if, we speak of quantal behaviour of the atomic system. In this part of the description, the reversibility of time is included. But then, by this asymptotic process, we destroy the in variance of the equation with respect to time-reversal. So the microscopic description that we obtain no longer has the character of reversibility in time. That is done by what we call a projection. That is a most technical detail, and a very abstract thing. It corresponds (to try to put it in ordinary language) to the fact that we eliminate most of the parameters which describe the behaviour of the atomic system. We only keep those that we decide are directly observable. I say ‘we decide,’ because, after all, we can, if we like, observe an atom by using a gamma-ray microscope, or that kind of apparatus. That is perfectly permissible, in the logical sense, even though we cannot build such instruments. But in bubble chambers, at Geneva and other places, there is apparatus which actually shows us individual atomic processes.

PB   It’s interesting that we interpret the microscopic bubbles in terms of a path.

Yes, but we understand how this apparatus works.

PB   At least we can observe some atomic events.

Processes, yes. A bubble chamber picture is terribly complicated. Every bubble is a single experiment. But, then, thermodynamics is another mode of description that we have found useful (I’m becoming pragmatic again), and which consists in the elimination of most of the parameters and the retaining of only a sort of global effect which we call pressure, temperature, etc., which are averages over many atomic processes. Then we see that by coming from the atomic description to that new description by this elimination, we have also eliminated the in variance with respect to time-reversal.

DP   This break with symmetries, though, is a characteristic of the classical world in many cases. Do you think that this is always true, that somehow the symmetry has been broken by going from a system with a very large number of variables to one with just a few classical variables?

That is certainly true in this case; I don’t know how general it is. It is reasonable to expect that when we lose symmetries, we eliminate characteristics.

DP   Heisenberg has a theory in which he has a fundamental symmetrical law and the world breaks the symmetry of the law. In fact, this may be going to asymptotic states in which the symmetries, or the very fundamental particles, are all broken.

Yes, that may very well be. We are not that far yet.

DP   Do you think, in this way, that it may be possible to have a theory of relativity, of generalizing the gravitation by taking an asymptotic limit?

It may be that it will turn out like that, but we have no microscopic theories, so we can’t say anything about that.

The kind of irreversibility we get depends on the questions we ask. Usually we are interested in the future, and therefore we have this aspect of dissipation, the reversibility getting worse and worse. But we are also perfectly able to look to the past and make retrodictions, which are also statistical of course. We can ask what the probability is that the present microscopic state of the system has arisen from a given configuration. We can also formulate the theory so as to get retrodiction.

DP   Weizsäcker has said it is fundamentally not correct to use the term probability in this sense, that is, to speak of retrodictive probability.

PB They’re all future-oriented, because, in a sense, you are putting yourself back in that supposed initial condition. In its formal sense of use, he’s right, obviously.

Yes. He formulated that idea at a very early stage, in 1940 in a paper where he mentions that he received his inspiration from Gibbs. Gibbs says, if I may try to paraphrase his long and very complicated sentence, that in trying to make retrodictions about previous events, we are really able to disregard our knowledge of the probabilities of anterior events that have influenced those that we contemplate. I meant to mention only very trivial retrodictions, which we put ourselves in; the unrealistic situation of knowing nothing at all about the past of the system, which is of course never the case.

DP   There is a search for fundamental particles – partons, quarks – continually reinterpreting theory in terms of more particles. I was wondering to what extent this is a failure to get rid of classical ideas and the notion of a particle, even a psychological failure.

I think it is. I think the people doing the latest things in elementary particles are rather crude in their thinking. They are in danger of getting into a situation of infinite regress. If you introduce quarks, which must be very tightly bound together, what is then the field, or whatever, that binds them? And so you can go on indefinitely. So I think this is not a fruitful way to look at things.

PB   What about fundamental symmetries?

The fundamental symmetries give a very strong indication that those things that we call elementary particles are actually structures consisting of elements which can arrange themselves in different ways. But that does not mean that those elements can be compared to the crude idea that we have of particles bound together by forces of another kind. That would lead us to an impossible problem. But they may stick together in the way that Heisenberg contemplates, by self-interaction.


Paul Adrien Maurice Dirac

In one of C.P. Snow’s early novels a character in the scientific life of Cambridge is described as the successor of Newton. It can only be Paul Dirac (1902-). Like Newton before him Dirac has made contributions that are respected by his colleagues not only for their depth of insight and clarity but for the power and economy with which mathematics is brought to bear upon the problems of nature. Dirac’s scientific papers have the polished and balanced appearance of a sculpture by Brancusi.

While Heisenberg was discovering the principles of quantum mechanics in his Helgoland retreat, Erwin Schrödinger followed a different path to derive his wave mechanics of the atom. Dirac was able to show that the two theories were equivalent, and in the process provided quantum theory with a sound mathematical footing. His contributions in physics also include the quantum theory of matter and radiation, the prediction of the spin of the electron, and the existence of the positron as well as an attempt to form a marriage between quantum theory and the theory of relativity. He was awarded the Nobel Prize in 1933.

Professor Dirac has retired from his position as Lucasian Professor of Physics, the chair previously held by Isaac Newton, and is at present at the Institute of Advanced Studies at Miami, where he was interviewed. At first Professor Dirac seemed reticent about his achievements in physics. However, when the topic of beauty in physical theories was raised, Dirac began to speak with animation. In addition to commenting on the current status of theories of physics he touches on the large number hypothesis,’ which has occupied him in recent years. Dirac is concerned with the occurrence of large numerical constants in physical theories. Rather than ignore these numbers or ascribe the similarity of their values to mere coincidence Dirac has proposed that constants of nature are interrelated. The large value of certain of these constants, Dirac supposes, is connected with the age of the universe.

DP   Do you feel that there is the same excitement today in physics that there was in the twenties and thirties?

The problems are more difficult now and there is not the same hope of making rapid progress which there was in those days. Excitement is usually combined with the hope of making rapid progress, when any second-rate student can do really first-rate work. But the easier fundamental problems have by now all been worked out. Those that are left are very difficult to work on, and one doesn’t seem able to get the right basic ideas for handling them.

It is quite possible that they will require wholly new ideas. In fact it’s pretty certain they will; otherwise they would already have been thought up.

PB   But they will still be related to the existing development of theory in some sense at least.

Yes. The present theory must be an approximation to any improved theory which we get in the future.

DP   Some people we’ve spoken to seem to think it’s a matter for new experiments, particularly in elementary particle physics.

If the theorists are not good enough to solve it on their own, that’s what one has to do. It needs an Einstein, or someone like that. Einstein didn’t depend on new experiments to get his ideas.

DP   Do you feel that the progress in particle physics is fruitful?

It’s not really fundamental; it’s collecting a mass of information and one doesn’t know really how to get the basic ideas from it. Just like in the early 1920s one had a mass of spectroscopic information and it needed Heisenberg to find the real basis of a new theory from that wealth of material.

DP   Do you think a unification necessarily will have to include relativity?

I should think so, ultimately. Perhaps not gravitation in the first place; gravitation is rather separate from ordinary atomic physics and it plays very little role.

DP   It seems to be an insurmountable problem to most people: the quantization of relativity. It is something you have worked on.

One can deal with it up to a certain point, but one cannot complete the theory in a satisfactory way.

DP   Could you summarize your thinking on the large numbers hypothesis?

The large numbers hypothesis concerns certain dimensionless numbers. An example of a dimensionless number provided by nature is the ratio of the mass of the proton to the mass of the electron. There is another dimensionless number which connects Planck’s constant and the electronic charge. This number is about 137, quite independent of the units. When a dimensionless number like that turns up, a physicist thinks there must be some reason for it. Why should it be, well, 137, and not 256 or something quite different. At present one cannot set up a satisfactory reason for it, but still people believe that with future developments a reason will be found.

Now, there is another dimensionless number which is of importance. If you have an electron and a proton, the electric force between them is inversely proportional to the square of the distance; the gravitational force is also inversely proportional to the square of the distance; the ratio of those two forces does not depend on the distance. The ratio gives you a dimensionless number. That number is extremely large, about ten to the power thirty-nine. Of course it doesn’t depend on what units you’re using. It’s a number provided by nature and we should expect that a theory will some day provide a reason for it.

How could you possibly expect to get an explanation for such a large number? Well, you might connect it with another large number – the age of the universe. The universe has an age, because one observes that the spiral nebulae, the most distant objects in the sky, are all receding from us with a velocity proportional to their distance, and that means that at a certain time in the past, they were all extremely close to one another. The universe started quite small or perhaps even as a mathematical point, and there was a big explosion, and these objects were shot out. The ones that were shot out fastest are the ones that have gone the farthest from us. That explains the relationship (Hubble’s relationship) that the velocity of recession is proportional to the distance, and from the connection between the velocity of recession and the distance we get the age when the universe started off.

It’s called the big bang hypothesis. There is a definite age when the big bang occurred. The most recent observations give it to be about eighteen billion years ago.

Now, you might use some atomic unit of time instead of years; years is quite artificial, depending on our solar system. Take an atomic unit of time, express the age of the universe in this atomic unit, and you again get a number of about ten to the thirty-nine, roughly the same as the previous number.

Now, you might say, this is a remarkable coincidence. But it is rather hard to believe that. One feels that there must be some connection between these very large numbers, a connection which we cannot explain at present but which we shall be able to explain in the future when we have a better knowledge both of atomic theory and of cosmology.

Let us assume that these two numbers are connected. Now one of these numbers is not a constant. The age of the universe, of course, gets bigger and bigger as the universe gets older. So the other one must be increasing also in the same proportion. That means that the electric force compared with the gravitational force is not a constant, but is increasing proportionally to the age of the universe.

The most convenient way of describing this is to use atomic units, which make the electric force constant; then, referred to these atomic units, the gravitational force will be decreasing. The gravitational constant, usually denoted by G, when expressed in atomic units, is thus not a constant any more, but is decreasing inversely proportional to the age of the universe.

One would like to check this result by observation, but the effect is very small. However, one can hope that with observations that will be made within the next few years, it will be possible to check whether G is really varying or not. If it is varying, then we have the problem of fitting this varying G with our previous ideas of relativity. The ordinary Einstein theory demands that G shall be a constant. We thus have to modify it in some way. We don’t want to abandon it altogether because it is so successful.

I have proposed a way of modifying it which refers to two standards of length, one standard of length which is used in the Einstein equations, and another which is determined by observations with atomic apparatus. I should say that the idea of two standards of length and of G varying with time is not original. This sort of idea was first proposed by E. A. Milne about forty years ago. But he used different arguments from mine. His equations are in some respects similar to mine; in other respects there are differences. So this theory of mine is essentially a different theory from Milne’s, although based on some ideas which were first introduced by Milne. One should give Milne the credit for having the insight of thinking that perhaps the gravitational constant is not really constant at all. Nobody else had questioned that previously.

DP   This theory has an important consequence for the creation of matter.

Yes, the amount of particles – elementary particles, protons, and neutrons – in the universe is about ten to the seventy-eight, the square of the age of the universe. It seems again one should say that this is not a coincidence. There is some reason behind it, and therefore the number of particles in the universe will be increasing proportionally to the square of the age of the universe. Thus new matter must be continually created.

There was previously a theory of continuous creation of matter called the steady state cosmology, but this theory of mine is different because the steady state cosmology demands that G shall be a constant. Everything then has to be steady, and in particular G has to keep a steady value. Now, I want to have G varying, and I also want to have continuous creation. It’s possible to combine those two ideas and I’ve worked out some equations on possible models of the universe incorporating them.

PB   One of the consequences of your theory is that it rules out an expanding-contracting universe.

That is so, yes, because in the theory there will be a maximum size. This maximum size, expressed in atomic units, would give a large number which does not vary with the time. Now, I want all large numbers to be connected with the age of the universe so that they will all increase as the universe gets older. If you have a theory giving you a large number, of the order of ten to the thirty-nine, which is constant, you must rule out that theory.

PB   This implies a constantly expanding universe.

Yes. It must go on expanding forever. It can’t just turn around and contract, like many people believe.

PB   So that avoids the singularity at the end, so to speak.

Yes, that is avoided; there is just a singularity at the beginning.

PB   There seems to be, or at least it’s possible that one may observe such a thing as, a black hole, which is a theoretical consequence of general relativity. That is also a singularity, is it not?

It depends on what mathematical variables you use. It would be a very local singularity anyway, not a cosmological one.

PB   But it seems staggering to the imagination that the mass of the star is concentrating into a smaller and smaller volume. I know there are repulsive forces that can stop it at various stages, but finally, I understand, with a star that is perhaps five or ten times the mass of our sun, it need not stop.

That is what it seems, according to current theories.

PB   It is difficult to imagine such an object, but I suppose that is not a necessary condition for doing physics.

If you can find equations for it, that’s all the physicist really wants. It is quite likely that the laws will get modified under these extreme conditions; we’ll have to try to find out what the correct laws are.

PB   But they need not contradict physical theory, wouldn’t simply be modifications?

They would be modifications, modifications holding under extreme conditions.

DP   Would you comment on the divergences and infinities which occur in quantum field theory. Many think that they can be removed by renormalization. Is this your feeling?

It’s just a stop-gap procedure. There must be some fundamental change in our ideas, probably a change just as fundamental as the passage from Bohr’s orbit theory to quantum mechanics. When you get a number turning out to be infinite which ought to be finite, you should admit that there is something wrong with your equations, and not hope that you can get a good theory just by doctoring up that number.

DP   Some people have suggested that by introducing curved space you can get rid of these infinities, Abdus Salam for example.

I know that he is working on that idea, but I feel that with a good theory these infinities would never arise in the first place.

DP   The papers you produced have been universally considered beautiful. Were you guided by notions of beauty?

Very much so. One can’t just make random guesses. It’s a question of finding things that fit together very well. You’re solving a problem, it might be a crossword puzzle, and things don’t fit, and you conclude you’ve made some mistakes. Suddenly you think of corrections and everything fits. You feel great satisfaction. The beauty of the equations provided by nature is much stronger than that. It gives one a strong emotional reaction.

DP   Do you get this reaction from certain branches of modern physics today?

Not the renormalization theory, no!

PB   I have a question about the interpretation of equations. There are certain equations and certain theories where interpretations have been open to a great deal of discussion. It is not quite clear what’s really meant in non-mathematical terms; I’m thinking of the principle of complementarity.

Yes, there is an uncertainty in the interpretation. But I don’t feel it is too profitable to discuss the uncertainty because the basic equations themselves are uncertain, as I was trying to explain to you previously. If you don’t have very great confidence in the basic equations, then there’s not really much point in spending a lot of time on the interpretation of the equations, as you believe they will be superseded after a while in any case.

PB   I was thinking of the uncertainty relations themselves. Do you believe that these will be superseded?

It’s possible. You’d probably have to pay a price for it and give up some other cherished idea.

PB   The problem of observation and measurement seems to be important.

Yes, but you’re discussing these problems on the basis of our present theories, which are just, I believe, a transient phase of physics and will be superseded after maybe a few decades – or, well, one just doesn’t know when they will be superseded. It is rather as though one tried to build up a new philosophy on Bohr’s orbit theory. You might have gone a long way with it, but all that argument would have been completely valueless when Bohr’s orbit theory was superseded.

DP   If you were giving advice to young physicists today, which area would you suggest they look into?

I think perhaps they ought to avoid fundamental physics because all the worthwhile problems there have already been very thoroughly explored.

DP   I mean in the sense of which area you think the breakthrough will come in?

I don’t know.

DP   You’d be there if you knew, I guess.

Yes.

PB   Will it also depend on developments in mathematical theory?

That’s possible.

PB   In the 1920s the mathematics had to be partially invented as well, along with the experiments.

The basic mathematical ideas were known previously to the mathematicians. They knew about Hilbert space; they knew about spinors. They had never thought that these things would ever have any physical application.

PB   So it’s quite possible that some branches of mathematics already known contain useful approaches.

Yes. However, an enormous volume of mathematics exists, and to look for which part is going to be useful in the future is pretty hopeless.


Roger Penrose

Roger Penrose’s professional career began in pure mathematics. Born in Colchester, England, in 1931, he obtained a doctorate in mathematics from St John’s College, Cambridge. His interests turned to the study of space-time structure and he spent a number of years at several American universities before returning to England.

His contributions in theoretical physics reflect his mathematical background for he seems quite at home when moving through multidimensional spaces, projecting infinities, or dissecting hyperspheres. With his imaginative approaches he has established important theories on singularities in space-time which have bearing on the nature of black holes. His insights into the structure of space-time are a valuable addition to the understanding of the theory of relativity.

Penrose was interviewed by David Peat in London, where he held a professorship at Birkbeck College; he has since moved to the Rouse Ball Chair of Mathematics at Oxford. His discussions in this chapter range from an appraisal of relativity theory to an explanation of his attempts to probe the nature of space-time using spinors and twistors. When he touches on beauty in mathematics it is clear that he is talking about something which is very concrete for him. Roger Penrose’s hobby is the constructing ingenious mathematical puzzles and games. Those who have watched him in the process of constructing a mathematical theory realize that fun should never be the exclusive province of children.

Many people working on space-time structure accept the general theory of relativity or, at most, they are prepared to extend some aspect of the theory. Your own approach is more radical, for you are seeking a foundation for the properties of space and time.

I certainly think that one needs an explanation for the space and time that we see. In the first place one may reasonably ask to explain why it is we see just three space dimensions and just one time dimension. Many people would probably say that this is not a really meaningful question. I don’t like to take that point of view myself. I think that it is a question that should be completely answered. In order to explain this kind of thing, one has to develop the idea of space and time out of more primitive ideas. When I say ‘primitive’ I don’t necessarily mean that these will be ideas seeming more obvious to people; I mean they will be concepts more basic to the physics in some deep sense.

Perhaps I could mention one of the basic motivations for the whole thing. It is that one should ultimately try to get rid of the concept of continuum altogether in physics. There are really two basic places where the continuum comes into physical theory. The first and most obvious is in the structure of space and of time. There is apparently this continuum of space-time. The normal picture that one has is that between any two points one can find others and one can go on subdividing ad infinitum. No matter how small the region of space examined it essentially looks the same as it did before. When you think of it, this is really an absurd idea physically; you take a ruler twelve inches long and you cut it in half and you keep on doing this until you get down to the atoms and fundamental particles; so you try to slice them up. But we have no real reason to believe that space at that sort of level – if there is such a thing as a space at that level at all – is really like the space that we’re familiar with. So I think that one really should question this use of continuum.

There is one other place where the continuum comes into physical theory in a really essential way, and that is in quantum mechanics. Here one has the complex continuum, where there are square roots of negative numbers in addition to real numbers.

Could you explain exactly how this comes into quantum mechanics?

I suppose the superposition principle is really the best way of expressing that. In quantum mechanics, if you have two states, you are supposed to be able to form other states which are physically admissible, by making combinations of these two states. So you can say, for example, if state A is allowable and state B is allowable, then state A plus state B is also allowable. The thing is, in quantum mechanics, that you also have to allow complex combinations. You have to allow state A plus the square root of minus one times state B – that sort of thing. This may seem mysterious but it is very essential in the theory. The occurrence of interference depends on this. Also Schrödinger’s equation explicitly involves the square root of minus one. We would simply not get enough states to agree with observation if we were to use just real combinations.

So, we have this complex continuum arising in quantum mechanics and we have the real continuum arising in the structure of space-time. It always seemed to me that if we are going to get rid of the continuum in one place we have to get rid of it also in the other. So I tried to develop a theory where one builds up the idea of space and of quantum mechanics simultaneously, starting from combinatorial ideas – purely counting ideas to begin with. I always have had the feeling that counting and other combinatorial concepts are more likely to lie at the root of physics than concepts which depend on the idea of the continuum.

So as well as building up space and time from something more primitive you’re trying to get rid of the continuum. As I recall, you chose, as your primitive objects, spinors. A spinor, which has a binary- or two-valuedness, is used in the mathematical description of the electron, but also has a fundamental place in relativity theory.

The point is that spinors can be regarded as basic building-blocks. They are more primitive than vectors or tensors, you see. Vectors and tensors are used in many branches of physics and are quite familiar objects. Now a spinor is, in a certain sense, a square root of a vector. So we can go one step further and build up vectors and tensors out of these spinors. Once you have got the idea of spinors (and you really need spinors in order to describe electrons) they provide the additional advantage of having a certain universality, so that you can build the other objects out of them.

Your first model of space used networks of spinors, didn’t it?

The basic idea in that model was to use the concept of spin or angular momentum as the primitive physical concept. You do not initially have the concept of a space in the model.

We can consider two particles, for instance, each particle having a definite value for its spin. If these two particles combine into a single object, that object will have another value for its spin. These values, according to quantum mechanics, must be integral multiples of a basic unit, ½ħ, the spin of the electron. The rules that are satisfied by spin can be put into a purely combinatorial form. This was really the first step, and it is essentially a matter of rewriting the standard formalism. The second step is then to try to use these combinatorial rules to build up an idea of space. Basically the question is how you define, from these purely combinatorial ideas, what you mean by a direction in space. You have no space to begin with, so you cannot say that an object is spinning in a certain direction. What you can do, however, is take another object and try to define the angle between the spin axes of the two objects. Each object could be some conglomeration of particles which together form some system of a well-defined total spin. Then you can define this angle in terms of certain formalized experiments, the results of which can be treated according to a purely combinatorial calculus. Thus, having a concept of angle between spinning bodies, you can use the concept to build up the idea of physical space.

In this particular model you build up the concept of a three-dimensional Euclidean space, although strictly speaking this is not Euclidean space, but merely the directions in Euclidean space. All you can get from this model is the directions.

Is it mathematically possible to build up space with the notions of distance from two-valued objects, for example spinors?

I don’t see why not. This particular scheme of mine did not lead to the concept of distance, but it was clear that it was not going to by the way that it was set up. My later ideas are meant to take this into account. But also they are meant to do several other things all at once, so they do not just introduce distance. In particular, I had to make the scheme fit in with the ideas of relativity.

The primitive object in the first theory was a spinor, but now you have developed a new mathematical object, a twistor. Could you explain what a twistor is, briefly?

The idea of a twistor is, as the name is supposed to suggest, a type of generalization of a spinor. It is, in fact, a type of spinor really, but not an ordinary space-time spinor. The motivation for developing the twistor theory was partly to improve on this model that I have just been describing in order to build up not only distances but also a proper relativistic space-time.

In the case of a spinor, one can make a physical correspondence – the spin of the electron – to the mathematical object. Is there a physical representation of a twistor?

You can get a picture of a twistor in physical terms, namely, as a particle of zero rest-mass, like a photon, or presumably a neutrino, which moves at the speed of light. If you count up the number of degrees of freedom for such a particle, including its spin, polarization, and location as well as its momentum, you find they are eight in number. These eight degrees of freedom can be conveniently represented mathematically as four complex degrees of freedom. One of the basic ideas in twistor theory is that the complex numbers, which as I mentioned arise naturally in quantum mechanics, appear in the theory right in the beginning. Here one describes space-time ideas, also, using complex numbers. So instead of describing our massless particles by means of an eight-real-dimensional abstract space (as I might have done had I chosen to) I use an equivalent four-complex-dimensional space. This space is not the space we live in. That is to say a point in this space does not represent a point of the space we live in, but it represents the entire history of one of these zero-rest-mass free particles.

To most people, the point is the most primitive geometric concept: but in your theory it is a line.

That’s right, because the normal picture of a zero-rest-mass particle, if you think in space-time terms, would be a straight line, for example a light ray. Strictly, for a spinning particle, the straight-line picture is not quite adequate but should be replaced by one of a certain twisting configuration. But let’s not worry about that refinement.

This four-dimensional complex space can be related to our familiar space-time, and this complex space is built essentially out of lines rather than points.

That is one way of looking at it. You don’t have points as the primitive concepts, you have these twistors, or, as you say, lines of zero-mass particles. If you wanted to find a point, you could do it, but you would have to go to a second step in the theory.

General relativity prescribes the geodesies, or paths the particles will travel on; gravitational forces appear as curvature of these paths. How does this aspect of curvature arise in your complex space?

The twistor theory fits in very nicely with special relativity concepts, but at first you meet with stumbling-blocks if you want to fit twistor theory in with general relativity concepts. I think it does lead to some interesting points of view to do with the nature of space-time curvature but I think it would be rather difficult to explain. In fact, it turns out that twistor theory seems to fit in better with quantum ideas of curvature than with classical ones.

One of the basic original motivations of twistor theory always was to try to make the quantum mechanics and the space-time geometry fit together in a much more intimate way; recall the use of complex numbers right at the beginning for the space-time descriptions.

Some people who try to join quantum theory and relativity use ordinary ideas of continuous space-time and apply quantum ideas only to the concept of distance between points, but you are doing something rather different.

It certainly is not just doing that, that’s quite right. One of the basic things is to get rid of the concept of point as the most primitive concept. When you try to fit general relativity into this scheme you find that you are almost forced to think of it in quantum mechanical terms rather than as classical general relativity. Perhaps I should not say it quite so strongly, because there are more recent points of view which suggest that perhaps classical general relativity can also be fitted into twistor theory more clearly than I had thought previously. But there is the suggestion that it’s very much a quantum general relativity which arises naturally in twistor theory. One of the things that happens once you have general relativity and quantum mechanics coming together in twistor theory is that the points in space cease to have precise meaning – they become smeared. Thus you don’t even have points to have distances between. You develop quite different ideas of the basic space concepts.

So that, in a sense, space is built in a quantum mechanical way. Would it be true to say that?

That would be the idea, yes. But the theory is still in a somewhat preliminary stage.

I think it’s interesting that we have difficulty speaking about this. This may reflect the fundamental level at which you’re working, or the present incompleteness of the theory. Do you feel that it would be easier to speak about it if the theory was complete, or is it of necessity difficult to speak about things like this?

I think it’s difficult anyway. One doesn’t know where the theory is leading; it may lead to a very simple concept that could be said in a few words. But on the whole it tends to involve ideas which are not easy to express, mathematical ideas which are not very familiar to most people.

Including physicists?

I think so.

Would it be true to say that you have begun a program which attempts to find a foundation for relativity theory within quantum theory?

To some extent that’s true. It is really a new way of combining quantum mechanics and relativity. In the first instance, it’s a reformulation of existing theory. Much of what I do in this connection is simply rewriting established theory in a completely different language. At first sight, you might think that you’re not doing anything new, but different things suggest themselves, and when you get stuck the mathematics guides you. You have to think of how to express certain ideas which you take from conventional theory and you hit on a certain formula which describes these ideas. Then this formula allows generalizations in certain very natural ways, whereas the old formalism wouldn’t have suggested that at all. So, very often, although a reformulation is doing nothing more than re-expressing the same physical content in a different language, you find that it leads to something very different. The suggestions as to where to go next can be completely different from the ones in the old language.

You are beginning with a different philosophy, a different view of space-time and matter. Conventional quantum theory involves elementary particles which are beginning to look less elementary because they can always be split up. You have quite a different concept of a particle.

Perhaps I should make the point that in twistor theory, although I’ve been speaking about a twistor as though it were a zero-rest-mass particle, in fact it is really more like the square root of a zero-rest-mass particle. Twistors are definitely not to be identified with actual physical particles. This leads to a new way of looking at actual particles as entities built up from something more primitive, namely from the twistors themselves.

I was speaking about zero-rest-mass particles; for them a one-twistor description will suffice, but there are other kinds of particles in nature. In fact, the particles we’re most familiar with are not of zero rest-mass. They are massive particles, and for massive particles a description in terms of two or more twistors is necessary. There are certain very simple particles called leptons – these include electrons, positrons, and μ – mesons – and my present view is that a two-twistor description is appropriate for them. The internally more complicated hadrons, such as protons, neutrons, and π-mesons, would require a three-twistor description at least. Now in ordinary theory we can talk about particles which are built up of other particles, such as quarks or partons, but these are still always particles of a kind. In twistor theory, however, the components of the particles are not particles but twistors. In fact, it is really rather misleading to refer to particles as composed of twistors; the difference lies in the way twistors are used. Their role is more like the role of points in conventional theory. And you don’t normally talk about particles being composed of points. The points are what you describe the particles in terms of. Similarly, in twistor theory, particles are to be described in terms of a certain number of twistors rather than being thought of as composed of these twistors.

In addition to having a theory which explains elementary particles, do you also explain their interactions in a unified way?

That is the intention. All interactions, according to the twistor point of view, would ultimately find expression in terms of basic interchanges of twistors, although that’s perhaps a slightly simple-minded way of looking at it.

The new theory you are developing begins with twistors, mathematical representations of zero-rest-mass particles. A theory which involves only massless objects has a very special symmetry or invariance, doesn’t it?

Since in twistor theory one starts from zero rest-mass rather than finite rest-mass, one is led to consider conformal invariance. This is a type of invariance which is broader than the invariance in special relativity, where you just consider observers in uniform motion to be equivalent to each other. Suppose we envisage only zero-rest-mass particles or zero-rest-mass fields; take photons as an example – these are particles of light. If you consider light on its own, without any other particles, you are talking about the electromagnetic field and this has a larger invariance group than the invariance of special relativity. Perhaps the easiest way to describe this conformal invariance is to note that what photons don’t have is a scale. You can imagine the space-time to be altered by a rescaling at each point. As far as the photons are concerned, nothing has been altered. This would not be true of massive particles.

Perhaps a good illustration, in two dimensions, would be to imagine the changes in geometry of the surface of a balloon as you inflate it.

Yes. You can blow up the balloon uniformly until it’s twice as big, or non-uniformly, so that some parts of it stretch more than other parts. Suppose there’s a little circle drawn on the balloon: If it gets stretched into an elliptical shape, that’s not a conformal transformation. If the circle remains a circle, that is a conformal transformation.

In two dimensions, the circle must remain a circle when stretched. Now you deal with stretchings in space-time and the extension of that circle would be the light radiating through space and in time, the so-called light cone.

That’s right. Instead of talking about little circles what you talk about are light cones. You can imagine the space being stretched at different points by different amounts, but the stretching has to be isotropic; that is to say, so that the light-cone structure is preserved.

So if your space is filled only with a massless field, i.e. light, then it will be conformally invariant and not possess any scale.

You conformally stretch your space by different amounts at different points and the electromagnetic theory is insensitive to such transformations so there’s no way of telling what the local scale is purely by electromagnetic means. There is no way of telling distance.

The twistor theory is based, in the first instance, essentially on this type of geometry, which is insensitive to the stretchings; the concept of distance is not put in right at the beginning. That is, you can put the distances in, there’s no problem in doing it, but the theory most easily describes these conformally invariant ideas. So, things like electromagnetism, i.e. photons and massless neutrinos, are described very naturally in the theory. Things which involve mass and the breaking of conformal symmetry, though they can be put into the theory, don’t fit into it at quite the same basic level as do the conformally invariant ideas. Gravitation theory, I should say, is not a conformally invariant theory, although it has many conformally invariant aspects, and is, in fact, more conformally invariant than one might have thought.

Has this breaking of conformal invariance something to do with interaction?

Yes, I should think that’s fair. The gravitational self-interaction, if you like, where gravitation acts on itself, is not conformally invariant. It is sensitive to the scale.

You could have self-interacting theories which are conformally invariant, and those which are not. There’s the so-called massless ϕ4 theory which is conformally invariant, a self-interacting theory which has a very special interaction. On the other hand you can have self-interacting theories, such as Einstein’s gravitation theory, which are not conformally invariant, where there’s a scale built into the theory.

Now conformal invariance can be removed by certain self-interactions, but the massive particles also break conformal invariance. Do you view mass as produced by the self-interaction of massless objects?

I think one would regard mass more as a result of the interactions of a particle with all ‘kinds of particles including itself.

When quantum mechanics first treated the electron, it was interpreted as a particle moving at the speed of light but ‘jitterbugging’ about so its average motion in any direction was much slower. Is there any connection here with your ideas?

I used to think so, for whenever you observe the velocity of an electron, you find it’s the speed of light. The electron can be sitting there not seeming to be going at the speed of light because its jiggling around all the time. You can decompose the wave function for the electron so that it appears as two particles, one flipping into the other and back, and so forth. But, certainly, it would be inaccurate simply to think of this particle jiggling around like that. It’s inaccurate for the same reason that all these pictures of point particles are inaccurate.

Could I ask, when you’re working on these things, which sound incredibly abstract (the square roots of particles, etc.), do you actually work in a visual sense?

Very much. There are so many things that can be interpreted in geometrical ways, even though they’re not geometrical things to begin with. The geometrical mode of thought is a very powerful one. Some people may not agree, and I wouldn’t want to claim that one way is necessarily better than another, but it is often very helpful to put a problem, which may not be initially a geometric one, into geometrical language and visualize what’s going on. You can often circumvent a great deal of complicated calculations by means of simple pictures.

So although it sounds so abstract to me, you, in fact, have very real pictures.

Yes, apparently concrete pictures. But they are the translations of translations of translations of concepts which may be quite different from the pictures that one ends up with.

What is aesthetics in mathematics and how does it play a role?

I think it’s not essentially different from aesthetics in art. It is a feeling for the beauty of the subject and for such qualities as simplicity, universality, and elegance. I think that one’s aesthetic judgments in mathematics are very similar to those in the arts. But in mathematics aesthetics is not only an end in itself, but it is also a means. In solving a problem it often turns out that the direct approach – just slugging away, sorting it out – will not get you anywhere, unless you know how to solve it anyway. If you want to find a new way of solving a problem, you must feel your way around, in a sense, and look for pleasing and aesthetically attractive solutions. So in that way aesthetics can be a means towards solving a problem, rather than an end in itself. Of course, it is an end too: one really studies the subject of mathematics mainly for its beauty!

But relativity isn’t quite mathematics; it’s also part of physics.

Of course. But when you approach relativity from the mathematical point of view these aesthetic criteria are important. Of course, you also want to explain what’s going on in nature, and aesthetics comes in there too, because an explanation tends to be successful only if it’s pleasing as well.

I wouldn’t like to say that the aesthetics are really the only thing in relativity. The subject certainly has a great aesthetic appeal, but any theory must stand or fall by experimental tests. There’s no doubt that if experiments did turn against it, the theory would have to be thrown out. It can’t survive as a physical theory by aesthetics alone.


John Archibald Wheeler

John Wheeler is a physicist whose mind has the combination of inventiveness and independence that seems so characteristic of American men of talent. Born in Florida in 1911, Wheeler studied with two of the greatest men of science, Albert Einstein and Niels Bohr. Those who knew Bohr say that Wheeler’s combination of courteous attention and encouragement to others, no matter if they are established scientists or students at the start of a career, is a reflection of his teacher.

In addition to making contributions in the fields of nuclear physics, atomic structure, and relativity theory John Wheeler has encouraged a generation of young scientists to become independent and creative thinkers. A conversation with Wheeler, or the hearing of one of his lectures, is an exhilarating and entertaining experience. Ideas and examples follow one another until, by a masterly sleight of mind, they condense into a coherent picture and a hint at a theory to come. Wheeler has never been afraid to take his ideas to their theoretical conclusions or to probe the fantastic and imaginative theoretical aspects of our universe. It is perhaps not surprising that on the occasion of his sixtieth birthday he was presented by fellow scientists with a copy of Alice in Wonderland.

A few years ago John Wheeler took the courageous step of abandoning geometrodynamics, the approach to relativity theory which had occupied him for many years. In its place he could not yet put an idea, but simply the ‘idea for an idea.’ After our interview he told us that he looked forward to the years ahead. He would begin again and explore new scientific paths: there would be so much to discover and much to learn.

DP   I’d like to begin by recalling the title of a book you wrote, Einstein’s Vision. Einstein and Bohr are two great historical figures behind science today.

Could you tell us, first of all, what you feel Einstein’s vision to be, and how it has been reflected in your own work?

Einstein’s vision really goes back to the earlier days of William Kingdon Clifford, who proposed that a particle is nothing else but a kind of hill in the geometry of space. When a particle moves from one place to another, it’s just as if a hill in the geometry of space, or a wave on the surface of water, moved from one location to another. It was impossible to do anything with an idea so abstract and ethereal until the time came for Einstein’s theory of gravity. Now gravity was reduced in its explanation to nothing else but the curvature of the space caused by the sun or any other centre of attraction. With this geometrical picture of gravitation, the door was opened to a much deeper understanding of what goes on, and somehow this genie, which had been introduced solely as a kind of slave to carry force from one mass to another, took on a life of its own. Geometry acquired degrees of freedom of its own; the universe, made up of a kind of curved-up sphere of geometry, turned out not to be able to sit statically, quiet, but was forced to be dynamic. This was so preposterous that Einstein himself, who had brought this genie into being following these earlier free views of Clifford, tried to cork the genie back up in the bottle by introducing some new term that would prevent the universe from being dynamic and expanding. He called it a cosmological term.

Then, twelve years later, Edwin Hubble, the great astronomer, showed that indeed the universe is expanding. This, then, is the greatest, most preposterous prediction that physics has ever made in any time past, confirmed – fantastic evidence of the predicting power of the human mind. To think of this geometry as not only the framework of the universe, but as even supplying the ‘hills’ that Clifford had talked about, that today is still an unrealized dream. But it’s an attractive dream, and part of what I called Einstein’s vision.

DP   Einstein really did not have much success in reducing matter to geometry. Matter and gravity coexist in a rather uncomfortable way in his theory. Your own work has been directed to removing matter completely into geometry.

I was trying every possible lead that I could see open, to pursue further this great dream of Clifford and Einstein; to visualize matter as in some way built out of geometry. The new feature that came on the scene in my own thinking, as contrasted with that earlier work, was the quantum principle. One could say, in fact, that the relativity principle of Einstein and the quantum principle of Niels Bohr are the two overarching principles of the physics of the twentieth century, and without taking both into account one can well believe he can account for nothing.

This quantum principle says that geometry, far from being smooth at very small distances, is instead like the surface of the ocean, which may look smooth to an aviator miles above it, but is seen to be covered with waves as he comes down a few hundred feet above the surface. Then, if he is precipitated into a lifeboat floating on the surface, he sees even those waves breaking into foam, in the same way that at small distances, by the quantum theory, space is predicted to have irregularities in its structure, so that if one gets down to sufficiently small distances the irregularities become so gigantic that it’s like the foam on the surface of the ocean from the waves breaking. Space is built of a kind of foam-like structure.

Now this really reverses one’s view of where particles fit into the scheme of things. Before this time, one thought of particles in space as really important and the space around as relatively unimportant. But now we come to realize that the amount of disturbance that’s going on everywhere in space all the time is so great compared to the extra disturbance which a particle makes by being there that it’s quite wrong to think of particles as the natural starting-point for the description of nature. You and I look at the sky and we see this and that puffy white cloud floating here and there; the clouds look like the only thing that’s important. Yet when we go to study in more detail, we realize that the water vapour in the clouds is a thousand times more tenuous than the air, and that the proper starting-point for the description of the sky is not the clouds but the physics of the air. In the same way, the proper starting-point for the description of particles is all this activity, all the time and everywhere, throughout space.

DP   When Newton proposed his ideas of absolute space, they were criticized by Leibniz in letters to Samuel Clarke. Leibniz conceived of space in a relational sense as defined by material bodies. Has Leibniz’s idea been completely abandoned with this new fundamental conception of space and geometry?

Of course this idea of Leibniz – that in some sense space is not a thing in itself but is a way in which we summarize our knowledge of the relationships between objects – is really, in one sense, played out in mathematical detail in Einstein’s already existing theory of relativity. That is to say, in Einstein’s theory the geometry is not something which goes its own merry way, but something which is governed in its curvature and its constitution by the location of energy. Where there’s energy, space is curved more. In this sense, we have really a relativity: we have a picture of geometry as tied to the location of matter. However, we are certainly not assuming anything like the Newtonian picture – that space is, so to speak, a God-given perfection standing high above the battles of matter and energy – but that space is itself a dynamic participant in the world of physics.

It’s quite a marvellous thing how, in all the long history of mankind, the dream has always been held alight by one or another great thinker that somehow we’ll manage to reduce all of existence to a mathematical expression in some very deep and marvellous and beautiful sense. Einstein’s picture of geometry has been able to carry us towards this vision: that not only space is geometry, but also matter is geometry. I, myself, today, don’t believe that it’s a sound principle to think of space as the ultimate building material. I think it’s not simple enough, and at the same time not complex enough. It’s not primitive enough. But right now the more natural thing to do, I think, is to celebrate how absolutely wonderful it is, and how far it’s carried us – this idea of interpreting gravitation as simply curvature of empty space. It’s preposterous! The only thing that could be more preposterous is how successful it’s been!

PB   Do you believe that this approach eliminates man? Are you trying to find, or was Einstein trying to find, a description of the universe, shall we say, from outside, that excludes man? It looks as if one is trying to find a perspective which one properly associates with another sort of being.

The one reason above all others that Einstein could never bring himself to accept quantum theory, which he himself had done so much to bring into the world, was his feeling that somehow it denied the existence of an objective world; somehow it seemed to make what happens in the world depend upon we who observe it. This seemed to Einstein in contradiction to the objective spirit of science which we’ve all thought about for so long. In this sense, Einstein was really seeking an objective description of nature, if you want to call it that, one in which man’s part in bringing about what happens is put aside. He really did object to anything that was not objective.

I can remember, myself, trying to persuade him of the correctness of the quantum principle when one of my students, Richard Feynman, had come up with a still newer and simpler way of seeing the content of it. After spending twenty minutes speaking about it to Einstein, and saying how marvellous it was, and asking ‘do you not agree, Professor Einstein, that this makes it much more reasonable to accept the quantum principle?’ he laughed and said that he had earned the right to make his mistakes, and that he could not believe that God plays dice. In this he was referring to the fact that in the quantum principle we’re instructed that the actual act of making an observation changes what it is that one looks at. To me, this is a perfectly marvellous feature of nature. We had this old idea, that there was the universe out there, and here is me, the observer, safely protected from the universe by a six-inch slab of plate glass. Now we learn from the quantum world that even to observe so minuscule an object as an electron we have to shatter that plate glass; we have to reach in there; we have to put some equipment there and we ourselves have to decide whether we’re going to put there something that will measure the position of that particle or something that will measure its velocity, and according to which we do, the future of that electron is changed. So the old word observer simply has to be crossed off the books, and we must put in the new word participator. In this way we’ve come to realize that the universe is a participatory universe. The question very much on our minds these days is whether this participatory character of the universe extends much farther than that. Is this just the tip of the iceberg that we’ve seen at this stage in physics? Is it conceivable that, in order to make sense out of the mysteries ahead, we’ll find ourselves forced to recognize the participatory character of the universe in a much deeper way than we now see.

I must say that for my own point of view the biggest single issue that is driving us into these problems is not anything that we’ve talked of so far, but is instead this prediction that the universe is slowing down in its expansion, which we now know from the most compelling observational evidence. Einstein’s theory predicts that that expansion will proceed, the universe will reach a maximum dimension, then it will start contracting and undergo complete gravitational collapse. All the laws of physics that we have are based on the idea that we have a space and time in which a law can live and move and have its existence, but when the universe collapses, the whole framework for every existing law of physics collapses. So we have this preposterous situation that a law of physics predicts that the universe will collapse to a point where the laws of physics no longer hold true. Yet all of us feel that physics is that which has truth and substance beyond all superficial changes in the surface of reality. So how are we to reconcile these two horns of the dilemma: physics goes on and physics comes to a halt. I don’t know of any crisis in any branch of science in all of human history which is more full of consequences for our understanding of man and his place in the world and the universe than this crisis of gravitational collapse.

PB   The universe is to end, space-time to collapse, and the laws of physics to cease. Time seems to have entered the discussion in a new way. This time seems almost extraneous to the theory.

This concept of time enters in a most interesting way, and perhaps one really ought to say a word on the side about the way in which our picture of physics becomes continuously more abstract. There was the view of the ancients that the sun goes around in the sky, and that developed into the Copernican picture with the earth going around the sun. Then Kepler told us that it wasn’t circle upon circle, but rather an ellipse. That opened the door to Newton, who told us not to look at the shape of the orbit at all, whether it was a circle or an ellipse, but to look at the law of force, the inverse square law of gravity. In the intervening years, we’ve worked up to three or four more levels of abstraction above that. We think of the track of a particle moving through space as governed by a law, but a law which, in some strange sense, makes that particle follow the best of all possible paths. We have something we call the action, and the particle moves on a track of so-called least action. But we ask: how does a particle have sense enough to compare that track with another track? Then we come to the world of the quantum principle, and it tells us that the particle, or whatever it is we’re talking about, moving in this orbit is really described by a wave, and the wave really follows all possible tracks; it smells out which is the best. It’s in this way that the strange feature comes about, that the motion is as we see it.

In pursuing these thoughts even further we come to a level of abstraction in talking about the dynamics of geometry where we say: ‘Look, we talk about a particle moving in space. Nobody can keep us from also asking – what does space have for its arena, in which it moves?’ We’ve come to realize there is a dynamical object we call super-space, a framework. It’s not itself dynamic; it’s a framework for the dynamics of space. When we look at what goes on from this point of view, we come to see that the idea of time is not a primordial idea; it’s a derived idea. It’s even an approximate derived idea; it’s not an exact idea. The development of geometry with time, the development of space with time, is only a deterministic way of talking. But in the real world, the quantum world, no such completely deterministic principle or way of talking can be right. There are different tracks, if you will, that the dynamics of geometry can take in super-space, and when one comes to talk of what goes on in these terms, then the very idea of time has to be given up, and with it the idea of ‘before’ and ‘after.’ They lose their meaning. They’re good only at distances of everyday magnitude, but they are not correct ideas down at the very small level of distances that we think of in this foam-like structure of fluctuations in geometry.

As we pursue the task of understanding our physical world at one level and another, coming to these successive levels of abstractness, we realize that many of the ideas that we take for granted should not be taken for granted, any more than the solidity of matter should be taken for granted. Today nobody would argue that matter is solid. Even though it looks so solid from an everyday point of view, we know that it’s primarily the space between moving particles and nothing more. And we’re not any more doubtful about the reality of the world for that; the world is just as real as ever. When we talk about time and space as being approximate ideas, we recognize that for everyday purposes they’re just as good as they ever were. But if we’re looking, as we all surely are, for an explanation of how this physical world is put together, we must be prepared to step to points of view that are still more abstract. We don’t know yet in what direction, but we are very much reminded of the words of Sir James Jeans some years ago: ‘God is a mathematician.’ He was only jokingly referring to the idea that there should be some magic scheme of mathematics in terms of which we can understand all the things in the physical world. It’s even conceivable that that branch of mathematics is on deck right now today, just as when Einstein came on the scene with his ideas of curved space geometry.

There had been before Einstein the great geometer B. Riemann, who had come up with the idea that the geometry of space is not God-given, but is part of the world of physics. In the period since 1930 there has been a revolutionary development in the world of mathematics and in the world of logic, the very heart and core of the world of mathematics, associated with the names of Kurt Gödel and Paul Cohen. They’ve shown that things one previously thought to be taken for granted cannot be taken for granted in the world of logic. At the same time, they’ve emphasized that logic is the only branch of mathematics that has the power to think about itself. This magic feature may be the indication that in logic we must look for the branch of mathematics out of which, in some as yet unconceived way, the physical world is somehow constructed, as Einstein and Clifford could dream of everything being constructed out of geometry. Their marvellous idea, which kept alight the dream of the Greeks, that somehow this is a world of mathematics, has allowed us to delve to greater depth than ever before. Now, with gravitational collapse, we see that that’s not enough, that there must be something beyond, something deeper: a point of view in which collapse is no longer such a catastrophe as it seems today, when geometry is everything. In the past, of course, we’ve never been quite clever enough to see into nature. We’ve had many a hard knock along the way that’s driven this quantum idea into our heads, against the greatest difficulties of us all in understanding it. It’s quite conceivable that we shall have to have many additional knocks before we get these new things into our heads, but to me the opposite is also conceivable. One could imagine a gigantic chasm in the landscape, the depth of which is so great that no one is ever going to be able to clamber down the cliff and get across it and get up the other side. Only someone who runs fast enough, is daring enough, and can leap the chasm at one jump will get across. It could be that the mathematics is there just waiting for us to seize it, and to realize how we can make the jump.

Leibniz put the question so beautifully long ago: why is there something rather than nothing? Imagine that we take the carpet up in this room, and lay down on the floor a big sheet of paper and rule it off in one-foot squares. Then I get down and write in one square my best set of equations for the universe, and you get down and write yours, and we get the people we respect the most to write down their equations, till we have all the squares filled. We’ve worked our way to the door of the room. We wave our magic wand and give the command to those equations to put on wings and fly. Not one of them will fly. Yet there is some magic in this universe of ours, so that with the birds and the flowers and the trees and the sky it flies! What compelling feature about the equations that are behind the universe is there that makes them put on wings and fly? It must be some unique branch of mathematics, which, once it came to us, would strike us as so simple! We would say ‘why didn’t we think of that before?’ If I had to produce a slogan for the search I see ahead of us, it would read like this: that we shall first understand how simple the universe is when we realize how strange it is.

DP   Certainly we have developed an approach, in this century, in which man’s thinking about the universe is formalized; physics is axiomatized and mathematics is reduced to logic. But you seem to be saying something more: that the universe itself is constructed according to the same plan. Is this an intuition, a compulsion, or a philosophy on your part?

When I bring up the world of logic, it is not to say the obvious – that nobody can talk about these things who doesn’t pursue logical odds. That, certainly, we must accept and agree upon. Under those circumstances, of course, the propositions which form the part of the logical discussion are propositions about something, e.g. ‘statement about A is true and therefore B is true.’ No, it’s not in that sense that I’m talking about logic. I’m talking about logic in the sense of the nuts and bolts, if you will, out of which the world is made, just as Einstein and Clifford were talking about geometry as the magic building material out of which the world was made. That seemed an absolutely preposterous idea in their times. How can you make something out of nothing? How can you make physics out of nothingness? Yet the fact we were able to pursue it so far showed that it wasn’t nonsense. And here we are now.

When in 1722 Daniel Bernouilli proposed that such things as heat and thermodynamics and temperature all go back to the chaotic motion of individual molecules, the notion seemed absolutely preposterous. Of course today we know that if we have very large numbers of things, we find in them strange new features that we never see in the individual thing. In the same way, when we have a proposition in a book on logic that is short and brief, we make out its meaning perfectly straightforwardly. If, however, we think of a proposition which is extremely long, which takes three feet of type to write out, and if we think not only of one such proposition but of large numbers of them (and I refer to propositions written in the everyday standard language of logic), we have great difficulty making any sense out of it; just as it’s most difficult to make much sense out of the collision of thirteen particles in mechanics. It’s beyond the powers of any simple computer to deal with. Yet, somehow, when we get to this business of very large numbers of particles, things once again become simple. And we can ask ourselves when we get to very long propositions and very large numbers of propositions whether we shall find in the statistics of such objects a feature or features which we can identify with the things of our everyday physical world. Let me hasten to say that I’m not talking here about an idea; I’m talking about an idea for an idea. We’re so far today from having the least notion how to proceed in this region! The primary points I would like to suggest are only these: that the world of mathematics itself should have the tools that we need to understand the world of physics, and in this world of physics nothing that we have so far stands up to the crisis of gravitational collapse, so far as we can see.

Every law can be transcended. We think of a piece of wood as a fossil from a photochemical reaction in a tree twenty million years ago, and yet we know that if we subject it to fire, all the molecules will be reconstituted into new molecules. We think of a steel watchband as composed of iron nuclei which are fossils from the thermonuclear reaction in a star at ten or twenty million degrees of temperature some billions of years ago, and yet we know that if we get to sufficiently intense conditions like those once again we can reconstitute this iron and make it into new elements. The crisis of collapse raises in our minds the question: are the elementary particles themselves fossils from a still more violent event and still higher temperature conditions and still greater densities at the very earliest time of the universe itself? And not only the particles, but even the laws of physics? One used to think, in the world of chemistry, that the laws of valence were vital, enduring laws. Then one learned that if one goes to sufficiently high temperatures or sufficiently high pressures, the concepts of valence fall down.

One by one our laws of physics have this property: that as we pursue them further they seem like approximations. First we work to a level where we can bring things under the rule of law, and then we work for conditions sufficiently extreme that we can show that that law fails, as with the law of constancy of atomic nuclei which failed when we got to radioactivity. Now we’re talking of the most violent set of conditions that we have ever been able to conceive – the conditions at the end or the beginning of the universe itself, when, to our view, everything is reconstituted, not only the particles, but, one can imagine, even the laws of physics themselves.

PB   What kind of beauty do you see in the laws of physics?

The beauty in the laws of physics is the fantastic simplicity that they have. No man who wants to give a woman something that is a token of eternal fidelity does better than give her a diamond. That diamond is characterized by the marvellous constancy of the angles between the crystal planes, the great perfection. Yet if one heats that diamond up to sufficiently high temperatures it becomes vapour and the crystal planes are lost. In that same sense, we think of the laws of physics as beautiful, yet also valid only in a certain range of conditions. As we pursue the search, we come to have a new idea of beauty, and yet it’s a strange kind of beauty because we haven’t seen it yet. What is the ultimate mathematical machinery behind it all? That’s surely the most beautiful of all!

DP   Is this ultimate machinery the quantum principle?

I would think of the quantum principle as emerging from it, rather than being added to it. One of the truly decisive features that leads one to question the geometro-dynamic picture of the universe, going back to Clifford and Einstein, is the fact that in it one has the geometry as created by God on day one, so to speak, and then on day two God comes along with the quantum principle and adds it on to this geometry to tell it how to behave. In fact, all that we have learned about the quantum principle suggests that it is the primary principle. God created it, if one speaks jokingly, on day one, and geometry and everything else came out on day two. But in the first hour of day one, how did even the quantum principle come to be created, and does that go back in some strange sense to logic?

DP   If Niels Bohr and Albert Einstein were here, instead of Paul Buckley and David Peat, do you think that you would have been able to reconcile their views?

I’m terribly glad you conclude by bringing up Bohr and Einstein, the two greatest figures of our age. T.S. Eliot somewhere says that no poet or artist (and I’m sure he would be willing to include scientist) of any age stands alone. Each added figure changes the perspective one has on all the others. I’m sure our perspectives on Bohr and Einstein will be revised in the next century or two. One of them stands for the quantum principle and the other for the relativity principle. Which will be ultimately the deeper principle time only will tell. I’m prepared to believe that the quantum principle is the deeper one.

DP   You don’t envision, then, a synthesis of the two theories?

In fact, I would call the quantum principle the Merlin principle. You remember Merlin the magician: you chased him and he changed into a fox; you chased the fox and it changed to a rabbit; you chased the rabbit and it became a bird fluttering on your shoulder. As we’ve chased the quantum principle, and I would call it now the Merlin principle, in each ten years of its history, it’s somehow taken on a different colour, each time growing more magnificent in plumage, more penetrating in meaning, and more comprehensive in power.

DP   Of course, you have to remember what happened to Merlin. He got trapped under a rock and he’s still there, (laughter)
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DP   Professor Weizsäcker, you begin a discussion of quantum theory with a logic which emphasizes the distinction between past and future. Would you elucidate this emphasis?

Perhaps the right way of answering your question is for me to say two different things about the way in which I was induced to work in this field, first of all, long ago, in connection with thermodynamics and later on in connection with quantum theory. Now, when I studied thermodynamics in the university, I found it very difficult to understand how the irreversibility of actual events can be reconciled with the reversibility of events according to the basic laws of mechanics. I was informed by my teachers, and by the textbook, that this was done by introducing the concept of probability, of statistics. And then I wondered how the concept of probability could introduce an asymmetry into time if it wasn’t there from the beginning. The answer which I think I understood in the end, and which I think is correct, is that the asymmetry is brought into statistical thermodynamics by the fact that a probability of an event, in the direct sense, is always the probability of a future event. You ask ‘how probable is it that it will be raining tomorrow?’; you don’t ask ‘how probable is it that it will be raining yesterday?’ You cannot even express that in meaningful English. You can ask ‘how probable is it that it was raining yesterday?’ but that has a completely different meaning; it means that you do not know whether it was raining or not, and you want to know how probable it is that you will find out that it was raining. So, again, it refers to the future.

DP   Are there not events in the past which are no longer testable, but about which we can make statements in terms of probabilities?

Even there, I would say if they are actually not at all testable, it is meaningless to apply probabilities to them. If you are not able to test it now, and you say there is a probability of five per cent that it happened like that, and then by some good chance you find a way of testing it, then your probability applies. But I would say that I would be prepared to defend the view, in a discussion which would last two or three hours, that probabilities basically always refer to the future and all other uses of the term probability are made in a more or less oblique sense. The probability of a future event, in my analysis, would be the most primitive sense of probability.

Then, the next step was that I also had some difficulties in understanding the basic ideas of quantum theory. Of course, I could easily understand the mathematical formalism of it, but what it really meant – that was always the difficulty. I found again that the concept of probability was used, so I tried out the hypothesis that this would again mean that it actually refers to the future. And I think you can say so, because if you speak of the probability of finding an electron at a certain position, it is certainly the probability that you will find it there. I found that this gave a possibility of perhaps understanding the fact that the probability calculus of quantum theory actually differs from the probability calculus which we learn at school or in university, which rests on, for instance, Kolmogoroff’s axioms. This is a fairly technical point, and in general, I think, our students are not told about it. The fact is that the axioms of probability, as we learn them in ordinary probability courses, are not in agreement with their use in quantum theory. In quantum theory we have the superposition of probability amplitudes, of which nothing is known in classical probability calculus.

DP   So events in the future are described by this temporal logic, while events in the past have testable propositions.

You can say that for the past we have testable propositions, we have facts, and facts are known or unknown. (Nobody would deny that a fact that is unknown is a fact anyhow.) But for the future it would not be permissible to say that a future event, which is unknown, is an event anyhow. And this is precisely the point made by the so-called indeterminism of quantum theory: that if you assume that future events are objective, even as long as they are in the future, then you would have to presuppose the classical probability calculus, Kolmogoroff’s axioms, the Boolean lattice of events, etc., which is not, in fact, the structure which quantum theory actually has. But if you say that a future event is actually not an objective event as long as it has not happened, but is a possible event (and possibility means something which is not just ‘actuality which is not known’), then you avoid every contradiction and you can interpret quantum theory in a common-sense way.

DP   Are these future events the potentialities that Heisenberg talks about?

Yes, I would say they are more or less the same thing.

PB   Are they potentialities rather than possibilities? I mean by possible events those events which do not necessarily have any direct causalities, or even if they do there is not necessarily anything implicit in the present which links them directly. I am thinking of a seed that grows into a tree, so I would say that the tree is a potentiality rather than a possibility.

If you offer this distinction, first I would ask you: would you take potentiality to be a special case of possibility? Would you say all potentialities are possibilities, but not all possibilities are potentialities?

PB   Yes, I think I would.

In this case, I would say that the general theory of probabilities is a theory which refers to possibilities. Probability is a quantification of possibility, but where you have laws of nature which make it possible to predict probabilities from a given situation, this means that you have precisely that connection between present and future which you have been describing by saying potentiality. And in this sense, I would say here the word potentiality really applies.

DP   You have made a distinction between past and future, yet you do not appear to have introduced time, in the ordinary sense, into your logic.

I have not introduced a metric of time, I have introduced an ordering in time, and this is a point which I think is quite important. To come to a more basic level of discussion, I feel that there is no possible use of concepts at all in the empirical world; there is not even a meaning to the word experience which would not presuppose the distinction between past and future. If you speak about experience and say ‘I learned that from experience,’ this means from past experience, of course. Or you say ‘this is a very experienced person,’ and that means he has learned things in the past which he is able to apply in the future. But you can never apply anything you have learned in the past in the past! That is meaningless. And you cannot have learned something from the future, except perhaps if you are a prophet. So I would say that the concepts which we use in common sense language when we speak about experience always presuppose the difference between past and future. Therefore I feel that whatever else we are going to introduce (like measurements, metric, space, objects) we always presuppose the difference between past and future. We presuppose it in such a manner that, in general, we are not even aware of our presupposing it. I call this structure by the name of time.

DP   This theory seems to involve a non-spatial aspect of time.

Yes, I would say so. If you try to build up a consistent axiomatic structure in physics, and begin with the quantum theory, I have not found it possible to write down axioms for quantum theory without using time in the sense in which I have used it now. But you can very easily build up quantum theory without any use of space. An axiomatics of quantum theory can be done in this way. You only speak about measurements and probabilities, predictions of probabilities, and laws for such predictions. Then you write down a correct theory of quantum probabilities which would include the superposition principle. It is never necessary to specify what sort of measurements they are and whether these measurements are made in space or in some other manifold of possible states. Of course we know empirically that measurements are always made in space, and this must come out in the end, but the axiomatic structure of quantum theory can easily be made in such a manner that space is introduced at the very end.

I would say that time has a priority over space, but this priority is probably only possible as long as you speak in terms of quantum theory without relativity. The step which has not yet been taken in fundamental physics is not just to introduce a formalism which treats space and time on an equal footing, but also to understand how this happens.

DP   It seems that the tense logic you are developing is more general than the propositional calculus.

First of all, you can say it is introduced as a variety of the propositional calculus. As soon as we go into the real mathematical problems – the problem of mathematical logic – then I would say we come to a problem which can first be formulated by repeating an objection. The objection is this: von Neumann, you, and others are talking about quantum logic and calling it a tense logic. But this is nonsense, because it is derived from quantum theory, and quantum theory has been built up by means of classical logic. So, how can you get a result which implies a non-classical logic by means of classical logic? This seems somehow to be a vicious circle, or a vicious non-circle! I take this very seriously! I would not say that if the description given by my adversary were correct, I would still uphold the idea that there is a quantum logic; rather I would say this description is not correct in the following sense: quantum theory has not been built up by a consistent use of classical logic, but by a fairly inconsistent use of classical logic. This inconsistency has been discovered, and has been corrected by saying that, if we want to do it correctly, we must do it with quantum logic, with temporal logic, tense logic. But this means that quantum theory cannot be taken to be just the mathematical formalism, but the formalism with its semantics, and with its meaning, because the formalism in itself can certainly be described by classical logic as far as any mathematics can be described by classical logic. If this is so, the question is whether tense logic, temporal logic, is a special case of general logic, or whether general logic will have to be explained by, or be founded on, temporal logic. My proposal is that the latter is the case.

In this respect, of course, I am following the intuitionists. I say that if you wish to understand the fundamental problems of mathematics, you will have to decide how to treat infinite sets, and my personal predilection here is operationalism or intuitionism, saying that the actual meaning of infinite sets is only the possibility of having certain constructions. If I take this view of mathematics, I apply the concept of time to the foundations of mathematics because operations are done in time. So I would flatly deny the non-temporal nature of mathematics.

DP   Time has been introduced into the theory in a very fundamental way. Could you explain how space is to be brought into quantum theory?

The question of introducing space is precisely an element in the theory which really has yet to be achieved. I am now entering a field in which I am offering my own hypothesis in physics. This hypothesis is that space is connected with metrical time; that measuring time is closely connected to measuring space, and that this is a different level in the construction of physics than the level at which we have just spoken about past and future.

I think the mathematical nature of what we call space in physics can be deduced from the quantum theory of what I like to call the simple alternative: the ‘yes-no’ decision. The quantum theoretical description of a simple alternative is any experiment to which there are just two possible answers. Either the particular particle is a proton or a neutron. Or, there are two holes in a screen, and the particle which has gone through the screen has gone through either hole number one or hole number two. The quantum theory of simple alternatives is described by a two-dimensional complex vector space. This complex vector space is isomorphic, up to one sign, to three-dimensional real space. My hypothesis is that what we call space in physics, the space of possible positions of particles or fields, is deducible from quantum theory by being identical with Euclidean (or perhaps non-Euclidean) three-dimensional space, which corresponds to the two-dimensional vector space of the quantum theory of the simple alternative.

DP   The idea of a space built out of simple alternatives, binary logic, seems similar to Roger Penrose’s attempt to derive space from a matrix of spinors which themselves have binary values.

I would say that it is very close to Penrose, and it seems to be independent. I always like to discover somebody else who did the same thing. The probability is a little bit greater, then, that it might be true.

DP   So in the end you have a tense logic and a three-dimensional space. Do you feel it is necessary to go to the four-dimensional space-time of general relativity?

You cannot say I have a three-dimensional space yet. First of all, I have quantum theory, including the concept of time in the sense of tenses, and I have two-dimensional complex vector spaces, and these can be somehow reduced to three-dimensional space.

DP   Do you have a continuous metrical time?

If I accept quantum theory in the way in which it stands at present, I have a metrical time. I have not justified it, but I have it. And this is just one of the points which I try to clarify. How can I defend, in the end, the semantic consistency of speaking of metrical time which I did from the outset in building up quantum theory and an axiomatic system? I would propose that the parameter time, which we use in quantum theory, is only defined as a classical limiting case; it is not an observable; as we all know, we cannot describe it as an operator. If we speak about measuring time, and we describe that by real quantum theoretical measurements, probably the corresponding operator is not identical with the parameter time. The parameter time is always external to the system.

DP   In the description of experiments involving very small distances, would your theory give results different from conventional quantum theory?

I would be very happy if I could answer your question and I hope to answer it in the end, but at present I would just say this: if I introduce space in the way I did it now, the real problem is not yet solved. This is just the first step, the step in which I show that in addition to the parameter time I can also introduce a parameter space.

But then I must speak about measuring time and measuring space. I would have to describe space as something (if I may use slightly picturesque language) which originates in the interaction of those physical objects which we then call particles. I would not say that there is space which can be subdivided indefinitely. In the parameter space, you can describe it like that of course, but that means that you have to produce more and more particles. As long as I have a finite number of particles, I have a limitation to the possible subdivision of space. For instance, if I say I have ten to the eightieth particles in the world, it would not be possible to define a smaller length empirically than ten to the minus ninety-three centimetres, because you would have to use all the particles in order to measure that.

PB   What does the word fundamental mean to you? Can we talk about a fundamental level?

Fundamental is probably always a relative term; something is more fundamental than something else. That elementary particles are not fundamental is well known today, because they are changed into each other. I think that if we do not try to go beyond the frame of quantum theory, then the most fundamental physical objects would be objects which admit of only two possible answers to a question. I think that you, cannot subdivide quantum theoretical systems or objects beyond that. These most fundamental objects which are admissible within the frame of quantum theory would be the things we must study. In this sense, within the frame of quantum theory, I cannot think of anything more fundamental than a simple alternative. And this alternative is in the sense of being fundamental far beyond space. Space has to be built up from such alternatives, and not the other way around.

PB   Why has it taken so long historically for man, who is totally enmeshed in time, to be brave enough to include time right in the very foundations of mathematics?

That is a most interesting question! Like all interesting questions, it probably has not precisely one answer; one must say several things. I would have two proposals, which are not contradictory but complementary to each other. One is, and this is true also in philosophy, that the simplest things are not conscious, are not in the conscious mind, but are presuppositions of which we are not even aware.

It is just the nature of time that whenever you try to say anything, what you have been doing is already presupposing some understanding of time. St Augustine said: ’if you do not ask me about time I think I know what it is, but if you ask me, I am not able to answer.’ This is, I think, closely connected with the fundamental role played by time.

If you assume, as I do, that the concepts describing time belong to the most basic concepts, then it is not probable that it will be possible to explain them by reducing them to anything else, that is, to any other concepts. Rather, the other way round. Then one would expect that it would need a thoroughgoing analysis to come to a description of the structure of those most fundamental concepts which I suppose are closely connected with the concept of time.

This is only the one answer. The other answer is this. Certainly everybody has a good understanding of time, not perhaps to say what it is, but to use all the concepts correctly. Tenses, in Indo-European languages, are used quite correctly even by children, although the greatest logicians have great difficulty in explaining what the children are saying. There was, however, a particular step taken in Greek philosophy: the attempt to eliminate time from a fundamental role in it, and to replace it by concepts which are beyond time. This philosophy, which was closely connected, I think, with mathematics, was so successful that it influenced all later thought in a manner which has detracted awareness from the temporal relations which are involved in it. This is just one of the great steps in philosophy: that people learned to explain the world in a manner which tried to reduce it to something beyond time.

PB   Human beings feel time very deeply, yet the Greek ideal was to explain ourselves and the universe in non-temporal terms. This implies a perspective that isn’t human: it does not contain man implicitly. It leads to equations and concepts which do not have a human face, if I may use a poetic image. But the quantum principle makes it more and more difficult to eliminate ourselves from the universe; and the introduction of temporal logic, or time, into the very foundations of mathematics seems to be bringing, in a strange way, human beings back into the universe.

Yes, I think that is a very good description. You could say that the Greek attempt is an attempt at divine knowledge, divine understanding, not human understanding. But that is not the whole truth, because, if you understand Plato or Aristotle, you find that they were fully aware of their own human nature, their limited understanding, and they were also aware of the very profound role of time. But time, as far as it enters that philosophy, I think, is always understood in the image of a circle, its returning into itself. The highest form of motion is circular motion, that is, a motion which never leaves itself. In this sense, it is an interpretation of time, but a special interpretation – an interpretation which does not take account of irreversibility, of what we call the second law, or of what we call evolution. That is one point.

Another point is that if there is a self-contradiction in classical metaphysics, which I think is absent from Plato but is very much present in much of later metaphysics, it is that these people think that, as human beings, they are able to see things with a divine eye and then able to formulate concepts which can be defended ‘on the market’ so to speak. I think this is somehow bringing the divine world-view too much into the human sphere, and forgetting our human limitations. In modern times both Hume and Kant, very different thinkers in very different traditions, have formulated quite clearly that our own theory of understanding must be a theory of a limited, finite understanding. Quantum theory is precisely the step in physics which makes it no longer admissible to forget about the human nature of the one who is making the theory – not only the observer, but the theorist. It might be that for a truly divine understanding it would still be true that there is a basic reality beyond time. But this cannot be formulated in all the nice little concepts of logic and mathematics which we are using. These concepts belong to human beings, and they belong to time.
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DP   First, might we touch upon statistical mechanics? How could you possibly hope to get a description of nature just by considering individual small particles?

It is a well-known fact that in macroscopic physics we deal with phenomena which look quite different from those described, let’s say, in terms of Newton’s equations of classical dynamics or Schrödinger’s equation in quantum mechanics. As is well known, Newton’s equations are time-reversible: when you change t to -t, nothing happens. On the contrary, macroscopic physics involves irreversibility; that is the very meaning of the second law of thermodynamics. I think that quite remarkable progress is now being realized in the understanding of the transition between these two types of description. The fathers of statistical mechanics, L. Boltzmann, J.C. Maxwell, and W. Gibbs, perhaps did not have enough confidence in the idea of irreversibility, as it was very natural at the time to admit that it was a basic property of certain dynamic systems. So they tried to introduce an approximation supplementary to mechanics to express irreversibility. In this way, the idea that irreversibility can be obtained only through a kind of falsification of dynamics or through a course-graining, as the P. Ehrenfests called it at the beginning of the century, became quite popular.

The new feature is that we have to take irreversibility much more seriously. We are living in a world where transformation of particles is observed all the time. We no longer have a kind of statistical background with permanent entities floating around. We see that irreversible processes exist even at the most basic level which is accessible to us. Therefore it becomes important to develop new mathematical tools, and to see how to make the transition from the simplified models, corresponding to a few degrees of freedom, which we have traditionally studied in classical dynamics or in quantum dynamics, to the new situations involving many interacting degrees of freedom. And the new feature, which I think is very appealing, is that this transition occurs in a very precise fashion through symmetry-breaking, a symmetry-breaking in respect to the parity of the dynamical operators which can occur only in the limit of large systems.

DP   Could you give an example of symmetry-breaking?

The equations of motion contain a dynamical operator; in fact, we often work with the ‘Liouville’ operator. When we replace the Liouville operator L by –L, and t by –t, these equations do not change. We may call this the Lt symmetry. It expresses the fact that the equations which describe evolution towards the future and to the past are the same. However, when you look at the heat conductivity equations, then you no longer have this type of situation. You have a heat conductivity equation which describes the equalization of temperature in the future. Instead of the Liouville operator L you have the heat conductivity, which is a positive quantity. You can still change t into –t, but then you obtain a different equation, which you could call an ‘anti-Fourier’ equation, in which a distribution of temperature would have been uniform in the distant past and becomes non-uniform in the future. Therefore you have a set of two equations, instead of having a single dynamical equation.

What I am alluding to is that, in the limit of large systems, taking into account causality, the equations of motion also take two limiting forms: one for the description of initial-value problems and the other for final-value problems. Each of these two equations is no longer invariant with respect to the transformation L → –L, t → –t.

DP   The term symmetry-breaking is also used in situations like magnetism, where the individual particles are completely symmetric yet the magnet itself is magnetized in one direction only.

Yes, but I think the situation is even more complex here. First of all, to derive this result, we need at the beginning to know what the difference between the past and the future is; we need to speak about initial-value problems. We assume that the physicist who formulates dynamics – it’s not important whether he applies dynamics to simple or to large systems – can already at the start distinguish between initial-value problems and final-value problems. Therefore, we ascribe to the observers of the world, which we are, a sense of the direction of time. Then we show that it is in this direction that the entropy is increasing. How can we then justify the assumption which we made about ourselves? I believe that in many very interesting questions of modern physics, you have to introduce an explanation which involves both physics and some biological aspects as well. This is a new and interesting development. You could say that the idea of reality, as Einstein had it and was defending it, was the idea of a description of the universe without observers, of a reality detached from men. There was a discussion between Einstein and R. Tag-ore, the Indian poet, in which Tagore pointed out to Einstein that even if such reality would exist, it would probably not be accessible to us; we would not know how to speak in meaningful terms about this kind of reality. Now you see that, both in quantum mechanics and in the problem of irreversibility, it seems that we come to a type of explanation which involves our situation as macroscopic beings which observe the world. We come to the end of the Galilean tradition as defended by Einstein. We must abandon the possibility of an absolute description. That is exactly the type of situation which I have just described to introduce irreversibility, and it is also the situation in the so-called Bohr paradox. Bohr pointed out that we describe microscopic processes, but we speak about microscopic processes in terms of macroscopic physics; in other words, we have to take into account our situation as macroscopic observers when we want to describe the microscopic world. The type of theory to which we came – with my colleague Leon Rosenfeld, who was a long-time associate of Bohr – in the problem of quantum mechanics is very similar to the type of explanation which I have outlined for irreversibility. In the problem of irreversibility, we start with the direction of time as given to the observer, and we show finally that there is, in the limit of large systems, a consistent definition of entropy. Once entropy is defined we can speak about an approach to thermodynamical equilibrium; therefore we can speak about near-equilibrium situations and far-from-equilibrium situations. We know that far-from-equilibrium situations may give rise to structures, to evolution of structures, to successive instabilities which seem to be a first step in the direction of bridging the distance between non-life and life. Therefore we come to the conclusion that there are objects in nature which have a kind of anisotropy of time built in. Recognizing this in the outside world, we may justify the assumption about ourselves which we introduced at the starting-point.

PB   Doesn’t that seem like a vicious circle in a way?

No, I think it is not a vicious circle. It is a self-consistent model of knowledge. The problem of measurement, and the problem of the epistemology of quantum mechanics, belong in my opinion to the same category.

In quantum mechanics, we start with observation: we measure probabilities. We don’t measure amplitudes of probabilities; we measure the probabilities themselves. Then, in order to correlate what we measure at various times, we introduce the Schrödinger equation, which deals with probability amplitudes. This is quite a different concept from probabilities. However, there is no contradiction, because we can show that in the limit of large systems we deal with situations which can again be expressed entirely in terms of probabilities, and therefore we justify our initial position in this way.

PB   If you’re contrasting Einstein’s view of a totally detached observer with this one which is self-consistent, you intuitively feel, or at least I do, that there is something about that system that you will never know.

That may be, I don’t know. The main point is that in this description there is no longer a single fundamental level. Our level, the level of macroscopic beings, is not less fundamental or more fundamental than the microscopic level. The idea of physics was always to look for a single fundamental basic level which would be an absolute level. For example, Newton’s description was complete, there was no place for anything else, anything below or above, because essentially nature was simply a collection of particles moving according to the laws of dynamics. That was then the whole truth, a complete description of nature. The view which we reach now is that the microscopic level is reached from the macroscopic one but is in turn conditioning the macroscopic level. Therefore, there is no longer an absolute level of description. There are various levels, all interconnected in a much more complex fashion. Of course, this leads to a great change in epistemology because, before, the idea was to explain the macroscopic through the microscopic. That is partly true even now, but there is also the explanation of the microscopic through extrapolation of the macroscopic concept, and this again belongs to this interconnection of levels.

In this connection it is important that recent work leads to an identification of what may be called the limits of dynamics (classical or quantum). It has often been stated that at least in the non-relativistic approximation the properties of matter can be deduced from classical or quantum mechanics (that is, from Hamilton’s equation or Schrödinger’s equation). If this were true we would have a single fundamental level of description. But this is not true, as the properties of matter involve in addition asymptotic properties holding only for long times and described in terms of thermodynamics and kinetic theory. For such global asymptotic situations the consideration of trajectories (or wave functions) is not sufficient. In classical dynamics this is a consequence of what has been termed by Moser the ‘weak stability’ concept. Thermodynamics and statistical mechanics begin where dynamics ends. This is really at the basis of the ‘dialectical’ multilevel description of nature.

DP   Would you then find yourself in sympathy with Piaget’s ideas on structure?

You are completely right. It is quite a remarkable coincidence that the ideas of Piaget, the ideas of Bohr, the recent work which we have done with Rosenfeld and others, all point in the same direction: there is nothing like an absolute ‘outside,’ because we can only apprehend it through our senses. And there is also no absolute ‘inside,’ because the ‘inside’ is conditioned through our interaction with the outside world.

There is something common in Bohr’s and Piaget’s orientation: knowledge (including theoretical physics) is not ‘given,’ we have to understand its genesis; Piaget speaks about cognitive equilibrium and Bohr about macroscopic language (as imposed by our situation in the world we describe).

DP   Also, in Bohr’s interpretation there is a great reliance upon language, or analysis of language, which he said was of classical concepts – that we couldn’t probe deeply. Now, you’re taking a slightly different view.

Yes, Bohr’s ideas were largely intuitive. Bohr has said deep things, but in a rather obscure fashion. The reason was that the relation between dynamics and statistical mechanics, as well as the definition of the macroscopic level of quantum mechanics, was very vague. Therefore it was difficult to be precise. But I believe that we have now a precise definition of what the macroscopic level is, to which we have to refer the microscopic one. However, this macroscopic level is not necessarily a classical level, because it may still contain the effect of quantum mechanics. Consider, for example, a litre of liquid helium: it is a macroscopic object, but in spite of that it is not a classical object.

DP   When Bohr talked about understanding, could he have been using a different word than you’re using?

No, I think that his direction of thought was probably about the same. There is something so new and so different from classical epistemology in this approach that I expect that for some time there will be a lot of resistance. The classical attitude was to imply that the important things are the elementary particles; they reveal the basic structure of nature, and the rest are derived concepts.

It appears today that physics is something much less monolithic and therefore also much more open to other problems from other disciplines. This is essential if we want to speak in a concrete fashion of fields such as theoretical biology. There, obviously, contact has to be made between biological observations and concepts of theoretical physics, but perhaps a partly new, extended theoretical physics.

DP   So this is a reaction against what was started by the British empiricists, J. Locke and D. Hume?

I think we are trying to go beyond the distinction of empiricism and idealism, exactly as we try to go beyond the distinction between reductionism and anti-reductionism. If you take the problem of emergence of structure, you see that you have to go beyond a thermodynamic threshold to have structure, to have organization. Therefore, you can really distinguish between levels. There is one level for which chaotic behaviour is characteristic, and one level in which you begin to have space organization, time organization. It’s very likely that biology belongs to this level. Therefore you could say there are levels, and this would be a kind of anti-reductionist attitude. But that is not so, because at the same time we proved that they both belong to the thermodynamic description; they are simply different forms which the macroscopic solutions may take according to whether they’re near equilibrium or far from equilibrium. Therefore, I think that the opposition between reductionism and anti-reductionism becomes somewhat meaningless.

DP   But what about the concepts in science which are thought to be simple, while other concepts are derived as overlaid from the simple ones? Are you saying that things like particles may not be fundamentally as simple as arguments like topology?

Yes. For example, the famous Einstein-Rosen-Podolski paradox shows that individual quantum systems, say particles, do not behave as macroscopic objects, do not behave as systems in the macroscopic sense. B. D’Espagnat, a French physicist, has pointed out very beautifully in his recent work that whatever attitude you take, you cannot attribute the same type of reality or the same type of properties to the microsystems that you would like to attribute to macroscopic objects. That shows, of course, that this idea of simplicity of the microscopic world is probably an idea which is gone and will never come back. It is rather curious to see that at a few moments in the history of physics we were very near to the realization of this idea of reaching the fundamental level of description. Newton’s dynamics had precisely the ambition to provide us with this level. More recently, when Einstein was working on his unified field theory, if he had succeeded, that would have been this basic description. Also if the world were made of electrons and protons alone, this again would be the basic description. But every time the attempt has had to be given up.

DP   Is it possible to get simplicity through concepts and relations?

But the simplicity of the concepts is the simplicity in the macroscopic world. The simple concepts are the concepts which are on our scale. It is from our scale outwards that we create all other concepts.

PB   There is something quite fascinating here. If we consider evolution, and the asymmetry that seems to exist in the universe, we in fact turn around in a sense and study the process, going backwards, or following it up. Isn’t there a kind of fundamental asymmetry here that goes beyond this self-consistency, because we are in fact products of this time flow, or this tendency towards ordering, so we still seem to be trapped in it?

We are participating in it, and we begin now more and more to understand the meaning of this participation. Of basic importance is, of course, the transition between non-life and life, which is obviously a very complex phenomenon. There are all kinds of instabilities which are to be crossed in this transition. Each of these instabilities gives rise to a different organization. We begin to see, through models, like the model of Manfred Eigen, for example, for the competition between biomolecules, in which way this could perhaps have arisen. This is, of course, a very deep change in attitude. From the start of modern physics, there was an emphasis on permanence, on things which are timeless (e.g. conservation laws, elementary particles which would not decay, Newtonian mass points).

Although it may be a bit of an oversimplification, I may suggest that Newtonian physics is a realization of Platonic philosophy. Since the nineteenth century, we emphasize more and more the importance of time. This was already emphasized in Kant, then much more in G.W.F. Hegel, A.N. Whitehead, and H. Bergson. Finally you see it very much emphasized recently in M. Heidegger. More and more one sees that existence, being, is really tied up to becoming, to time. It’s quite an interesting coincidence or confluence, I think, that what we are trying now to work out, essentially, is a physics in which the temporal element is much more important. Self-organization, non-equilibrium situations – these are key concepts which find applications everywhere. Of course this change in emphasis implies the study of new tools such as bifurcation theory, fluctuations in non-equilibrium systems, and so on. We have to replace the classical tools based on dynamics (classical or quantum) by new ones.

PB   Presumably one would like to have in this self-consistent description a theory or an idea of how the organization of matter at such very high levels of complexity leads to something called mind, which in turn studies the system from which it has evolved.

It is a very difficult question. Let us consider some more elementary aspects. Concepts such as chance and necessity are much more complicated than people believed even a few years ago. For example, in the frame of classical physics, and classical thermodynamics, there was essentially no place for life (and even less for mind!) except as a kind of chance product: at some moment, some molecules began to behave in a strange way, and then this fluctuation was propagated, etc. – and you find in authoritative books the idea that life is essentially a struggle against the laws of physics. It’s like an army of Maxwell demons working against the laws of physics to produce life. A new satisfactory development is that this duality may be overcome. Self-organization comes in when the system is prepared to have it. This implies that the distance from equilibrium is sufficiently large that the description implies non-linearity and bifurcations. Then you can have self-organization which at equilibrium would appear as a miracle.

An example is instability leading to convection. When you heat a liquid from below, at some point it begins to show a pattern of convection. Now this is an extraordinarily complicated event from the point of view of molecules, i.e. you need 1023 molecules or so, going along together for macroscopic times. If you are near equilibrium, this would be impossible. It would be a miracle! But, in fact, it does appear with probability one if the system is sufficiently far from equilibrium. This shows you that the ideas of complexity, probability, and so on are basically dependent upon the circumstances in which they can be realized.

PB   But why should the system move away, or be away, from equilibrium anyway?

There are many aspects to be considered. We live in a universe which permits strong non-equilibrium situations. We cannot imagine what a world in thermal equilibrium would be like. But we live in this world and therefore we have these non-equilibrium situations. In the evolution of polymers and biological molecules, we can find transitions which even increase the distance from equilibrium. Since each organization requires a threshold distance from equilibrium, we obtain in this way an evolutionary feedback, in which, with increasing distance from equilibrium, we go to higher and higher levels of organization.

DP   Let’s explore the notion of order further. What was the classical view of entropy?

Entropy means evolution. At the beginning of the nineteenth century the idea of evolution was a very central one. It was discussed in biology, sociology, and philosophy. In physics it appeared through thermodynamics and especially through the second law of thermodynamics. You remember the dramatic formulation due to Clausius: the energy of the universe is constant but its entropy tends to a maximum. The meaning of this evolution in physics was explored first by L. Boltzmann. This is a remarkable example of the influence of biology on physics. Boltzmann wanted to become the Darwin of physics. He showed that evolution meant in physics something quite different from what it meant in biology: it meant the forgetting of initial conditions, going towards the most trivial situation. For example, if you put twenty particles into one box, and ten into another of the same size, and permit communication between the two boxes, then you would likely see, after some time, the same number of particles left and right. That is an example of increase of entropy. Therefore, entropy is an evolutionary trend, but related to a rather trivial aspect of evolution, I would say.

DP   To what extent is the notion of increasing entropy a subjective one?

I believe that is not subjective at all, or, more precisely, that it is not more subjective than the idea of phase transition. This comes back to what I said at the beginning of this discussion: I believe that modern techniques permit us to define a quantity which is expressed in terms of distribution functions and which evolves in a monotonic fashion towards its maximum value. But obviously well-defined conditions have to be satisfied in order to speak of an approach to equilibrium and a function of entropy. The system has to present a minimum dynamic complexity (it is remarkable that according to a recent result this starts with the classical three-body problem!). Also, obviously the increase of entropy does not apply to individual trajectories (or wave functions). As we stated at the beginning, statistical mechanics and thermodynamics start where traditional dynamics (classical or quantum) breaks down.

DP   I was thinking in terms of the traditional theories of entropy.

In fact, such a ‘theory’ was lacking, except for special cases (such as a dilute gas), so you had all kinds of interpretations of entropy. For example, some people would say entropy is related to knowledge, and increase of entropy is increase of lack of knowledge. But, if this were so, this would be a trivial statement, and would probably apply to any kind of situation. That is very unlikely. For example, as I said, if you have particles together, they will finally be uniformly distributed. Well, this is not always true. Look at the sky! You see immediately that the gravitational forces create clusters and planetary systems that have nothing like a uniform distribution. Obviously this is related to some features of the long-range forces. Other people were claiming that entropy could only be understood in terms of cosmology. Still if you solve a many-body problem on the computer with a Newtonian program you see an approach to equilibrium. Therefore a cosmological interpretation of irreversibility in this sense has also to be rejected.

DP   There is even the problem of throwing entropy into a black hole which I read about recently.

That is a most fascinating problem. Certainly irreversibility and relativity have to be tied up much more closely. We would probably need a relativists bifurcation theory as well as other tools. I feel not competent to discuss this further at present.

DP   Classically entropy was equated or coupled with the word order. Now you’re giving a more precise definition of entropy. Does this mean that you have a more precise concept of what order means?

There is indeed a close connection between entropy and order (or disorder!). For an isolated system in thermodynamic equilibrium the entropy is maximum. This corresponds to a maximum disorder (maximum number of ‘complexions’). This statement may be extended to other situations such as systems which are in equilibrium with a thermostat. Then it is the free energy (F = E – TS) which is minimum.

Such statements express what may be called the Boltzmann order principle valid for equilibrium situations. It is remarkable how many situations may be treated in this way, but still we need to go beyond such concepts to obtain an interpretation of the ‘order’ around us.

DP   But could you actually pin down what you mean by order, even what order means in everyday life?

If you consider a town, you have a simple example of ‘order’ which is not understandable in terms of Boltzmann’s order principle. Here the interactions with the countryside play an essential role. If you were to isolate the town it would decay. This is in contrast with a crystal which could be put into a refrigerator where it would continue to survive without any exchange of energy with the outside world.

Such non-equilibrium structures play an essential role in many situations in physics, biology, and sociology. I called them ‘dissipative structures’ in contrast to equilibrium structures.

Their formation always includes fluctuations and competition between fluctuations. We may therefore speak of ‘order through fluctuations’ in contrast with the Boltzmann order principle.

PB   You give an example of convection where you had a large number of individual microscopic entities which were together for macroscopic lengths of time, and flowing through macroscopic spaces.

Yes, near equilibrium such a flow would be impossible; it would involve too few ‘complexions’ and would appear as a violation of Boltzmann’s order principle. But far from equilibrium this situation becomes possible; the deviation from equilibrium (the flow of energy into the system) is transformed into order and a dissipative structure appears.

PB   You could say that there is a causal explanation to that, which may remove the idea of spontaneous ordering – the fact that you’re putting energy into the system. If you include the whole system, it might not be ordered.

Although the flow of energy appears as the ‘cause’ of the dissipative structure, this does not mean that we have a deterministic theory. Generally there is a bifurcation point and fluctuation theory is necessary in order to ‘choose’ one of the possible solutions. It is precisely a very fascinating feature that we now have models which go beyond the old dilemma of ‘chance or necessity’; they incorporate both elements of deterministic description (especially between instabilities) and of stochastic description (near instabilities).

PB   You speak abut thresholds far from equilibrium. Can you explain what you mean by a threshold?

The critical value as expressed by the threshold is always mechanism-dependent. What is common is that you need some finite distance from equilibrium to produce the instability which leads to a dissipative structure. Let us emphasize again that the behaviour far from equilibrium is mechanism-dependent. We need autocatalytic or cross-catalytic mechanisms to induce the instability of the thermodynamic branch. This is in contrast with the universality of near-equilibrium behaviour.

This specificity of far-from-equilibrium behaviour is essential to understand the variety of structure which surrounds us as well as the relation between function and structure.

DP   Speaking again of order, I was thinking of hidden order. There are possibly systems which don’t appear to us to be ordered, but may have their order folded in. For example, the hologram, the mathematical analogy of which would be a canonical transformation. It may require only a few steps to reveal the order, although subjectively it appears to be totally disordered.

You are completely right. This is especially true for dissipative structures where order is related to function. It may then happen that it is easier to see the function than the order. Examples in biochemistry could easily be given. The spatial structure of cells and the distribution of enzymes may appear as disordered as long as the chemical pathways involved in the biochemical cycles are not identified.

Dissipative structures, order through fluctuations, become manifest through coherent behaviour in time (i.e. limit cycles) or space. This type of behaviour may appear at a critical distance from equilibrium.

PB   But you can have precise physical definitions of what you mean by coherence.

Yes. It is a form of cooperativity. Of course cooperativity is known from equilibrium physics. Well-known examples are ferromagnetism or long-range order in crystals. But with dissipative structures we deal with a new supermolecular form of cooperativity or coherence. We may say that the instability structures the space-time in which the chemical processes responsible for the instability proceed. Inversely the processes then become dependent on the behaviour of the system as a whole. We came to concepts such as ‘totality’ of the system and its evolution through successive instabilities.

DP   Could you correlate order with simplicity and aesthetics, or is that too big a leap?

We come to very complex problems related to the question of art and aesthetics. There is a book by R. Arnheim on Art and Entropy, recently published by the University of California Press. This book has led to a great deal of discussion. The argument in this book goes as follows: increase of entropy is the basic law of nature; life appears as anti-nature; therefore, there is a basic opposition between artistic activity and nature.

We see now the fallacy of such arguments. It is only near equilibrium that a system tends to the state of maximum entropy and disorganization. Far from equilibrium we may have processes of self-organization as manifested in dissipative structures.

The conception which I have tried to outline here comes nearer to the Greek concept that it is wrong to oppose art and nature. In this perspective artistic activity is a clue towards the understanding of the way nature works.

I may close this discussion with something I have always found interesting from the point of view of the history of ideas. The ideas of atomism and some of the basic ideas of physics were introduced by the Greek atomists, like Democritus, often for non-scientific reasons. Of course, they had no experimental proof for the existence of atoms. The reason stated very clearly by Democritus was to deliver men from fear; to make him feel that he has nothing to fear from mysterious forces, from all kinds of unknown things which were surrounding men. That was a very deep and important step, but it has led to another type of anxiety: that this model of the world in which the basic reality would be these moving atoms would be too simple to recognize ourselves in it. This is perhaps the basic reason for the dichotomy between philosophy and the science which developed in the nineteenth century and still continues. Also perhaps, for many, a reason for disinterest in science, as being not of human relevance. Pascal expressed this in a beautiful way: we are afraid to find ourselves the only thinking, the only organized beings in a world of disorganization, in the world of ‘stupid’ atoms running around. I think that recent developments give us a more balanced view of things, in which we begin to find our place in a world which is not so random, in which structure exists, in which we cannot only perceive the outside world, but we can also feel how we originated from the outside world. Thus we are back to the cyclic structure which we discussed at the start of this conversation.
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PATTEE   It seems to me that we can characterize two points of view towards biology. One of them –1 guess this is J.B.S. Haldane’s idea – is that physics is a degenerate form of biology, i.e. biology and physics are separated primarily by complexity. Biological systems are enormously complex physical systems ending up perhaps with the brain, which is just a very complex biological system, a collection of cells, interconnections, and interactions. Then there is the other point of view, that complexity alone is not going to be an adequate concept with which to understand the nature of life. I don’t mean that it will require biotonic laws; I just mean that in the development of physical systems with many degrees of freedom and many interactions, there will in fact arise new laws, new ideas and principles that make life understandable. I feel that the evolution of living systems has not tended towards greater and greater complexity necessarily; rather, in the sense of function, it has always led to simplicity. The major function of the brain is actually not to sit around and discuss things like we are doing now, but it is to make decisions – it has to decide whether to fight or run or eat, the very simple essential operations that biological systems have – and the purpose of brain function is to reduce the physical interactions, which are enormous in number, to simple behaviour.

ROSEN   I think physics grew out of an attempt to answer certain kinds of questions about the world around us. Now, physics has been very successful in answering those questions because the questions have in some sense been simple enough. Complexity is a very fuzzy word. It is used in many different senses. I feel myself that complexity is in the eye of the beholder. Complexity is not intrinsic to a system in itself, but pertains to the ways in which it interacts with what is around it. A system in an environment in which few interactions are possible will seem simple, and a system in an environment in which many interactions are possible will seem complex. So complexity is really in the capacities for interaction that a system has with what happens to be around it. The idea that you have to have complexity in the sense that you were saying is an idea that runs through biology. In evolutionary theory, for instance, we often argue that you have to have many copies of something in order for evolution to proceed. At the genetic level, the idea is that a lot of duplications of the same piece of genetic material were necessary in order for them to be independently variable, so that entirely new paths of genetic development could take place. In another form, we can assert that you can only get from an insect to a vertebrate, let’s say, by allowing multiplication of the number of segments of the insect. If you only had one segment, it couldn’t vary without having a lethal effect. If you had two, there is freedom for each to take on new interactive capabilities without killing everything.

Complexity, in the sense of redundancy, is something that runs through biology at all levels, even up to the development of multicellularity, which is the redundant multiplying of cells which are then free to vary. In fact, they vary in such a way that each of the cells by itself would not even be viable. But as part of a group of cells in which functions are maintained and shared, entirely new modes of development are possible, which allow organisms to escape from physics, in a certain sense. It is well known, for instance, that a unicellular organism cannot be allowed to get very large, because the surface would go up as the square of the linear dimension, while the volume available to get metabolites in and out would go up as the cube of the linear dimension, implying an absolute upper limit to cell size. Therefore, you could argue, biological organisms could never get very large. But when you multiply the number of copies of cells, suddenly entirely new modes of organization become possible. In that sense we have clues.

I would like to say one other thing. I think that the idea of metaphor gives us a very important clue as to how to approach biological organization. Why is it that we can recognize certain things as organisms at all? It is not because of their physical structure; it is not because of the details of the way they are put together, but because they share certain properties of organization which run common through the biological world, and this is the root of our biological intuition. Now, the fact that so many different kinds of physical systems can adopt an organization which will allow us to recognize them as alive indicates that the physics is somehow ‘nonspecific.’ There is an enormous degree of latitude in physical descriptions which will nevertheless share the same kinds of organizational features. What I have been trying to do is to characterize these, and then try to work back to determine what sort of physical systems allow these to be manifested, rather than to try to start from a specific physical description and try to infer the organization. So this metaphor plays an essential role. I think it is the crucial concept in biology.

SOMORJAI   May I just interject something here about complexity. I agree that there are very many ways of using this word, and it is a muddy one, but to my mind complexity almost axiomatically has to include interactions, because if I talk about a million copies of the same thing which are not interacting at all, that doesn’t increase complexity.

ROSEN   Yes, but it increases the capability for new modes to manifest themselves.

SOMORJAI   Only if you introduce coupling.

ROSEN   That’s right.

PATTEE   Physicists had difficulty interpreting the wave function, I think, precisely because it is not, in fact, a predictive model of the world, unless it is coupled to the measurement. So the whole thing has to be looked at as one system. This is, I think, one of the sources of difficulty in interpretations. The physical world that we live in is treated as if it is in parallel with our descriptions of the world.

PB   Is there not some additional step, which is not necessarily contained within quantum mechanics, to apply to biological systems measuring each other?

PATTEE   The trouble with quantum theory is that it is a model produced by the brain of men and not by the cell, so we have difficulty extending these ideas to the most elementary type of interaction which I like to call a measurement. In other words, I think that the language of quantum mechanics probably will be useful or even essential at the cellular level, but we don’t know how to apply it very well. We have a difficult enough time with our very special physics experiments which are not really related to processes of living systems very directly.

ROSEN   Physicists ask simple questions, and only use a small fraction of the capabilities for interaction of the systems with which they deal. Within physics itself is enormous potential richness, but only a small part of it has been used. As I say over and over again, what is important in biology is not how we see the systems which are interacting, but how they see each other. This raises entirely new questions and analyses which have no counterpart at the moment in physics, but which are not unphysical. They are part of physics in a real sense and exploit the true richness that physicists have recognized, at least in passing, in formally describing their own systems.

DP   May I ask you about prediction and anticipation? Do you think that the notion of the arrow of time or irreversibility comes in at this level, for to anticipate is almost to see time as moving and flowing?

ROSEN   Yes, I think this is an essential characteristic of organisms: that they must adopt an arrow of this kind in order to observe themselves and to modify their behaviour accordingly.

PB   And yet at the microphysical level, all processes are reversible presumably.

SOMORJAI   The existence of records makes them irreversible.

PATTEE   Yes, because in quantum theory, although the wave function is symmetric in time, if you make a measurement you introduce irreversibility by the measurement and this is what I am saying, that the description of a living system must include the measurement process along with the dynamics.

PB   A ‘before’ and ‘after.’

ROSEN   Right. That gives you an arrow to time.

SOMORJAI   Irreversibility arises because you made a record of something, some process. The existence of a record introduces irreversibility, because you don’t have a record of the future.

DP   I don’t think a record is quite the same thing as having a time flowing. You can have records in which everything that has happened is at the same level; for example all past events could simply be recorded without being temporally ordered and separated past from present. But time itself also includes the notion of a flowing.’

SOMORJAI   You need access to the record.

PATTEE   Implied in my concept of living systems producing measurements is the complementary process of using that measurement to effect future dynamics. That really is what I mean by description-construction system. Description and recording alone are quite useless until that record is brought back into real dynamical time.

SOMORJAI   You have to have information retrieval.

PATTEE   Right. You have to retrieve, read out, and use the information before you complete the process.

ROSEN   So you must have access. This is another deep problem of biology.

PATTEE   This is the hardest problem because it is easy to see how records are made. There are many physical processes in which records are left, if you want to interpret them as records, but the crux of the matter is how you interpret them. Any history is, in fact, a record of the past, but how you read it out presupposes an entire model of the world, and a biological system must of course have a very simple model. But what it reads and how it reads the gene, for example, is a property of the genetic code; that’s what the genetic code does. How this represents a model of the world is a much more difficult question because we don’t understand how this model appeared. It seems to be at the moment a mechanism for reading which has no physical basis; its origin has no physical basis. It is totally speculative how such a system would arise.

SOMORJAI   I think it might be interesting to enumerate in your mind what you consider necessary conditions for the existence of life.

ROSEN   I find this a hard question to answer, because my view of life is a functional view expressed in terms of the sort of processes which organisms manifest independent of the physical substratum which is carrying them out; so in some sense a collection of interacting organisms is itself an organism; it’s alive in a sense, and has its own description as an organism quite apart from the fact that the components which built it are alive, just as a multicellular organism has a life of its own, apart from the fact that the cells which comprise it are alive. If you take a functional view of this kind, it becomes much more difficult to state necessary conditions in any kind of precise way. What you have to have, at least in so far as we formalize our intuitions about organisms, are modes of coupling with the world which can be regarded as metabolic; we must have inputs from the world, typical material inputs which supply energy and which provide the capacity for renewing the structure of the organism, whatever it might be. So that’s a sine qua non; you have to have metabolic apparatus. And you also have to have a kind of genetic apparatus, something which carries information, which tells how the parts which the metabolic part of the system produces shall be assembled both to renew the substance of the organism and also, as a separate function, to reproduce it. I think anything that we would want to call alive would have to have at least those two basic functions: the function of metabolism and what I call the genetic function.

SOMORJAI   And wouldn’t you say that life requires an open system far away from equilibrium which is self-regulating and adaptive, aside from the metabolic aspect which is, of course, crucial?

ROSEN   I think adaptation comes about as a kind of side-effect of what I have already said, and that is already inherent in the physical substratum. If I were to build an organism out of, say, molecules, it would necessarily have adaptive features because of the particular properties of those physical units that I’m using. The dynamics which takes into account the full richness of the system would necessarily have adaptive properties, but these would be different from the adaptive properties which would be manifested if I built the same kind of organism out of different units, out of cells instead of molecules, in which case I would get a different kind of adaptation, but I would always necessarily get a sort of adaptation as a consequence of the fact that my functions were being carried out by some definite structure. That adaptation comes along as a consequence of what I have already said. An open system is also implicit in what I have already said. The very idea of metabolism involves the idea that things are coming in from an outside. It’s far from equilibrium.

PATTEE   How far?

ROSEN   Again this is an idea I have difficulty with. Typically the systems with which you deal in biology, or any system that you would consider complex in the sense you used before, would have many steady states which it can move between. In fact, this is one way of looking at adaptation – the shift of behaviour from what goes on in the vicinity of one steady state to what goes on in the vicinity of another. When you say ‘equilibrium,’ what you typically mean, I think, is equilibrium in the physical sense, i.e. the system has come to a state of maximal entropy. In that sense, yes, you’re far from that equilibrium, but I feel that that is really not very informative because the intrinsic dynamics of the system are not such as are going to carry you to that state anyway. They’re going to carry you to some other state.

PATTEE   Let me say it another way. Let me begin with a biological definition, and then try to translate that into the physical terminology. Living systems consist of a gene which is translated and read out into the phenotype or the organism. The whole idea of evolution depends on the distinction between the genotype and phenotype, and I’m willing to accept this as the basic requirement for life. The question then is: what are the minimum conditions for a genotype-phenotype system?

Now, in order not to use those same words, I translate them into a ‘description-construction system,’ and then ask what that means in physical terms. First of all (I suppose this is a philosophical presupposition), I look on the world the physicists think about as being primarily involved with space, time, matter, and energy, and the observables that human beings choose as connected with dynamical equations that relate these observables to space and time. In none of these non-living systems do we find internal descriptions. At least that’s not the way we look at physics; we look at it as autonomous and inexorable motions or processes that go on according to the laws of nature. We can describe this system and make measurements on it, but the system can only behave according to the laws of nature. In living systems, however, we have the process of internal self-description. They also appear autonomous, but when we describe a living system, we must include the genetic input, which is, in effect, a constraint on the laws of motion. Through the genetic code, there are certain molecules – the DNAS – which exert a very peculiar effect on the dynamics of the system, peculiar in the sense of physics. And I believe that the minimum requirement for this peculiar type of interaction is a self-describing, self-interpreting system; this is the basis of self-replication and hence evolution. Now, the particular living systems that we observe today are regarded by most molecular biologists as the only systems, or at least the only interesting systems. I think that this is not the most useful way to look at the nature of life. I think one should ask the question: What are the essential properties of such a system? One reason I suspect that the particular system that now exists is not the most fundamental is that all description-construction systems that I know have an essential arbitrariness about them. Jacques Monod calls this the principle of gratuity, which is a good way to say it, but I prefer just to call it arbitrariness, in the mathematical sense. We label things in mathematics arbitrarily, which means nothing more than we have a definite symbol; something is chosen absolutely, but that which is chosen is not really relevant. Now, the real mystery is how, from an inexorable physical dynamics, one could ever achieve an arbitrary self-coding, self-describing system. I would repeat that the essential requirement of life is that it is a self-describing, self-constructing system.

DP   How would you find out if a computer or a machine was alive?

PATTEE   I believe it’s useful as a strategy to take the widest possible point of view and say that if a computer could describe itself to the extent that it could also construct itself – in other words, if it had an internal machine shop which, following its own instructions, could construct another computer like itself – at least for the sake of argument, I would consider it to be a self-reproducing machine and alive. It could, in fact, under those conditions, evolve by mutation and natural selection, but I doubt if present society would support such activity.

DP   Would you also make the distinction between reflection, self-awareness, and self-description?

PATTEE   Well, for me, that’s getting too complicated too soon. I have a difficult enough time just understanding what I mean by self-description-construction; even at the most elementary level it becomes a very difficult physical problem. In automata theory, in formal terms one can use these same words when one is speaking only of abstract symbolic systems which describe and construct themselves, and there’s quite a literature about self-describing Turing machines. But that leaves out at least half the problem. In fact von Neumann mentioned this when he first talked about self-replicating machines. He said the formalization of this problem leaves out perhaps what is the most essential part, and that is the physics, the real time, space, matter, energy relationships that are involved in what I mean by construction. In other words, abstract construction doesn’t count.

ROSEN   You’ve reduced things back to computation where everything is easy. You’re dealing only in symbols again instead of matter, and the real problem is the matter-symbol problem; the philosophical problem is the question of whether symbols are just physical objects. Here I think it’s important to assert what one’s philosophical assumptions are, otherwise we may be using the same words but meaning quite different things.

PB   Would you elaborate on your present thoughts on self-description, Dr Pattee?

PATTEE   I think the safest point of view is to take the existing biological code and simplify it. We have at present four nucleotides and twenty amino acids as the basic elements of the system. I see no reason why those numbers are magic, though there may be some very strong reasons for numbers in that range – just as there may be strong reasons for having about twenty letters in the alphabet of many languages. But one could simplify it, I think, to two elements for the description and two elements for the construction, and then ask what the minimum conditions are to execute a construction based on a genetic description. This would require that strings of these two amino acids, let’s say, can read out or decode the genes (in which the codons might be a single nucleotide) and that the string of amino acids which reads the code is described by the gene. In other words, self-describing means that the actual constructing mechanism must be made out of parts which are described and which can read their own description. And that’s too complicated, in my view, to arise under our present picture of primitive soup with random polymerizations of amino acids perhaps and nucleotides. At least it stretches my imagination to see how this happens.

On the other hand, no one has really carefully looked at the various possibilities here. This is one of the things we’re doing in my group at the Center for Theoretical Biology* – trying to establish some measure of the probability that self-coding systems arise.

ROSEN   Yes, we’ve talked about this quite extensively. One of the things that you have to watch out for is the richness of the formal system that you’re using. If you have, say, four letters and you consider a random polymerization so that any string can appear, then all strings are equally probable and you have an enormous space to search through. So, a priori, the probability of finding anything useful in that mess is effectively zero. But there may very well be, at least in limited environments, constraints which very sharply cut down or alter these a priori probabilities in ways that we can’t predict at the moment.

SOMORJAI   I think this brings out an important problem and that’s the distinction between discreteness and continuity in the description of things. We know that as children we probably first perceive continuity, and number counting comes later on; yet somehow one feels that discreteness is much more fundamental.

PATTEE   Some people feel that continuity is more fundamental. This is, I think, related to the description problem. One characteristic of descriptions is their discreteness, at least if you talk about languages. Even the genetic description is discrete. We think of it as a discrete system although if we wanted to look at it in more detail, it would be continuous perhaps. I think that it may be that biology here will tell us more about the nature of the distinction between continuity and discreteness than the other way around. In other words, if you look at biology as Rosen does – functionally – then what is discrete and what is continuous may be determined for us by the property of the brain, so to speak, or the property of the measuring device. After all, this is what determines the fineness of any discrete set. Any measurement process cannot have infinite resolution, and automatically reduces a continuous system to a discrete system. On the other hand, the concept of continuity is certainly fundamental in the physical world. We think of our most elementary behaviour as continuous motion. I feel that the first concept of space and time is continuous rather than discrete; discreteness comes as a later abstraction although it is just my own introspection that tells me that my earliest picture of the world was a continuous picture. Perhaps not; perhaps it was discrete and I just didn’t know how to express it.

DP   Do you know if Piaget has done any work on this?

PATTEE   The work I know was done on how children learn classifications and logic. The catch is that he was doing experiments, after all, and so in some sense he had to measure what was measurable, and that I think tended to be discretized by his own classification and logical processes.

PB   Conservation was a major experiment as well.

PATTEE   Some conservation or invariance principles may be learned, but whether this is continuous or discrete in its fundamentals is very difficult to say. How does one know if one doesn’t know the process of thought in detail? One can’t really say what the underlying model is out of which come our linguistic expressions. Once you get into language, you have a very complex mixture of the continuous and discrete. The written symbols are discrete, but, underlying this, the meanings, the semantics, may have an essential continuity; and this may be one of the difficulties we have in connecting syntax or rules dealing with discrete elements with the meaning which may essentially be continuous.

SOMORJAI   One does have the feeling, though, that continuity, at least in this mathematical description of the real world, is a convenience; it is definitely much easier to deal with continuous systems, topological systems, from an explicative point of view than a discrete system, a combinatorial system, where the number of possibilities is enormous. Continuity and topological concepts cut these down, but one wonders whether this is the result of our upbringing rather than something fundamental.

ROSEN   I really think that the techniques we use in combinatorics are not the ones that would be used in a biologically significant situation. For instance, if you have even a simple optimization problem and you know that the solution is in a set of ten to the hundredth, you say, well, I have to go through that set one element at a time. There’s obviously not enough time from the time the universe was created to go through a set of that size. Yet, if the world is discrete, and if biological organisms do exist in that world, and if they do optimize certain things about themselves, what this means is that the biological techniques for finding optimization are not of this character. They use or exploit special mechanisms which are not the ones that we think of when we handle combinatorial problems. This is why pattern recognition by computer is so hard. The only thing that we can think of doing is giving the computer a vast set of templates.

SOMORJAI   But I would say that perhaps nature works by the penalty method, in the sense that even if it is combinatorial and you have a huge number of possibilities, perhaps the self-description sets up severe penalties for searching the whole space and therefore narrows you down to a relatively limited number.

ROSEN   You have to exploit special situations – this is what biological systems do – special regularities which don’t show up if you take every element of that enormous space on the same terms as every other element. Again I can’t reiterate too strongly that what’s important is how the biological systems see their world, and not how we see them.

DP   Roger Penrose, who came to physics from mathematics, wanted to rid physics of the continuum and start off with discreteness and combinatorics and try to derive space/time, as it were. David Finkelstein* also feels there’s something wrong about the continuum. So from the point of view of some physicists, the continuum is very suspicious.

PATTEE   I think that’s true. H. Poincaré used to feel the same way – that the whole idea of infinite sets is in the imagination of the mathematician.

ROSEN   That may very well be true, but there is a certain area in which there is a correspondence between the results of mathematical analysis which exploits continuity and topology, and things we observe in the world. That correspondence may be fortuitous and it may not. I remember E. Wigner arguing one time that it was amazing that constructs of the mind, particularly of the mathematical mind, should be so applicable to the physical world. Why was it that it worked out so well?

So there is some aspect of truth in the continuum and I feel that we are tying a hand behind our backs if we refuse to recognize this and let it help us all it can. I feel that these things are hard enough without renouncing things which might be useful.

PB   I have a little response to that statement you quote from Wigner. Without prejudicing the whole question of mind and matter and simple identity theory, it’s not surprising to me that the brain can do that because the brain still deals with those particular kinds of laws and it’s not at all surprising that there should be fundamental resemblances.

ROSEN   But, again, Howard Pattee has often said that mathematics is not a natural activity of the brain.

PB   I don’t know. It seems from simple perception experiments that the brain is already doing complex mathematical transforms.

ROSEN   We interpret them as complex mathematical transforms.

PB   Perhaps simply two things side by side are already defining a kind of geometry.

ROSEN   I don’t think we disagree. What I say is that there is at least homology between the results of assuming that the world is a continuum and arguing on that basis, and the results of such arguments when compared with what’s actually happening in the world. I say, if this is so, let us see how far this goes, let us use this homology to the extent that we can. And I say we need all the help we can get.

PB   What is even more beautiful though, and perhaps even more revealing, more important to ultimately explain, is the generation of ideas and relationships and patterns which do not exist at all in any sense in the world, and this is tied in with language very deeply.

ROSEN   That’s right. This is something that Danielli, head of our Center for Theoretical Biology, has often said. We start out at what he calls an age of analysis, where we try to explain complex behaviour in terms of interaction of simpler parts, whatever that might mean, but as soon as we’ve isolated those parts, we enter a new age which he calls an age of synthesis where we can reassemble those parts in ways which are entirely novel. In biology this manifests itself in the thought that we could actually engineer organisms, put them together out of parts to have preassigned properties, with massive implications.

PATTEE   This is the essential difference, in my mind, between events and descriptions of events. One cannot imagine events happening in a way other than the way they do; there’s just no way to think of this, whether they’re governed by laws or whether they’re governed by chance. Bearing my philosophical presuppositions in mind, events have this nature of inexorability; they are the way they are and that’s all we can say. However, descriptions of events can in fact match the events or they can describe or construct things that do not exist. In other words, they can be wrong.

ROSEN   We can create events.

PATTEE   I prefer M. Polanyi’s idea that we can ‘harness’ events. Once one has a description, and if one can read it or construct what is read, one essentially harnesses events in a way that physics does not allow, unless you consider the measurement problem. The measurement problem is a case where the event is essentially altered by the theory, or by the interaction, and I think that that is perhaps the degenerate case of construction, that is, construction under a predictive model.

DP   I think it’s an interesting hierarchy here, that we started talking about living systems and then about living systems as self-description, and then we started discussing the modes of description and the language we ‘re using; so we’re living beings talking about our own modes of description. This suggests a problem of symbols and language.

PATTEE   There is the point of view that the entire structure of physics is constrained somewhat by language. The question is, by how much? We were talking about discrete and continuous. Which is influencing the other? Is it the physics that induces the concepts or is it the language? Is it the form of description that we are limited to by our brains or by our biological organization? This is the other point that Rosen and Peat were making, about biology influencing physics. It’s very difficult to separate the brain from the rest of the body, and in biological or physiological terms or developmental terms, we know that the nerves develop always in conjunction with the muscles, and we also know from experiments in many forms that a person who is deprived of physical contact with objects cannot develop a proper mental picture of an object. That is, the blind man who can suddenly see really doesn’t know what to make of the world unless he can touch it. Of course, children’s development depends very strongly on the intimate relation of the physical interaction, the visual interaction, and the mental processes that go on. One can’t unravel it at the biological level, so why should one expect to unravel it in this very abstract way in physics? In other words, why should one expect that the language does not suddenly influence the form that physics takes? Here, I think, biology will develop a point of view which may radically alter the interpretation of physics. Now, I don’t think it will produce the kind of revolution that, say, quantum theory produced, where the actual dynamics changed drastically, but the interpretation of quantum mechanics is very strange and very much up in the air, and I believe that living systems do, in fact, produce this interpretation. Only by understanding how they do it will this interpretation become clear. I’m saying that it is not only a philosophical problem; it is also a physiological problem, or a neurobiological problem. I think many physicists feel that language is crucial for interpretation, that is, the structure of language is more than incidental. Some of these feelings are extensions of Bohr’s ideas. However, all these ideas, I think it’s fair to say, are not lucid.

ROSEN   There’s an element of what I could almost call magic in some aspects of discussions like this. People used to argue from the structure of language to the structure of the world: because sentences had subjects and predicates, therefore things had matter and form. To try to argue about the world from the nature of the methods we use to describe the world, this is the essence of magic; that the name of the thing is not accidental but embodies some deep property of the thing, so that if you conjure with the name, you will get some handle on the reality of the thing. Numerology is like this also.

PB   Yes, there were sacred names that you didn’t utter.

ROSEN   That’s right, very much like science in this way. The name or number that you associate with a physical thing, and a mathematical model that you associate with that thing, are really very similar. In fact the only difference is that we don’t think nowadays that the name has any real, deep connection with the thing, whereas we feel that the model does. Some people claim, however, great success with magic, the sort of success that we claim with science.

DP   There may be even great psychological facts in the significance of names.

ROSEN   That might very well be true and this would give magic a scientific basis, if you got the right connection between the name and the thing.

DP   Or the reverse – it would give science a magical basis.

ROSEN   Indeed, many people think it does that.

PATTEE   This is one of the reasons that I think that biologists should not treat physics as if it were automatically the fundamental science to which everything should be reduced. That is a kind of modesty in a way, on the part of biologists, and in fact it leads to the idea that once we have translated all biological observations into physical measurements, we have reduced life to physics.

ROSEN   This is interesting, because you said earlier that the brain has a fundamental goal – to simplify.

PATTEE   Yes.

ROSEN   So one often urges that it is imposed upon us by our evolution to take complexity and reduce it to one or a small number of fundamental units or activities.

PATTEE   It is, but I think molecular biologists assert that because physical laws are in some way not violated by any experiment, which of course I wouldn’t expect, things have been reduced. What I am saying is that, if one moves into physics, one finds physicists sitting around and talking about physics in such a way that one feels that even physics cannot explain itself. So it isn’t much of a help to say that this very complicated sort of behaviour is reduced to physics. It’s really simpler than physics.

DP   I think quantum theory has shown us that there is no such thing as a unique reduction or a unique description.

PATTEE   Right. That is, it is not an explanation or simplificiation to just say that this set of coding enzymes is obeying the laws of quantum mechanics. That’s a very complicated statement; it is not a simple statement; that’s what I’m saying.

DP   I think that anecdote about the Rolls Royce would be very useful, as regards reductionism.

ROSEN   There was a Woody Allen routine about him going to England and buying a Rolls Royce. Not willing to pay the duty on it, he dismantled it and packed it in a large number of suitcases. When he came back to the States, he unpacked it and tried to get the Rolls Royce out of that set of parts. The first thing he got was several thousand sewing-machines; then he got a tank, an aeroplane; but he never could recover his Rolls Royce.

This is of the essence in the kind of argument that is involved when I talk about how complex the idea of reductionism really is; how in many ways, unfortunately, as Howard Pattee was saying, biologists want to feel that they have solved all their problems when they isolate a particular set of parts and try to assert that from this set of parts will flow the understanding of everything that they really want to know about life, about organization. What I tried to say earlier was that essentially each way of looking at a complex system requires its own description, its own mode of analysis, its own breaking down of the system into parts; that it is the relation of these different descriptions, which is by no means obvious, which is going to be a source of enrichment not only to biology but also to physics and to all of the sciences up to and including the human sciences. Biological systems are just about the only source of insight we have into organization as such, which will be crucial in handling the kinds of problems which arise at the human level.

SOMORJAI   It’s not at all surprising that the explanation of certain biological phenomena in terms of accepted and well-known physical principles is all right; after all, we can only make measurements in terms of physical instruments based on the laws of physics; we don’t know what kind of questions to ask to separate out phenomena that are not typically of a physical nature. I mean, you cannot carry out experiments.

ROSEN   Yes, but the organisms themselves can carry out these experiments.

SOMORJAI   But you can’t really characterize those.

PATTEE   I don’t agree. I think we study many structures, many organizations, without using physics. Look at linguistics. We study the structure of symbolic systems without relating it to space, time, matter, or energy. Isn’t it possible to study the structure of living systems from this point of view too, without relating it to particular space or time? For example, if you study a biological molecule from the point of view of physics, you get what I would call the structure of a symbol vehicle, just as if you studied marks on the blackboard or a piece of paper in a book from the same point of view. You would get the chemical composition of chalk or graphite or whatever. And this would be, I would say, irrelevant to what was on the blackboard or in the book. The same analogy could work with computers. If you ask what a computer is, you know very well that you get two types of answer, one from the point of view of the computer manufacturer, who says, ‘well, a very large number of transistors acting as switches, and many complicated wires and inputs and outputs, etc.’ If you talked to a mathematician, he would completely ignore these aspects and talk about computation as a symbolic activity. Only by combining the two descriptions can we approach the reality. I think J. Monod, in his book Chance and Necessity, gives an analogy of a man coming from Mars and seeing a computer. Monod assumes that what this man will do, to understand the computer, is take it apart and look at it, part by part. I think this is a bad analogy; in effect, he’s using the idea that the computer is basically a physical device. I don’t believe he would ever understand the computer very well unless he also understood the nature of computation, which is an abstract idea.

PB   But there is one element that cannot be neglected: we shouldn’t look at the question what is a computer?’ in the same way that we would look at a galaxy or a star or a crystal. We shouldn’t, because there is an intermediate step, namely, that we constructed it. And then the Martian may in fact examine the parts, not in order to find out how it itself is constructed, but to determine whether or not it was constructed.

PATTEE   But I say that life is more like a computer than a galaxy. In other words, anything with a symbolic component, anything with an internal description or self-description, cannot be characterized solely in terms of space, time, matter, and energy, in terms of physics. This is why I think the study of life from that point of view is necessarily a half-truth. Just as von Neumann said, the problem of self-reproduction, dealt with entirely symbolically, is a half-truth. This is perhaps one reason why von Neumann’s theory never entered biology, because it was a disjoint discussion. Von Neumann, even before it was understood how cells reproduced, before the DNA-RNA protein construction process was known, proposed a logical system which he felt was necessary logically for self-replication. And it was essentially the same as was found in the cell later on. He never got any credit for this from biologists because they said: well, we know the cell isn’t made out of Turing machines. That was unfortunate, because I believe an essential part of the theory of biology is the theory of self-describing, self-replicating systems. That’s what von Neumann meant by self-replication: evolving cells had to have an internal description. Both of these approaches, I think, are necessary to understand life: the symbolic, logical approach, and the biochemical, physical approach.

PB   They’re perhaps not so separate. When you say self description, and when you say the living system has a model of the world, I presume you would be distinguishing between different kinds of self description. I mean, a molecule of DNA describing a complex organism is one way, but it needn’t describe all possible elements in the world.

PATTEE   No description can completely describe anything.

PB   Okay, so what is your simplest description?

ROSEN   There’s a problem here, which arises when you start to talk about descriptions, which complicates this matter. You say that DNA (just to adopt this way of talking) contains a description which is read out to the construction of an organism. If we take a three-body problem, we can’t get a description of that three-body system in such a way as to enable us to tell where the three bodies are going to go. The three-body system, however, does have a behaviour, a very definite one.

PB   It seems to know what to do.

ROSEN   Does it have a description of itself? You can get into all kinds of difficult questions when you begin to loosen up a discussion of this kind. Biology is full of traps like this. The basic words of biology all allow many different kinds of interpretations. Description is such a word; fitness is such a word; learning is another.

PATTEE   I want to reduce description to a more limited sense. I think that the case of the three-body problem is not self-description; it can be stated that the motion of the three bodies, even though we can’t describe it, does not require the assumption of an internal description the way I mean it. It’s handled by the laws of nature. It has its own incorporeal laws which exist independently of any description that we happen to give it, which is not the case in living systems. Descriptions must have a physical embodiment; in the cell it is the genetic DNA.

ROSEN   What I’m trying to get at, in order to isolate the sense in which we want to usefully use a word like ‘description,’ is to separate it out from other cases to which the word could be applied but which would only muddy the water. One of the ways of doing this is to construct for ourselves classes of systems in which such words take on definite, precise meanings and to do this perhaps in a number of different ways. In each case, we capture some aspect of the intuitive content of the word that we want to explore.

PB   Can we have some concrete examples of this?

ROSEN   I could give you examples from the standpoint of description, because what Pattee is trying to do precisely is to construct classes of systems which embody a property which he will refer to as description or self-description, and then see what the consequences of that assignment are. I myself, when I was in California in 1972, had occasion to take part in a symposium discussing B.F. Skinner’s work, which was really an elaboration of the assertion that every ‘behaviour’ can be ‘conditioned.’ Now, ‘behaviour’ is one of these words. Is this a true assertion or is it not? What I did, although Skinner didn’t really think it was constructive, was to create varieties of formal worlds, in which this word behaviour took on definite, precise meanings. In each of these worlds you could definitely ask whether every behaviour could be conditioned, if behaviour means this precise thing. Now, these were reasonable worlds; I mean, they weren’t completely without intuitive content. In some worlds you could answer the question positively, and in some worlds the answer to the question was no. And indeed, in some worlds, if you conditioned one thing, you could never condition anything else, which would be clearly undesirable. The question became: which of these model worlds is closest to the one in which we live, where we want to be able to assign a definite meaning to this question? That reduces his assertion to something scientific which can be answered. As it stood, the assertion that every behaviour could be conditioned was really quite meaningless. It became a really deep scientific question, then, to decide how to go about approaching the question to get an answer to it. Now, that’s a strategy which I think is important to adopt whenever one is considering words like memory, description, behaviour, fitness, learning, evolution, development – to try to tease apart the various different senses in which the words can be used and isolate that class of systems which embodies one or another of the intuitive aspects of these words in a formal definite way, so that the consequences can be explored. Now, what Pattee wants to do, as I say, is to isolate a particular kind of meaning of the concept of ‘self-description.’

PATTEE   First I want to simplify or talk only about sufficiently simple systems so that I don’t get mixed up. I think the brain is too complicated. The level of consciousness, so to speak, is too diffuse and complex an area in which to discuss description or self-description in the way I mean it. I feel that it’s safe to go back to existing cells because that is what we’re trying to explain, and to talk about macromolecules which have specified sequences. This is not unlike higher-level language systems which have alphabets and sequences of letters that form words and which have meanings. The difficulty is in the meaning, because one does not normally assume that molecules have meaning. The question is: ‘When does a molecule have meaning?’ What does that statement mean in terms of physical description? I don’t see any logical paradox in this, because it’s the same problem that we have in language: ‘How does one establish the meaning of a language if one begins with undefined words?’ Sometimes the problem of infinite regress arises; you think up a set of symbols and you have to define those symbols and the question is how to define the symbols with which you define the symbols. In fact, this same infinite regress problem was brought up before it was understood how proteins were synthesized. It was thought that enzymes synthesized proteins directly, and this same apparent paradox arose there. You have to have a special enzyme to produce each particular sequence to make one enzyme, and what produces those special enzymes? Obviously this problem is solved by the closure property: it is possible to have a finite set of operations and a finite alphabet which has the self-describing, self-constructing property in the cells; that’s one example of this closure, and our languages are another example at a higher level.

ROSEN   Let me ask one question which suggests another way in which biology can enrich physics. Where in a word, say in a natural language, does the meaning of that word reside? Certainly not entirely in the sequence of letters, because there are many different words which will carry the same meaning in general, usually expressed by saying that language is highly redundant. There is some sort of kernel subsystem, if you want, of the word, in which the meaning resides, from which the meaning can be extracted.

PATTEE   I would look at it the other way. I would look at the word as the kernel itself; that is, the word, the idea of a symbol, is a way of associating a very complex system which a very simple system. The symbol I think of as a simple representation of something very complex. Now, in the cell, let’s be specific, in a cell you’re asking what is the meaning of the gene for an enzyme, since the gene is the description of the enzyme. First of all, we know that the syntax of the system (i.e., the rules of construction from that description) requires the existence of many other molecules, the transfer RNAS, the messenger RNA, the enzymes, the ribosomes, etc.

ROSEN   Yes, it’s context-dependent!

PATTEE   Exactly; it requires a large set of elements to just construct that enzyme. But the meaning of the enzyme is even broader than that, because once you’ve constructed it, all you have is a linear sequence. Then it folds up presumably according to an uninstructed set of physical laws and enters the cell as a functional device. The function is its meaning. It may be a lysozyme that chews up the cell, or it may be an enzyme that helps construct the cell. Its meaning is what effects it produces. Meaning, in other words, involves the entire system; one cannot extract the meaning simply; one can only talk about the production of the symbol. In terms of physics, there is a deeper level of meaning perhaps.

ROSEN   No. I think what I was trying to say was rather different. This bears on the relationship between the enzyme molecule which carries the active site and the active site itself; the meaning resides in the active site.

PATTEE   At that level, yes. But there are many levels of interpretation for all symbolic systems.

ROSEN   That is true, but that’s another question than the one I was raising. What I was saying was that you can characterize a site independently, as a physical system in its own right; it has a physical description which is independent of, or at least related in only a very complicated way to, the description of the molecule which carries the site. Now, many molecules can carry the site. All they need to do is to be able to provide the right observables, to give the site its features, just as to extract the meaning of a word you only need to appreciate certain features of it and not entirely the sequence of letters in it, or anything else about it. Now, this way of talking gives you a new class of systems which are physical but not material. You have physical systems which do not have a separable material embodiment, and that is what I would call the active site of the enzyme. It cannot be extracted from the molecule which carries it.

PATTEE   You mean a minimum number of degrees of freedom are necessary to define what the enzyme recognizes.

ROSEN   That’s right, and those degrees of freedom need not be the ones that enter into the physical description of the enzyme itself. They can be related to them only in a very complicated way, from which we would have great difficulty extracting the function, the site, from the physical description of the structure which carries the site.

PATTEE   But isn’t ordinary language similar? You’re using that as an analogy.

ROSEN   That’s right. That’s what I was just trying to say.

PATTEE   Ordinary language theory can be very instructive.

ROSEN   But we have to have this capacity for dealing with such subsystems, which cannot be isolated, separated, and characterized, in the ways in which physicists approach material systems. New classes of subsystems are required for this type of analysis.

PATTEE   This, I think, is a problem with physics too. I think the measurement problem is of this nature. One cannot characterize a measurement by physical interaction or by complete analysis of the situation, because the measurement really is a context-dependent interaction of the entire device and measuring apparatus, and, in fact, includes the purpose of the observer in order to say whether or not a measurement has occurred. It cannot be stated objectively that it has or it has not occurred without introducing the meaning of the interaction.

SOMORJAI   Which in a sense means that you require consciousness to measure.

PATTEE   Well, I just say ‘life’ instead of consciousness.

ROSEN   I would say ‘subjectivity.’

PB   Something bothers me about the word self-description; I can’t quite put my finger on it. You use the analogy with ordinary language. Now, ordinary language is used to describe not so much the organism that is uttering the language, as to describe its relationship with an outside world. Is it possible to have sets of descriptions in a living organism so that, for example, an enzyme molecule is really describing an environment, some sort of sensing device if you like, and the concatenation of all of these objective measurements leads in some way to what we might call self-description. But in fact self-description is merely a collection of descriptions of the environment as a whole and details in it.

PATTEE   Self-description is a minimum requirement for what I would call a language-like system.

PB   But this is what bothers me, because language is not designed for self-description.

PATTEE   No, but all natural languages have the capability of describing their own grammars, so that one can explain how to use the language in the same language.

PB   But you need a metalanguage, and I think logically the metalanguage is not within the language.

PATTEE   Yes, I think it is in natural languages.

ROSEN   This is another example of the difficulties that we can get into if we start using these terms carelessly.

PATTEE   Agreed, but the cell can contain paradoxes in a sense too. This idea of a self-destruct system is a paradox; that is you turn on a gene which turns off a gene. Logically, if you write this down, it’s paradox, but I wouldn’t worry about paradoxes.

PB   Does there exist an analogy to Russell’s paradox in biological systems and how does the system resolve that paradox?

PATTEE   Von Neumann made the point that in automata theory, when you introduce real sequences (not real time, but when you have to perform things, let’s say, in arbitrary time intervals where there is a before and after), you get rid of many paradoxes, logical paradoxes, because time takes care of that. What I’m saying is that in real physical systems one does not have paradoxes because the topology of space-time takes care of these paradoxes, or at least one doesn’t worry about them. The case of contradiction in logic, you see, is a time-independent thing. You prove a paradox by going in a certain symbolic sequence and when you find out that what you said to begin with is wrong, you are upset because it seems to invalidate what you have just said. In a real physical system you simply get an oscillation.

PB   If you feed a paradox to a causal system it converts it into an oscillation.

PATTEE   It’s like the box with the switch to open it and a little hand that comes out and turns off the switch and goes back inside.

DP   What about the paradoxes that require you to jump one level in a hierarchy? Do they have a biological analogue?

PATTEE   I’m sure they do. I think that the developmental system is very likely one higher level of description. No one has discovered a way to separate it in terms of the elements, the physical symbol vehicles. But clearly the replication process which involves a single cell is controlled by the developmental process. In other words, cell replication itself is turned off and on by some other part of the gene or the DNA, or at least by some other part of the epigenetic system perhaps. It may not be explicitly stated in the gene ‘when you reach this stage, turn yourself off.’ There are many procedures which can perform that. There are epigenetic generation procedures in which no explicit string of DNA has to correspond to an explicit action of development.

ROSEN   There are several things that are involved here. In physics you take the state description as primitive, and what you are interested in is to talk about the way the system changes state as a result of environmental influences on it. In automata theory one of the things you can do is to define states in terms of equivalence classes of histories, which is the sort of thing you were talking about before. The state becomes an equivalence class of all possible histories going back to minus infinity, as it were, which put the system intuitively into the same state.

PATTEE   It eliminates time, the order in time of the system.

ROSEN   That’s right. So that you have an alternative way of describing what’s going on, either in terms of equivalence classes of histories (in which case the inputs are primitive, and the state is a consequence of those), or the state description which physics takes as primitive. Also, the fact that we are dealing with complex systems which admit many descriptions, each of which is only partially true, gets rid of many of the logical difficulties that have been raised here, while at the same time raising still others.

PATTEE   This is the theory of types in logic; and of representations in biological systems.

ROSEN   You see, formal systems have their own properties, their own descriptions as it were, which are not related to the fact that they may model or describe some range of some real activity. The logical paradoxes can arise because of the intrinsic properties of a formal system which don’t have anything to do with the fact that it is a model, and since it is only a model over a limited range of activity, the paradoxes which arise in the formalism need have nothing to do with the representation that you use.

DP   Most paradoxes that are like this are pseudo-paradoxes when you move one level higher in the language.

ROSEN   That’s also true.

SOMORJAI   Is it possible that biological systems develop hierarchical descriptions to move out of paradoxes?

PATTEE   That, I think, is very likely. I have a vague idea of how new levels of description can arise, and I suspect that the failure of one level is the basic force or condition for a new level arising. In other words, when a system fails to have a representation or a description to handle a particular situation, it leaves a power vacuum so to speak, or a decision vacuum. I would call it a kind of instability, when a decision needs to be made and there is no decision procedure. One then has ambiguity, and small causes can have large effects. This is, in effect, a crisis in the system, and there can arise then a new type of behaviour.

ROSEN   What you were really talking about is just this point of the emergence of novelties in evolution, what the philosophers call a dialectic, the presence of contradictions. Two things contradicting each other, simultaneously coexisting, is an intrinsic property of systems, I feel. It’s something that’s been a problem in human systems.

PATTEE   I would say that it is inherent in the description of systems, not in the systems.

ROSEN   No, it is inherent in the systems. We have excluded it from our descriptions and this is why it seems a puzzle. All that you can capture in a description is part of the capacity of a system to interact in a system. What you retain has only one of several contradictory aspects which are simultaneously coexisting in that system. This is why you consider the emergent behaviour as unpredictable, simply because you have abstracted away, in your description, that capability which I think is inherent in the systems.

PATTEE   We have a hierarchical description problem here. When I say ‘description of a system,’ you say ‘no, the system.’ I still say we are talking about a description of the system but at the next lower level. Let’s not say ‘a system’; I think the very idea of a system is a description. One cannot, in fact, have a system unless one is talking in a language. This is again not an argument; it’s sort of a philosophical or intuitive basis for talking about the problem. I believe there is a real world out there for which we do not have a complete description.

SOMORJAI   But can you have anything without description?

PATTEE   Yes, I believe there does exist a world, an external reality. Whether it exists or not is a question we can’t answer.

ROSEN   It’s true, the things that contradict each other are the descriptions.

PATTEE   Right.

ROSEN   But the interactions which those descriptions describe are there, yes?

PATTEE   I agree.

PB   But they are complementary too, aren’t they? They are not merely contradictory?

ROSEN   That’s right. They are complementary in a sense.

DP   Isn’t it probably true that you can’t have a perception without some form of description to fit it into? You can’t have a perception in a vacuum.

PATTEE   This is almost a matter of definition. What is a perception? You see, physicists use the neutral word interaction, and I think most physicists conceive of an interaction as part of the outside world. It’s not my mind that produces the interaction; there is something there. The perception of the interaction, on the other hand, is something else.

DP   So when you say there exists an external world without description, I don’t quite see what you mean. You certainly can’t have any perception of the outside world without coexisting descriptions.

PATTEE   There is no arguing with these presuppositions. If you want to be a solipsist, I can’t argue with you.

PB   What about the theory of evolution?

PATTEE   I believe that life arose on the earth about three billion years ago; that’s my language. I am being a naive realist. Perhaps it can be solved by looking at it in some form of timeless order as Bohm does in his language, but I don’t approach it that way yet.

PB   Another way of putting the problem which is perhaps even more meaningful is (and this again is a Kantian approach): whatever is there (and that includes us, interacting with whatever is there) may not ever be known as though we weren’t there, or we may never interact with it in enough ways to get at the full complexity of it. All we can know are those interactions, those differences. I think it is very difficult to go beyond that particular guideline. That is the basic unit of information in cybernetics.

ROSEN   I think that you are now talking in line with the sort of thing that Peat was saying before. It’s a slippery area to get into because, in order for systems to be called different, we have to be able to perceive the difference. Can we say, absolutely, that two systems are the same or not? Now, this was one of the earliest things I did in the relationship of physics to, say, biology. Specifically, do we have any basis for resolving the Gibbs paradox? The Gibbs paradox, as you recall, was the following: If you take an enclosure and divide it into two parts, and put gas A in the left side of the enclosure and gas B in the right, and at time zero you remove the partition and let the gases mix, there will be a change in entropy which is independent of the nature of the gases, but dependent only on the fact that they are different. On the other hand, if you put the same gas on both sides of the enclosure, there is no change of entropy. So, Gibbs’s idea was that you could let the properties of the gases on one side approach more and more closely those of the gas on the other side and get a discontinuous change in the entropy of mixing when they became identical. Now, how do you get around this paradox? Schrödinger proposed that quantum mechanics could get you around it because it didn’t admit that the interchange of identical particles was a real physical event. But I argue that this does not resolve the paradox, because it is still a question to determine whether the particles are identical. This is an observational question, not a theoretical one. How do you know when to apply Schrödinger’s principle? Can you settle that with a finite set of observations at your disposal at any particular time? What I did was to construct a variety of formal systems in this case, for which the problem of determining identity was unsolvable in the mathematical sense. It required solving a word problem, and therefore if that could not be solved, then in this context you couldn’t even define entropy in an objective way. Now, you see what you were saying here about difference.

PB   I was using it as a primitive definition of information flow, and for perception: that where there is no difference, there is nothing happening.

ROSEN   That we can see.

PB   For example, constant velocity is not significant; what counts are accelerations, hence differences.

ROSEN   Those are easy for us to see.

PB   Something travelling along a neural net is really a difference, or a transform of a difference of some kind.

ROSEN   Yes, those are cases where we can actually see what’s going on. But there are many situations in which we are not geared to see what’s happening.

PB   That’s exactly my point – that there are an infinity of differences that are possible and, of these, our own system selects some, which really reinforces the Kantian argument that you never get at that infinity of differences that are possible. Each organism in a very complex environment is, in fact, seeing different things. I tried to imagine one day a bee, a bird, and a man in the same garden, and how this garden was being represented to each of them. You can work it out some way without getting into the full complexities because each has an optical system that operates in certain ranges, etc. But when you try to describe that garden, you’d have to overlay all these descriptions and they are all built on differences. And I think that’s all we have – differences that made a difference (to quote G. Bateson). Not all differences make a difference.

ROSEN   They may seem to make no difference now, but there are other environments in which they may make all the difference – this is where the selection comes in, and where variability comes in, and the driving force of evolution comes in. Things which don’t make a difference now, equivalent multiplicities which look the same in a particular set of circumstances, serial repetition of sequences, suddenly become important when the environment changes, because then there is a whole new kind of a classification imposed upon them.

PATTEE   This is what we ignore in language, I think, and it shouldn’t be ignored even at the biological level. In language we make statements that do not have their meaning when we state them, but only assume meaning after we have said them. In fact, I think a lot of speech is this way – we don’t know what we’re saying until we’ve heard what we said. We generate potentially meaningful statements which only assume their full meaning after they have been stated. This is, in effect, the difference between myth and science. Myth elaborates on the linguistic model in ways which have no corresponding observable correlate, and they therefore have great potential meaning.

PB   They could correspond to psychic components, to psychological components as observables; presumably they are observables.

PATTEE   But when they are stated these are not known. That’s what I’m getting at. You see, this is the property of language which is so important in biology: that is, the gene can describe things which do not exist. One does not say this about a physical system.

PB   What about meta-messages? I could be using the same series of words in five or six different contexts and the listener is getting that meta-message which is saying ‘this is ironic,’ this is satirical,’ ‘this is straight; how does this apply in your symbolic analogy?

PATTEE   We don’t know, of course, whether the gene has any meta-messages of this type, although I would expect it does express itself at many levels.

PB   Have these levels been identified yet?

PATTEE   Not very clearly, unless you want to call the operator and structural genes two different levels, that is, the structural genes say ‘make an enzyme with the following sequence’ and the operator says ‘do not read this message.’ That’s a higher level. It doesn’t care about what the message is, it just says not to read it. Perhaps there is a higher level that says ‘until you read this message, do not go to the next gene’; it could be a very complicated hierarchy of interpretations as in any conditional or branching program.

DP   Isn’t there such a thing as an evolutionary joke?

PATTEE   Maybe there is, I wouldn’t doubt it. Of course, this is why machines cannot translate natural language. We have never been able to build machines which have the property of model-shifting or representation-shifting; this is called the representation problem in artifical intelligence. In order to solve a problem one has to have a good representation. And we build in representation using our own knowledge base. I believe we don’t know what we mean by a representation. It’s a systems property which has not been defined well enough to program.

SOMORJAI   May I raise a slightly different question? I would like to have your reaction to it. What would you say to the statement that our assertion that there are interactions is a consequence of incomplete description?

PATTEE   How do you mean? I don’t quite understand.

SOMORJAI   Well, if you could describe something completely, then the question of interaction doesn’t arise.

DP   When you linearize something, then you have a set of separate things that are all interacting, but you can always describe them in terms of maybe just one thing.

PATTEE   Do you mean something like replacing a force by a different frame of reference, by a different geometry, as an intrinsic part of the system? I think that does not remove the essential problem. The idea of force is certainly dispensable, but the language still has to have the property of describing experimental results, and however abstract you make the language, you still have to use the interpretation of this formalism to reach an experimental condition. A good example, of course, is classical mechanics, where you begin with the simple idea of force, and then you generalize and abstract and reach the Hamilton-Jacobi theory, when everything is so abstract it takes many layers of interpretation to reach an interpretable or measurable quantity.

ROSEN   This is a question which also has an epistemological content. If you take, say, a linear system, where it looks like there are a lot of interactions going on, and reduce it to, or diagonalize, the matrix of interactions, you have then introduced a new set of observables that were not perceived originally. Now you construct them as formal quantities and in that coordinate frame, defined by those new observables which you now take as state variables, they are not interacting; they may as well be bacteria in separate test-tubes.

SOMORJAI   This is the point I was raising.

ROSEN   That’s right. Now, this is again an aspect of the subjectivity that I have been talking about. If you had looked at the system through those new observables originally you would see no interaction, yet the dynamics would be the same.

SOMORJAI   This is a point I want to make: that interaction is imposed by our inability to represent something in a proper way.

ROSEN   It’s not an inability. It’s simply empirically convenient for us to look at the original state variables which make the system look interacting.

SOMORJAI   Why is that convenient?

ROSEN   This is a historical accident, that some interactions are easier for us to engage in than others. We can, and in fact must, find the ‘right’ set of state variables in order to solve our linear system.

SOMORJAI   I think it’s not a matter of convenience; it’s a matter of inability.

DP   I think there is also the philosophical notion of formative cause versus effective cause. If you describe an effective cause then you have several things which interact with each other, whereas describing a formative cause there would be some general form to a thing which would give rise to its behaviour. And you wouldn’t necessarily want to split it up into causal relationships between parts of a system.

ROSEN   No, I don’t think this is really involved in this question. You can look on the diagonalization of a matrix, at one level, as a mathematical trick to enable you to solve the equations. On the other hand, you can look at it as an experimental matter: we happen to see, or find it convenient to measure, certain quantities about the system which define the dynamics in a particular way. If we had looked at a different set of things, we would have seen the system as if it were not interacting.

SOMORJAI   Yes, but your convenience is my inability!

ROSEN   There is nothing in principle impossible about having measured those new state variables from the very first. It just so happened; I feel this is a historical accident of what is convenient or easy for us to do – ways in which we find it appropriate to interact with the system.

DP   Would you say a three-body problem in general relativity was a matter of the bodies interacting with each other or an argument by a formative cause?

ROSEN   I can take a three-body system (I think; I haven’t done this), and break it apart by defining new observables in just this way, to do for a non-linear system what is easily done for a linear system. At least, I can do it locally, by patching together all these local pieces. I feel it is possible, at least in a wide variety of cases, to decompose any system into non-interacting subsystems, to diagonalize it essentially. The observables in question will look very unnatural to us.

DP   Is this decomposition unique? I mean, it is a bit like reductionism again. You might be able to reduce something, but is that the whole story?

ROSEN   It is a question of analysis. As I said, you have to analyse; you have to get simpler elements somehow. Reductionism as we use it in a strict sense simply gives us one particular recipe for constructing subsystems which I have argued is not adequate.

DP   You have cautioned us about reductionism, and yet we want to simplify. Would you elaborate on your method of discussing observables?

ROSEN   What I said was that reductionism offers us one particular way of decomposing a complex system into simpler subsystems. In biology this way has to do with isolating fractions, simpler physical subsystems, looking at those in isolation, and then trying to give back all properties of the original system from which the fractions came. The assertion of reductionism is that this is universally adequate; that these are the only kinds of system decompositions that you ever need to use. What I said is that if you look at new modes of activity, or other kinds of activity in the system, these modes will not be adequate. I gave you the active site as one example. Any kind of activity brings with it a set of observables or state variables which are used to describe that activity and the dynamics which comes along with it. Now, if that dynamics is complex, in order to solve the equations and understand just that activity in isolation, you need to simplify the system somehow. If it’s a linear system, the way to simplify it is of course to reduce it to normal form, to diagonalize the matrix. If it’s a non-linear system, you can do an analogous thing. It enables you to solve the equations and then transform back to get the time course of the system activity that you were describing. But it does not describe all activities, and for each activity you will get a separate dynamics and a separate way of simplifying. So, what I’d say is not that you cannot analyse, but that the form of analysis is determined by the activity that you’re trying to understand.

DP   This appears to be relevant for the measurement problem in quantum mechanics.

ROSEN   Yes. If you take something like an enzyme, which you feel is carrying out some kind of a measurement, it’s got a particular mode of functional activity which has a description. That description, as I said, is very far from the description of the molecule which carries the site. In other words, the specific catalytic interactions of an enzyme induce a particular kind of description, a dynamics which you can describe and understand. To solve the equations which describe that dynamics, I introduce a new set of observables which split that dynamics up into simple parts, the simple parts being non-interacting, in a sense. Now they will look very unnatural in a formal sense; nevertheless they will have the property of breaking the original ^-dimensional dynamics into one-dimensional dynamics and then you can solve the equations and transform back so that your answer is interpretable in the original state variables that were introduced. For any particular activity which involves measurement or which involves interaction of any kind, it is possible to get a description. This description may or may not look ‘physical,’ in a conventional sense, in that the observables that are involved may or may not be the sorts of things that a physicist would be able to measure directly about the system. In any case, we have a description that may be too complex to approach directly, so we can’t solve it in its present form. What we must do then is to try to extract simpler subsystems from that, and the ones which are naturally suggested are the ones which are in some sense one-dimensional. And I feel in quite general cases we can do this. I can show you how.

DP   These observables which you may get in two different ways may have an uncertainty between them. There may be something analogous to the uncertainty principle in quantum mechanics.

ROSEN   That’s true. There may well be, but again, in many kinds of situations at any rate, particularly the ones which involve genetics, you can assert that you are only going to be dealing with commuting sets.

DP   But wouldn’t it be true to say that you have a metaphor, a biological, living metaphor, for what happens in the quantum measurement process? Or is that pressing it a little too far?

ROSEN   No, I think the quantum measurement process, first of all, manifests itself directly at the microphysical level in such things as enzyme activity in reading out genetic information. And secondly, the process of measurement itself is exactly the same process which biological organisms use at all levels whenever they classify things, whenever they recognize things, whenever they divide up their world around them into classes and act on those classes, whenever they simplify, in Pattee’s sense. The brain wants to take complex patterns of environmental stimuli and break them up into classes. One class would say ‘run,’ one class would say ‘approach,’ one class would say ‘eat,’ and so forth. Whenever you do that you have an analogue for the measurement problem, or a metaphor for the measurement problem. That’s another thing I tried to say: that the same formalism applies.

PB   Aren’t you moving into a new determinism?

ROSEN   In what sense?

PB   Well, when you’ve projected the measurement problem in quantum mechanics right into microphysical process, you’re then removing effectively the observer from it. I mean, you are now making what was formerly a problem of subjective interpretation into an objective one.

ROSEN   It’s still subjective for the system which is doing the measurement.

PB   But in our terms it’s now objective!

DP   You’re observing something observing something else?

PB   Yes.

PATTEE   The essential feature of the measurement must involve the ‘descriptive failure’ of the dynamics that is being measured. In quantum mechanics, the measurement problem is not a dynamical process. In the present interpretation the measurement is an irreversible, non-dynamical process.

ROSEN   And so it is in the context that I’m talking about.

PATTEE   I didn’t understand what you meant by decomposing it, so to speak.

ROSEN   I’m decomposing a description but I don’t necessarily introduce determinism, because my description is incomplete. I’m only describing one activity and breaking up the world with respect to that. Now there are other activities, other interactions, going on. This was the source of the dialectics, so the complementarity will come in right there.

PB   Yes, but what I meant by determinism, by the complementarity, now comes in without a large-scale macroscopic observer so to speak. It’s now embedded at a microphysical level. So there seems to be a different sort of problem than our measurement problem.

ROSEN   The measurement problem, for instance in the readout of genetic information, or the activity of an active site, involves explicit microphysical processes in the manner which I described. But the end result, the thing that you observe or that the organism observes, is some kind of gross change in the dynamics of a system which has been affected. Some kind of rate has either been increased or decreased.

DP   Would you care to comment upon S. Comorosan’s work which suggests that biological observables exist which have not been detected by conventional physical experiments?

ROSEN   Again, I suggested that the kinds of observables that were involved in the action of such a thing as an active site were not the ones that were conveniently measured in physics; that the biological systems saw each other through different eyes than we would use if we were looking at these systems. So, I suggested that there were other observables that were involved explicitly in these biological interactions, biological measurements. What he tried to do was to find some. He took as an experimental system just this enzyme catalytic system, in which rates can be measured very accurately. There was a very simple enzyme system, a sugar and an enzyme which breaks it down. He took the substrate, the thing on which the enzyme acts, and he perturbed it in such a way as not to modify any of the energetic properties of the sugar. He found that there was a marked change in the rate at which the sugar was broken down in comparison with the untreated molecules.

PB   But he didn’t know what perturbation he had in fact introduced.

ROSEN   That’s right. He knows it was not of a physical observable.

SOMORJAI   There’s some cynicism, isn’t there, in certain quarters about these experiments?

ROSEN   Oh, of course, because, as I say, if the observables in question are different from the ones that the physicist uses, sort of orthogonal to them, a whole new world has been opened up. But the point is that this whole world is comprehended in the language of physics. In physics you always deal with a complete set of observables, out of which the physicist pays attention only to one, such as the Hamiltonian. And when you’re dealing with systems like an active site, the concept of a Hamiltonian really has no meaning – you’re in a whole different world. That world has been obliquely talked about by the physicist, but not exploited. It has to be exploited in biology; biology makes you look at that world.

PB   So you’re saying that one should expand physics to embrace biology rather than reduce biology to physics.

ROSEN   This is what’s going to happen. This is in the process of happening. I feel that biology will indeed extend physics, rather than cease to exist as an autonomous science by being swallowed up by physics.

PB   Can we jump several levels higher to human systems and consciousness? Will that also extend biology and hence by implication physics? Here I’m thinking specifically of mind-matter type situations.

ROSEN   This we can’t say. As Pattee was saying before, we have trouble enough in biology, but it seems like a natural flow. There is this hierarchy; but one thing about the hierarchy is that the same problems continue to reappear at successively higher levels and we have to use our experience at the previous levels in order to know how to approach them at the next one.

SOMORJAI   And of course analogies don’t always work.

ROSEN   Well, I think they’re more than analogies. I think that there is a firm dynamical basis; the analogies are not fortuitous.

PATTEE   For example, all descriptions are incomplete at all levels, and if they fail at any point the same type of process may take over. This idea that the failure of description gives rise to a new level would be a general feature of hierarchical organization.

SOMORJAI   Once you speak about hierarchical organization, you ultimately imply that it’s an open system.

PATTEE   Right. In fact, that’s the nature of hierarchies which is paradoxical, reminiscent of the infinite regress in linguistic definition.

PB   It’s like Gödel’s theorem as well.

PATTEE   Perhaps it’s the same type of thing, that a hierarchical level always implies that a higher level is necessary to analyse the results of the preceding one, but Gödel’s theorem only expresses the incompleteness of one formal level.

DP   Could you elaborate on hierarchies, because people often think of a rigid thing like a government?

PATTEE   My concept of hierarchy is very much more limited; it has to do with the alternation between descriptions and constructions, the idea being that at one level we have dynamical systems in the very general sense, that is, state descriptions and rate-dependent transformations between states which we then describe (or define, if you like) by the proper choice of observables. At another level we have rate-independent global or asymptotic structure, or, if you like, singularities or instabilities. One can label these things differently.

SOMORJAI   Catastrophes.

PATTEE   Yes, catastrophes. This is my use of René Thorn’s theory of catastrophes. In fact, René Thom and Ilya Prigogine have both suggested a kind of instability theory of hierarchy. But I want to say that whatever single form of description one has, it is incomplete. One description can only have a limited usefulness. And the way the system is defined will, in fact, limit the range of that description of the system. But since it’s only a description and not the system itself, there will arise new behaviour, there will arise failure in the description in some singularity or instability. And this must necessarily give rise to an alternative description, since no one description works. The two modes of description, which I call dynamic and syntactic, are complementary in the logical sense.

PB   It’s a dialectic.

PATTEE   Right, exactly.

ROSEN   Inherent in the nature of systems.

PATTEE   This is what I mean by hierarchy: it’s an alternation of levels of description upon systems. Another way to say it is an alternation of continuity and discreteness. One can think of the external system as being continuous, obeying dynamics and having instabilities in the sense of continuous systems where infinitely small causes have large observable effects. Now, the description, on the other hand, is always a course-grained view of this, a discrete view, because our languages apparently seem to be limited to discrete strings of symbols. So there are bound to be failures of description whenever the fineness of the description fails to take into account the underlying instability. Even in physics I think one can think of instability as a failure of the description. Consider a fluctuation: nothing has been disobeyed, it’s just that we haven’t taken into account the initial conditions properly, or the degrees of freedom that are really there, except again at the crucial point where infinitesimal fluctuations produce indescribable results. But this is, I think, a property of the failure of description rather than a failure of laws or anything like that.

PB   This is also a basis for the theory of evolution.

PATTEE   Yes. This is what I would say is the crux of the matter in the origin of life, and the evolution of novelty and creative activity. These three things involve, not an optimization within a description, but an essential failure of the description which gives rise to a new level. This is not Darwinian evolution; it’s an alternative to that. I don’t dispute the existence of Darwinian evolution, which certainly optimizes within levels. This is a second mode of system behaviour.

ROSEN   And this is the crucial one. This is the one which involves what we call function change. A system which we are describing as if it could carry out only a single activity with a single set of state variables and neglect all the rest is also capable of interactions which would make it manifest entirely new functions. When those interactions predominate, you get a change of function; you pass from a structure which was originally described in one fashion and which now requires an entirely new description, to an entirely new mode of activity, an entirely new function, a new organ essentially. And this is the basic vehicle by which evolutionary novelties seem to be generated. There’s nothing unphysical about them.

PATTEE   You often use the word emergence, which is an old word, and sometimes considered discredited by Darwinian evolution, although it’s still very active conceptually in arguments about whether Darwinian evolution is adequate. I think that there’s no need to use the word emergence except to point out that this concept has been around for a long time, but up until the ideas of instability theory, catastrophe theory, and the symbol hierarchy theory, no one could say what it meant.

ROSEN   Again, the word evolution had been around for a long time and it was not useful until a mechanism was produced to show how it could occur.

PATTEE   We are saying that there is a mechanism for producing emergence.

ROSEN   And it’s intrinsic in the nature of systems of themselves.

PATTEE   Whether or not you can find it explicitly related to direct experiment is, of course, the central problem.

ROSEN   Well, we have trouble; you see the experiments are being performed for us. We have trouble finding a set of experiments which would imply the results of the ones which are taking place in nature. It’s an interesting thing; Jonas Salk suggested that the evolutionary capabilities of an organism are unknowable until stressed, until a particular set of environmental circumstances appropriate to manifest these evolutionary potentialities exists. That’s a very interesting assertion. It says there’s no other set of experiments we could do on the system, from which we could infer what the results of these experiments are going to be. So they are logically absolutely primitive. There’s nothing which implies them, which is a remarkable thing.

PB   So there’s nothing in the hydrogen atom as such that would lead one to expect human beings, except now!

ROSEN   Right. And as a matter of fact, this was something that my old professor, N. Rashevsky, used to say. Although you could explain life by physics, you could not predict life from physics. And this also has its roots in the sort of deep things that we’ve been talking about.

SOMORJAI   Dr Pattee, we haven’t yet discussed your idea of the difference between law and rule.

PATTEE   This again is more or less a philosophical and semantical point of view which can be disputed but neither proved nor disproved. I picture the universe as the primitive concept, the primitive elements of the universe being external to subjects or living systems and being governed by what I call physical laws. Now, I don’t mean by physical law our description. I mean something outside – the real thing. And I say these laws are inexorable, universal, and incorporeal in the sense that the executor of the law is not itself a structure, like the tape machine which is recording my voice is not incorporeal. It’s a real machine which is following certain rules. It converts or transduces various energy in the air here, various energy in the tape, according to a rule. That is what I mean by a rule. It’s a transduction which requires a corporeal body to execute the rule, and has this element of non-universality or ambiguity, or gratuity as Monod says. In other words, it could be transcribed in many forms, on acetate disks or tapes or in many other patterns which could be coded by the embodiment of a transducer. But these are rules; I say the living system operates according to rules, whereas physical systems, non-living systems, operate according to laws. It’s just another way of saying that descriptive systems are constraints; they require structures to execute the rules. These structures in physics would be described as constraints. Now, in fact, they have to be non-integrable constraints, because if they were constraints that could be hidden in the equations of motion which govern the dynamics, they would not be separable from the laws. That is, it would look as if we had just altered the laws of nature if we added integrable constraints. The genetic code is a particular case of structures which execute non-integrable rules. That’s another way of saying that a description requires an interpretation or some structure which serves to do what we call interpreting.

SOMORJAI   In practice how do you distinguish between what is a natural law and what is a rule?

PATTEE   A rule, I think, can be broken, can fail, or could be changed. A law cannot be broken, cannot fail, and cannot change. Another way to say it is that this incorporeal nature of laws is important; that is, symbols cannot exist in a kind of vacuum. I think of symbols as possible only within a physical context of real matter and real constraints. So, what is wrong, in a way, with formal mathematics is the abstraction away from the executors of the rules. Any discussion of life in completely abstract terms is going to leave out precisely that essential element, and automata theory of living systems is limited to that extent. Real space and time must be included here in order to interpret the meaning of symbols; otherwise they diverge from this real world, and become a world of their own, and have no bearing on it.

SOMORJAI   I have some conceptual difficulty seeing the distinction between law and rule in this sense: suppose you devised a rule and you find it’s working all the time.

PATTEE   What’s executing the rule? If I made it up, then either I am doing it, or I’ve had to build a machine which executes it.

SOMORJAI   All right, you build a machine then, which executes it. This is the point. This is corporeal because you’ll have a machine that does it. But it never fails. You elevate it to a law.

PATTEE   I claim that it will eventually fail for several basic reasons. One is that if there is any element of arbitrariness, which is one of the conditions, then the element of alternative behaviour enters in. That is, it becomes a system in which decision-making is required to execute the rule. What is possible in a physical system, I assume, is the only thing that could happen. Alternatives, in other words, do not arise in physical systems. Another reason is that decision-making is physically irreversible, hence dissipative. Fluctuation error or noise will therefore be unavoidable.

DP   When a law is extended into a new domain, does it cease to be a law? I mean, for example, would Newton’s laws of motion cease to be laws and become rules?

PATTEE   No. When you say Newton’s laws, you’re talking about a description. If you want to execute a description of Newton’s laws, you have to actually put the equations in a machine or computer or do something to solve them. If you want to predict the outcome of an experiment, in other words, you are working with a description. My concept of law is not a part of the formalism, but it’s a part of the outside world, and we never can reach this.

PB   But is it not possible that among the sets of rules, of which there are possibly very many, there are relations or transformations and these are themselves another law?

PATTEE   Logical laws, you mean; things that are bound to be true?

PB   I am thinking about the deep structure of language.

PATTEE   I really feel that language, the description, in which we talk about all these things, is unavoidable. It’s just that I want to talk about it in such a way that I don’t become a solipsist; I don’t want to believe that everything is language, everything is description. I think there is an underlying physical law which we, through interaction with the outside world, are attempting to describe. And we do it more or less successfully for certain ranges of interactions. But we do it only within the context of rules which we impose. We must impose constraints on ourselves in order to have a language. The syntax, you see, must be there before there’s anything we can say.

PB   I agree. What I’m trying to do is find out whether all of these different syntaxes, different constraints, different impositions or choices, relate in some way.

DP   Do you mean that if you view a law, and then you go to one level higher and look at the law again, it becomes just a rule?

PB   I’m thinking of art, poetry, and music; the fact that you have a large number of rules and different procedures relating to universal themes.

PATTEE   Now I think I see what you mean. There are many ways of describing the same thing, and each description presupposes a set of rules, or constraints. Reality has innumerable descriptions.

PB   Are these various descriptions isomorphisms or homologies?

PATTEE   Some are and some are not. But the homologies are still part of a description. Homologies have to be described to recognize them as homologies.

PB   So you would suggest they were part of another law.

PATTEE   No; however, this is possible, but I don’t see how this would be distinguishable from the laws of nature as I see them. In other words, the hierarchies are really in the descriptions; one has to have a new description to have a new level. I can’t see a way to escape from this.

ROSEN   Art and music and poetry really describe other worlds which throw a new light on our own in a certain sense. They are metaphors, or at least their impact on us is metaphorical. But those worlds don’t exist in space and time.

And so, we are left with many questions.

PB   Are they the right ones?

PATTEE   Well, that’s the whole question.

ROSEN   I have a hunch that at least some of what’s been articulated here is in the right direction, and I feel that finding out whether they are the right questions or not can’t help but be constructive; even if the questions turn out to be wrong, we’ve learned something very important in finding that out.

SOMORJAI   Yes, we have learned that we are asking the wrong questions.

ROSEN   But more than that: we have learned a great deal about the world, and why they are the wrong questions.


David Joseph Bohm
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Most of the physicists with whom we have had conversations have tended to accept quantum mechanics as it is. They are trying to extend the formalism a little, either to unify it with relativity, or to attempt to provide an explanation for the elementary particles. I take it that you are not really satisfied with this approach.

Perhaps I should go back into the history of how my ideas came about. When I studied quantum mechanics I was fascinated with it. I felt it was a very deep, important study, but I didn’t really understand it. Eventually I taught a course on the subject, and wrote a book on it, to try to understand it. After finishing my book [Quantum Theory, Prentice-Hall, 1951], I considered the matter again, and I felt that I still did not understand it. At that time, I began to think of different ideas than the usually accepted ones. I sent copies of the book to various physicists, including Einstein, who expressed interest in it, and we had some discussions. I think we agreed that one couldn’t really understand what quantum mechanics was about. I also talked with Oppenheimer, but he was never critical enough to make possible a discussion at the level I would have liked. I sent my book to Pauli, who liked it, and also to Niels Bohr, but I received no comments from him.

Since I can’t remember exactly how I thought at that time, I’ll try to say what I now think the difficulties are. This is probably similar in essence to what I felt then. Any theoretical science has four aspects. These are: insight, to perceive the structure of new ideas; imagination, which projects a mental image of the whole idea, not only a visual image, but a feeling for it; reasoning, to work out the consequences logically; and, finally, calculation, to get numbers that make possible precise tests with experiment. Evidently all four were present in physics until quantum mechanics came in. In quantum mechanics people discovered that they could find no way of imagining the meaning of the theory. This was brought out most clearly and consistently by Niels Bohr. I’m not sure that any other physicist really understands exactly what Bohr meant to say, but I don’t think we can discuss that here.

It is rather widely believed nowadays that science, at least physics, does not give much scope to imagination. Various imaginative pictures are used, like ‘wave’ and ‘particles,’ but they are in no sense regarded as a real description of what we are talking about. They are merely aids to calculation; we deploy our imaginative pictures so that we can calculate more efficiently.

What do you mean by understanding?

I mean to grasp the whole thing, to get a feeling for the whole thing. If I become proficient in calculating results, I don’t feel that I necessarily understand what it’s about. By way of example, I might make a comparison with the Newtonian epoch. Let us say that Newton developed a calculus, and became very proficient at it. Every time you have the power x to the nth, you would replace it by nxn – 1, and you can go through all sorts of operations until you can finally say that you are proficient at working out these operations and can get numbers. Meanwhile, some other experimental physicist is proficient at manipulating his telescope, and he gets other numbers. If the two numbers agree, then everybody’s happy. When the numbers disagree, they aren’t happy and try again. That would have been the way quantum mechanics was done. I don’t think Newton thought that way. He had some sort of imaginative overview of the whole meaning of the thing, of the universe.

Do you think this was why Newton was very concerned about gravitation, because he didn’t really understand it?

That’s right. For him it was only a means of calculating, and he was not satisfied. Modern physicists would say that they don’t care, that’s all a physicist wants to do. That is the change of attitude. I recall Feynman writing that imagination was the most important thing – and he is an imaginative fellow – but finally it always works out that the calculation is the main thing. I regard calculation as significant only to test the other aspects of physics. In itself, I regard it as rather insignificant. I don’t think that the things physicists calculate are very interesting – e.g. how many Geiger counters are going to click; how many spots will appear on a photographic plate.

So it’s really a test of the consistency of your own understanding.

Yes, and of the factuality of it also. Is it a real understanding? If you have an imaginative insight, you want to be sure it’s not just imagination, you have to see that it’s factual.

Wasn’t it Goethe who attempted to postulate a physics based upon our everyday experience, rather than on making experiments and creating artificial situations?

When Roger Bacon originally suggested the form of modern science, he suggested that experience should play the key part in testing. Before that time people thought that Aristotle was the authority for what was true and, if you disagreed with Aristotle, you must be wrong. So it was a tremendously revolutionary idea to say that experience should be the test. This was later elaborated to say that one should try to arrange special experiences which are very simple. Ordinary experience is so complicated that it’s very difficult to see just what it is testing. Then experiments were elaborated. This is a very powerful method but, at the same time, dangerous, because the experiments are developed on the basis of the theory; they are set up to answer the sort of questions that a certain theory asks. When experimental equipment was very cheap and simple, it didn’t matter if one experiment or theory did not work out, because another theory could be considered, and one could try another experiment. But now it takes years to produce a big machine; it requires the cooperative work of many people and millions of dollars. People feel that once you have invested in this machinery, you had better use it. Theorists then feel impelled to develop theories that will raise questions that can be answered by this particular equipment, which in it’s turn was set up to answer questions due to the previous theory. The result is that the experimental method, as it has developed, may tend to introduce a very conservative factor into physics whereas, in the beginning, it was quite radical and revolutionary.

Would you say that this is true of the particle accelerators, that they are perpetuating a fragmentary view of nature?

I think a lot of people are questioning particle accelerators. The very fact that they are not supported now to the extent that they once were indicates that many physicists feel that they are not likely to produce the results that were expected. It was discovered by E. Rutherford that if you bombard atoms with alpha-particles, you can learn quite a bit about them. But that depends upon the idea that there is something stable about the atom, which remains while you are bombarding it. Now we are using such high energies that we literally disrupt everything and create all sorts of new things.

We could compare this to trying to study the structure of cities by bombarding them with higher and higher explosives and studying the fragments. If you bombard them with light, which doesn’t destroy the cities, you learn something. If you use some sort of very fine shot, you might learn something, but as you raise the energy, you learn less and less rather than more and more.

You said that there was difficulty in understanding quantum mechanics.

Yes. I think that the difficulty is that we have no way of understanding what is actually happening, or what I call the actual fact. If I may paraphrase Bohr, we have only the phenomena, i.e. the observed phenomena, which are essentially classical in their description. Ordinary classical phenomena – the observation of a dot or a click – were previously understood to signify information about particles, and the particles were independent of these phenomena. Now, if you analyse the Heisenberg microscope experiment, you come to the conclusion that the experiment cannot give you unambiguous information about the structures you are supposed to be observing. Therefore, there is no clear way of considering the unknown reality which is responsible for the experimental result.

Wouldn’t Bohr have said that this is a fundamental property of the world?

In effect he did say that. I don’t think that he ever said it directly, but it was implied. But if he said that it is fundamental, then I ask: how does he know it’s fundamental? It’s only fundamental as long as the present theory works, and there are many ways in which it doesn’t work, as we know. We certainly just can’t accept it on authority that it is fundamental. We don’t have Aristotle to tell us what is fundamental and what is not. Neither can our experiments tell us what is fundamental and what is not, because, as I’ve said, our experiments answer only the questions that we have already asked.

What about Bohr’s view of language itself?

I would ask again: how does Bohr know that? I think the nature of language is even more unknown than the nature of particles. Bohr said that we are suspended in language and we literally don’t know which way is up and which way is down; yet we are compelled to use language.

Our language has certain concepts in it and he believed that our language is committed to the concepts of classical physics, at least ultimately. That is, the ordinary ideas of place and time, and object and substance and matter, eventually, when refined, lead to the classical concepts of particles with certain positions and momentum. Bohr believed that the only way to get unambiguous communication is through classical concepts, and he takes it to be the task of physics to have unambiguous communications. But, contrary to Bohr, I say that physics is not primarily concerned with unambiguous communications; rather that all concepts are ambiguous, and that there are certain unambiguous abstractions that can be made from our ambiguous concepts. Those are the things that we use for tests. I think people get it upside down when they say that the unambiguous is the reality and the ambiguous is merely uncertainty about what is really unambiguous. Let’s turn it around the other way: the ambiguous is the reality, and the unambiguous is merely a very special case of it, where we finally manage to pin down some very special aspect.

In his early works Wittgenstein said that words were justified by their relationship to facts in the world, but later he said that it was in their use. Perhaps what Bohr said was too limited, and language is much more subtle than he believed.

First of all, you can’t discuss language apart from thought. Language is only noises unless it is expressing thought. I don’t think anyone would presume to say that he knows the structure of thought. Not only is it unknown, but he would get into a terrible tangle, because of the very thought with which he is thinking about that structure: does he know that? Isn’t there a danger that he is projecting some idea which he has in calling it the objective structure of thought? That’s just the same problem as in machines. Machines have been built up in such a way that they lead us to ask only certain questions. If you have a theory of the structure of thought, you will project it into your thought and say that’s what thought is. Then you will ask only questions about thought which are in your theory, and your thought will only answer the questions that you ask. So you are caught.

Are you saying that this is a limitation of our knowing?

I’m saying that any idea which attempts to state that we know the structure of thought, or the structure of language, is suspect in my view. For example, N. Chomsky has stated that the structure of language is based, as I understand it, on our brain structure. He thinks he can connect it up. This may be insightful, but if he thinks he knows the ultimate structure of language, I think there is an extremely dangerous possibility of self-deception.

The structure of language and the structure of thought are essentially one, inseparable. There are thoughts that go beyond language, but you cannot discuss the structure of language apart from the structure of the thought that language expresses. That is infinitely subtle, and I think Bohr might even have agreed with that. But Bohr made a still more subtle point – he was an extremely subtle person and very difficult to understand. Bohr said that he understood how subtle language is, but that physics is confined to dealing with unambiguous concepts, whose meaning cannot be doubted. Now I want to question that. Art is a field where ambiguous concepts are obviously the rule; you don’t expect an image in art to definitely mean exactly this or that. But people think that physics means exactly such and such – at least that’s the way that Bohr put it. I don’t think that physics does mean that. Physics is a form of insight and as such it’s a form of art. Every fundamental theory is an art-form in my view, and we can see how this art-form fits our general experience. No art-form fits it perfectly, so we go from one to another.

Classical physics led us to the ideal that we have a perfect correspondence between concept and fact, and thus no ambiguity. But when people study even classical physics carefully, they find contradictions. Zeno’s paradox is a case in point. The most fundamental classical concept is an object moving through space, like a particle. As Zeno analysed it, a particle is in a certain position, then it’s in another one, and another, and so on; while it’s in a certain position, it cannot be moving; when it’s moving, it cannot be in a certain position. The concept of motion involves an essential ambiguity in the position. In fact, in our mathematics, if you take a certain point, according to the theory of continuity of a line there is no next point, it is ambiguous. But it follows that the present point is also ambiguous. What do you mean by the present moment? That’s ambiguous because it’s too fast. If you try to point to what it means, you don’t get one moment, but you get some ambiguity as to exactly what it means.

You’re saying that physics has aspects of an art-form, so what criteria do you use for working in physics?

What criteria do you use in art? People have never been able to answer that question. I don’t think you can answer it in physics. People are looking for complete security by saying they know a certain criterion by which they can judge what is good physics. But any attempt to make that criterion will just kill physics, because almost any new idea is bound to disagree with that criterion. The word art in Latin is based on a word meaning ‘to fit, that which fits, that which is in harmony.’ Ultimately, we have to see the harmony or fitting of our thoughts and our broader experience. If you have a preconceived idea of what constitutes fitting, then your mind is blocked. You may need something different.

You’re stressing the idea that science is a human activity.

It’s a creative activity.

... and a personal activity.

Well, it’s both personal and collective. But I would rather emphasize that it’s creative and not mechanical. Something new has to be created. If you have a fixed criterion of what fits, you cannot create something new, because you have to create something that fits in with your old idea. If we say ‘science is “X,” science is something that fits a certain idea’ – namely, what people have thought science is – then that limits what we can think.

If we have the concept of what fits, we’re limiting ourselves. Then how do we carry out this activity in our lives?

Is that a good question? When you ask the question ‘how do we do it?’ you’re asking for a plan of how to go about things. This denies creativity. It is like saying ‘how can I become a great and creative artist?’ Can there be a technique, or a plan, or a criterion?

But you wouldn’t presumably go so far as to say that a critical analysis is not involved in the way your life is carried out?

Even that has to be creative. You can’t take a fixed form of analysis. Any attempt to determine this thing beforehand is arbitrary. You are going to choose the criterion you prefer or enjoy, or the one that society enjoys or prefers.

But you must have some criterion. You’re claiming that people working with accelerators are doing things that don’t fit.

I haven’t stated a criterion. I’m just saying that if you look, you’ll see that it doesn’t fit. How do you tell that there is a contradiction? Is there a rule for recognizing contradiction? It’s the same as seeing that a picture is disharmonious or that a piece of music is not in harmony. What was once called disharmony in music later was called harmony. You can’t fix the thing.

So the notion of attempting to fit a picture onto reality is completely alien to what you’re saying – I mean the notion of a reality which exists independent of man.

There is a reality which is beyond man, and includes man, but this is unknown. A man has certain ideas which dispose him to act in a certain way. If this action is harmonious, then he regards these ideas as correct. Our thought disposes us to act in a certain way. The word dispose means ‘to arrange,’ as a commander disposing his forces. If they are wrongly disposed, he will get into trouble, the worst trouble being the disposition of one-half of his forces against the other; that’s a contradiction. For example, you are walking down the stairs in the dark and your body is disposed to expect another stair, but it happens to be flat. The whole movement is disorganized; it is not in harmony. Then suddenly you have the thought that this is flat and the entire disposition changes. I think that’s the way all our thought works, including scientific thought. A certain way of thinking disposes us to act, in the laboratory or elsewhere, in a certain way. As long as we can find some general harmony in this action, we go on with it. When we find disharmony, we hold back and begin to look for another form of thought.

Would you say then that physics today just doesn’t fit, is not in harmony?

It’s not in harmony. Quantum mechanics has no imaginative conception. If you are satisfied to say that physics is nothing but operating a formalism to get results, and operating equipment to get results, in order to obtain results which agree, all right. But if you say that physics aims to understand what’s happening imaginatively, then I don’t think that it’s doing that. Neither relativity nor quantum theory is clear. And the relation between relativity and quantum theory is even less clear.

Was this lack of fitting, this disharmony, true even before relativity, in the last century?

There was always trouble with classical physics but it was never quite so dramatic. There have been problems such as ‘is there an ether?’ or ‘is there absolute motion?’ Newton had the idea of absolute space, but it wasn’t clear what he meant by it. He said the fixed stars are the frame of absolute space, but why should they be?

Have the experiments of quantum mechanics and relativity actually exposed some long-term error in our way of thinking about the world?

I don’t think it was the experiments, but the theories themselves. The insight in the theories exposed an inadequacy in our way of thinking. It implied that we should have gone further to develop new ways of thinking, but this has not been done. As Bohr said, we have only classical concepts, they are the only unambiguous concepts. I believe that we cannot understand movement if we insist on unambiguous concepts.

Did the fundamental experiments of quantum mechanics really show the error of the notion of man confronting nature as a separate object?

I think they do, but it’s a very subtle thing to analyse. Bohr has given the most consistent analysis, but it’s very hard either to understand or to express what Bohr meant. Generally the position is this. In classical physics, we say the world is made of separate objects, each a separate substance in mechanical interaction. The observing equipment is one of these objects, and therefore can be influenced by the other objects which it is observing. Evidently, you can maintain the separation of the observing equipment from the object observed and, in turn, the observing human being from the equipment, and so on. In quantum mechanics, one sees that the process by which these different things would interact cannot itself be analysed in detail. It is whole and indivisible. You cannot make a separation between the observing instrument and what is observed. For example, you are looking at this table; the form of this table has been built up by your experience which you are projecting into the table. Is the table you, or is it something separate from you? You appreciate it as a table with a certain form and a certain subsistence, but that form and that subsistence are as much you as the table. If you probed it with a very high energy machine, say with neutrinos, they would go right through, and the table would be a vaporous nebula. So the form of the table as a solid substance, or subsistence, comes from the human brain with its own particular mode of interacting. In a sense, the observer is the observed.

Something similar must occur in physics. We probe matter with certain ideas as to what to expect, and we make instruments in accordance with those ideas. In so far as the whole procedure works and fits, we say that is what it is. But later on, we will say it is something else. We once said it was a little billiard-ball atom, and now we are saying it is something very different. The difficulty is that we see a lot of new things, but then try to explain them by particles. These particles would have to behave like waves at times; they would have to pass through barriers which are unpassable; they would have to spread out like a wave and suddenly condense; they would have to jump from one orbit to another without passing in between; and so on. They would have to do all sorts of things that particles can’t do, yet we still call them particles. I think that most physicists believe that they are getting the ultimate constituent substances of the universe by discovering particles, although these particles behave in a way which would suggest that they are not that at all. By calling them particles you dispose your mind to think of them that way, in contradiction to some of the other properties that you’re ascribing to them.

So it is necessary to engage in self-examination constantly if you wish to pursue science.

You have to examine your thought, which is self-examination. People generally take their thought for granted. They pick up their way of thinking in school and from their parents. They say: ‘we’ll examine everything else, but we don’t have to examine thought, we’ll just think.’

By thought do you mean something different than logic?

Logic is only part of thought. Thinking is not only logical. In fact, thinking is usually not logical. People have to go to a great deal of effort to make their thought logical.

So science is not founded purely on logic.

Many would say that science is founded on logic and experiment, but I don’t think that it’s just logic and experiment.

Some feel that it’s possible to build up quantum mechanics from logic. Would you care to comment on that?

It depends on what you mean by logic. The root of the word logic is the Greek word logos, which is, according to the dictionary, the inner or essential thought of the thing. Many of our thoughts are just on the surface. It has also to do with the idea, or the word. But the question is: what is the relation between logic and reason? Reason is an activity. I call it perception through the mind. For example, when Newton saw universal gravitation as the reason for the behaviour of the planets, this was perception, it was not a deduction by logic from previous facts or ideas. Reason then is essentially perception through the mind. Logic is a way of trying to organize our thoughts so that they will be generally more harmonious. However, what we ordinarily mean by logic is a set of rules for organizing thoughts that are already in existence – arranging them, disposing them. But reason – perception through the mind – creates new orders of thought. Without this creation of new orders of thought, I think we wouldn’t get anywhere.

But it may be possible to found an existing theory on logic or on logical structures.

You can examine its logical structure if you like, but that’s not the foundation of it, you see.

Does the foundation lie in thought?

I would say that theory has no foundation. Any creative act or process has no foundation. If it has a foundation, it is not creative. If it comes from something that is already there, then it is merely the working out of what is already there, so it is not really the creation of something new.

Then what is the logical analysis of theories?

You may analyse them to see whether your ideas are clear. Very often our theoretical ideas are confused in the sense that they may point in several drections at once without our knowing it. Perhaps a logical analysis can reveal confusion; it has done so on occasion. When you see confusion, that means that you should drop the theory and try another one. If logical analysis reveals confusion then it is valuable, but I don’t think that it plays a fundamental role in the theory itself.

Would you comment on the work of David Finkelstein* on logics in quantum theory?

I can’t say that I fully understand the work, so I’m reluctant to comment. The ordinary logic of common sense, which, when put in mathematical form, has been called Boolean logic, implies that a proposition is either true or false. The word proposition is interesting. It is ‘a proposal, something put forth.’ If we took that literally, I think we could be much clearer. We could say that the function of thought is to propose, to put things forth. But there has to be an act of observation which disposes, that is, which judges between the true and the false. The judgment of a proposition should properly involve an act of observation, but in mathematics it is often an act of demonstration. This demonstration requires observation at the intellectual level, or perception. Science has generally accepted Boolean logic, but quantum mechanics has certain operators, whose value is either 0 or 1, which could be used to describe a proposition being either true or false. Quantum mechanics has sets of operators, such that you can have one set of propositions all compatible with one another, and another set of compatible propositions, but the two sets are not compatible with each other. Quantum mechanics allows us to make a model of mutually incompatible propositions in terms of sets of operators that don’t commute. You also find that when you have operators that don’t commute, something more is needed, namely a discussion of the context in which any particular operator is the relevant one.

This is true in ordinary reasoning also. For example, the statement that the electron is either green or not green. We consider the context of what we know about electrons and find that this makes no sense; it doesn’t fit the context at all; it is not a question that should be answered. Similarly, in quantum mechanics, questions could be asked about whether an electron is in a certain position or not; in another context, whether it has a certain momentum or not; but not both questions together. Consider spin for example: in one context, when our apparatus is oriented in a z-direction, we can discuss whether the spin is up or down; in another context, when our apparatus is oriented in the x-direction, we cannot discuss that, but only whether it is right or left. The two questions cannot be relevant together.

I don’t detect in Finkelstein’s work any real emphasis on this context-dependence. I think that this is a weakness. If you accept context-dependence, you can see that logic is in some sense empirical, that it is not purely a question of truth. (In fact, Finkelstein has said this himself.) Whether a certain set of propositions is relevant or not depends on the context, and that has to be seen in some broader way that goes beyond logic. One of the things that is missing is some broader imaginative concept which would show us why properties depend upon the context, or why propositions depend upon the context. I have developed an idea of this which I call the implicate, or enfolded order.

Can you give an example of what you mean by implicate and explicate order?

Take a jar of a very viscous fluid – say glycerin – and put a drop of insoluble dye into it. There is a device that turns the whole thing slowly, stirring the mixture until it becomes grey. Then you turn it around the other way, and slowly the thread of grey dye pulls together and makes the original drop again. While the fluid was grey – i.e., the dye was all spread out – the drop of dye was still there, in some form, but it was folded up into the whole liquid, or implicate. Implicate means, in Latin, ‘folded up’ or enfolded. On the other hand, explicate order is the one that is unfolded. I can understand the quantum properties of these operators by considering that any phenomenon that is unfolded before us in a laboratory could be regarded as, generally speaking, folded up through all space.

Would this be analogous to illuminating a holographic plate and unfolding the image?

That’s right. In the holographic plate, the information about the image is present, folded up, all through the plate. Similarly, the information that determines how our apparatus is going to behave is contained, folded up, all through space. Therefore, you no longer have the model of localized objects, which are independent substances, as the explanation of everything.

In thermodynamics, people speak of entropy as being related to disorder. Disorder, to you, would be a form of implicate order?

Yes. There is no disorder in the sense of absence of order, but rather there are different kinds of order.

So is entropy a measure of implication?

I should think that you could look at it as a certain kind of measure of implication, or ‘enfoldment,’ of the order. Since the enfolded does not appear obviously on the surface, you call it disorder because you don’t see it. But, obviously, we can’t say that anything that we don’t see doesn’t exist because we don’t see it. I think that there is an order that we ordinarily don’t see, because we are looking for something with unambiguous significance, that is, explicate. The fact that there are propositions which are not mutually compatible is a sign that the basic order is implicate. So that when one proposition is explicate, the other must be implicate, and vice versa. This would give you an imaginative understanding of why we use this logic.

Could this idea of one proposition being implicate and the other explicate be related to the uncertainty principle?

Yes. We say that all properties cannot be explicate together. But I would rather call it – as Bohr might have called it – the ‘ambiguity principle,’ not the uncertainty principle. The word uncertain implies that it exists in a definite form and that we are just not certain of it; we don’t know of it. Rather, we should say that this property is not uncertain but ambiguous; that is, it has no clear meaning. We must give it a very complex representation in terms of many images.

Would you like to comment on the structure of mind in relation to implicate and explicate order?

It suggests a structure in which mind and matter are not very different. Anyone can see that our thought has this character, that a large part of it is implicit or folded up. When one part is explicit, a tremendous amount is implicit. As we talk, the words are explicit, but the whole meaning is implicit; we couldn’t pin it down. This implicate order is common to mind and to matter, so it means that we have much of a parallelism between the two sides. Naturally, this will require a great deal of development. The things which are well defined and explicate have to be seen as special features of the implicate order. The underlying reality is the implicate order, and the explicate order is a very special case of the implicate order.

Would you connect this with the quantum mechanical notion of wholeness and the absence of fragmentation?

This idea of implicate and explicate order obviously involves wholeness, because, in the implicate order, everything has its origin in the totality; it is folded into the totality. Moreover, the separation of the observer and the observed is no longer basic in this view. The observer is essentially an implicate order, and so is the observed. Everything that is observed is really the intersection of two streams of energy: one stream which belongs to the thing observed, the other which belongs to the observer. The ‘phenomena’ are the result of the intersection of these two streams. Both streams come ultimately from the same total reality. There is a total reality which cannot be pinned down, it is ambiguous. It can be thought of as having many, relatively independent, streams of movement or energy. The physicist sends one stream of energy in the form of a beam of particles; the other stream is the target, which is more or less a stationary stream, moving only inwardly in the atoms; where these two intersect there arise phenomena.

The words and ideas you use have the sense of things coming into being, or time, but I think that you consider time in a very different sense?

I think that time is not the fundamental order, but a subsidiary order which man’s thought has introduced. You can see that time is full of paradoxes. If we think of the past, the past is gone. We can never get hold of the past. The future is not yet, it hasn’t come. We can never get hold of the future. The present is much too fast to get hold of; by the time you’ve said it, it’s gone. So you can’t grasp the past, the present, or the future. So what is time? Time is, at most, an abstraction introduced by thought. You cannot get any exact moment of time, except in your thought. If I describe something as happening in time, whatever I describe has already happened; it’s only present in my memory.

But the enfolding and unfolding which take place in nature surely take place in time?

We have to think that over carefully. Let’s try to see what is difficult about the concept of time. Anything that I describe is gone. Of course, it may change slowly so that it is not too different, but in fact it is gone. We may expect that it hasn’t changed very much, and in some sense that is true. But when it comes to anything which is really subtle and fast, for example elementary particles in physics, or the attempt to discuss the mind, then that short interval between the past which is gone and the present which is unknown may be all important. But all physics developed thus far depends upon the assumption that it is not important; but that’s only an assumption.

We say that the function of physics is to predict. Present knowledge is actually knowledge of the past. Also, we are not predicting the future as it is, but the future as we shall see it in the future, which makes the future into the past of the future. We never predict from ‘what is’ to ‘what will be,’ rather from ‘what has been’ to ‘what will have been.’ Then we make the assumption that what has been is very close to what is, and that what will have been is very close to what will be. What we often fail to realize is that the assumption depends not only on the slowness of movement, but also on the metaphysics which says that everything is made of things, like particles, which don’t change very much as they move, which move on a path that can be followed, and so on.

But aren’t you using ‘move’ in two different senses, one in moving through time, and one in the movement of the implicate and explicate order?

So far I haven’t tried to define what I mean by movement. There are various ideas involved. Classical physics has the idea of the orbit as a description of movement, but the orbit is an abstraction, you never see the orbit. The past positions may be plotted on a piece of paper, but they are not seen, they are gone. They may be present in your memory, but the orbit is an abstraction which exists, as far as we know, only in somebody’s mind. Zeno’s paradox raises that point too, because it says that when the particle is here at a certain moment, the past position is gone. So how can you define movement as the relation between the present position and the past position? You would be trying to define a property that exists as the relation between what exists and what does not exist.

Some have said that time is the fundamental thing and movement is derived. Are you saying the opposite?

Movement is fundamental and time is an order which we derive. Movement is the fact with which we begin. You cannot specify movement unambiguously; movement cannot be given an unambiguous description. Look at your own experience. Do you ever actually see time? You never do. You see the position of a clock. You may remember time, but you never perceive time. The memory of time is a set of images which is present now, but ordered by thought. And that’s a clue. You do not actually experience movement by remembering a series of positions. If you are in a moving car, you feel that you are moving; you don’t say I remember that I was there, there, there. And if you project a series of positions on a screen, they are not experienced as movement until they are so close that they are no longer unambiguously separated. Then you feel movement.

Do you think there is a danger in making an analogy between movement in space and movement through time?

But I don’t know what movement through time means!

Well, people involved with relativity talk in terms of a body moving through time.

That’s what they say, but I don’t know what it means. It’s the same as for quantum mechanics, I don’t understand a great deal of what is done in relativity. If I project time t as an axis, certainly I can see the track as it’s drawn on a piece of paper, but the track drawn on the paper is not the movement.

I ask: What is movement through time? What is time? Time exists only in the mind. Does the particle move through the mind? I don’t get it! It is almost like treating time as a substance. If I say move through London, I see what that means, but move through time? First I’d have to see what time is, and then I would see a particle moving through it! But nobody sees that.

You’re saying that all these problems must be made clear before there’s any chance of making progress in physics?

Before fundamental progress is made, yes. I think that the main questions to be considered are: ‘what is time?’ ‘what is movement?’ and ‘what is thought?’ I believe that time is entirely constructed by our way of thinking. You find time only by recalling images of what has been. Those images must be based on what is in the brain, but the ‘what is’ is implicit or enfolded. Remembering the past consists of unfolding this image into a series, and we say ‘that’s the way it was.’ The future consists of unfolding it in the way we expect it to be. But movement is not experienced as moving through these images. That is merely a way by which we know something about it; through these images we can dispose our activities toward the next step.

Actually I would like to consider the notion of flow rather than movement. There is an unknown reality which can only be described as eternal flux or flow. Out of this appear various forms which can be perceived. When these forms have a certain persistence and stability, we can recognize them and we call them objects. But we must consider our attitude to these objects. Our attitude is that all objects, such as this table or this microphone, are not only forms, they are substances, and they exist independently. Therefore, the form belongs to the substance. The other attitude is to say that they are not substance, but they are subsistence, they have a certain stability. For instance, the vortex has a certain stability in water, but it is not an independent substance. Ordinarily, we take the view that water is the substance, but if we try to analyse water into atoms we get into trouble because of their quantum properties. So I would say that the substance cannot be pinned down in any unambiguous way at all. It is unknown. But we can abstract forms in the movement of this substance. The true substance, however, is that which determines its own form.

Are things really thought to be substantial essences?

In some sense, yes. The whole atomic theory is the idea of substantial essence. It says that every atom is a substance, and that it has a form which is the form of that substance. The world is full of independent substances, one for each atom. But that doesn’t work you see. Every atom has been broken down into smaller particles and these into smaller. People call the latter particles partons. They hope that they have found the ultimate independent substance. I think we should coin a word, which I call the ultimon, the ultimate piece of independent substance, out of which everything is made. I think it’s an illusion!

But classical physics was based on that sort of illusion and it seemed to have worked quite well. People thought that they had an understanding of nature.

Obviously it works. These forms do have subsistence and stability, so a possible explanation of this is to say that they are substances.

Yes, but at that time was there a harmony or a fitting?

All theories have this character, that there is harmony and fitting up to a point. When you push them further there isn’t.

Music is an example. There was harmony and form; then it changed and we have a new harmony and a new form.

At least a search for a new harmony. Art is in much the same position; it is in almost total chaos as people search for a new form of harmony.

Would it be naive to ask whether there is a progression or just a change?

I don’t know. I think it’s primarily a change, but it’s hard to say in what sense; there’s a progress in some senses, but not in others. To define progress you must define a direction. If you choose a direction, you may discover progress, but if somebody chooses another direction, he may discover no progress.

Progress implies a target, an end-point.

Yes. I think there is no end-point and no target. The universe is an unending transformation in flux. Out of this appear these forms which have subsistence. The hardest thing of all is to see that we ourselves are only a form in this. The major reason, I think, why people find it difficult to accept this view is that it implies that we ourselves are only transient forms. The thought of the self has always been built around the idea that the self is an eternal substance, either material or spiritual, or both, and sometimes called the soul. I think that our views of matter and our views of ourselves are implicitly related. If a person is reluctant to believe that he is not a substance, he will be reluctant to believe that matter is not a substance.

This brings to mind what many mystics in the Middle Ages said about the spirit returning, rather than being permanent. Wasn’t it Meister Eckhart who believed that God was a Negative or a Nothing, and one returned to this?

Many religions have had that view, or something like it. In older times, people put their philosophical views in religious terms. The separation between art, science, and religion was a more modern development. Consider these ancient religious interests: one was the origin of things, the general structure; every religion had an explanation of this structure. First men see the world; then they see themselves as separate from nature in the world; then they somehow conceive a unity between the two in the process that created both nature and the world. This is the canonical form which people must come to. Then they invent various myths as to how this came about; they become attached to those myths; and the myths are overthrown.

Scientists have invented other, shall we say, myths as to how it came about, for example the astrophysical story. Eventually this will fade out into something unknown too. People are always trying to understand this wholeness which they seem to be separated from and trying to explain it. The way I think of it is this: suppose we take it hypothetically that when man was just coming from the animal stage, he never thought of himself as a separate being, as separated from nature in any way. At some stage man began to think ‘I am myself separate, I am a substance.’ That may have given him some positive advantages but, at the same time, it gave him the negative feeling that he was separate from everything else, and he felt weak, lost, and alone. Therefore, man began to search to unite himself again with that from which he thought he had separated. In doing that, he invented various mythologies as to how man and the universe were created from some common source. Man is still pursuing this, but in scientific terms, rather than mythological. You notice that astrophysics gets tremendous support, not only because it’s interesting, but also because it touches on this. It means a lot to these people that they are explaining their own origin in common with the origin of the universe. That gives them a tremendous impetus to do the work.

This reminds me of the celebrations in Washington (1973) for the 500th anniversary of the birth of Copernicus [National Academy of Sciences, now published]. It was an almost mystical religious meeting in the end, the way that the scientists talked about Copernicus, as if he were a saint or a god.

One root of the word religion means ‘to bind up, to unite’; the other is ‘holy,’ which has the same root as whole. Man feels separated from everything and he is always trying to bind himself back to it, to make it whole again. An ancient philosopher said that man’s activities could be divided into three basic kinds: the scientific, the artistic, and the religious; science dealing with knowledge, art dealing with harmony or fitting, and religion dealing with this search for oneness. Scientists are still searching for oneness and so are artists in some way. Religion has become highly fragmented, and people no longer believe in mythology. The fact that people with religious intentions looked into these questions in the past is not at all surprising. In fact, there is no separation. I don’t think that you will ever get rid of this search for unity, which was one side of what men meant by religion.

You mentioned the fragmentation of thought which has taken place over the last few centuries.

Thought has a tendency to fragment, to look at the world in little pieces. The situation is very extreme now, with so many different subjects of study in the universities, and none of them connected. Some people try to make interdisciplinary subjects, which in turn become more fragments. I think the general fragmentation of knowlege is producing a problem today. Once there was the idea of the whole of knowledge, but that’s obviously vanished long ago. Thought has an inherent tendency to produce fragments, to focus on one thing and then on another, then another. That is even necesssary for good thought.

Could you connect this up with the idea of implicate and explicate order?

Various fragments are explicated by thought. In a hologram, you could fold up a tremendous number of pictures and any one could come out. That would be a fragment, and it would look like a whole, but it wouldn’t be.

Is it true to say that conscious thought is explicate thought?

Yes, it is fragments being made explicate. You could say the unconscious is this vast background, which is ambiguous and cannot be defined.

Does consciousness necessarily imply fragmentation?

It depends on what you mean. The content of our thoughts involves many fragments. I think that is inevitable. We have got to focus on this problem or that, and we must separate one thing from another. We cannot try to do everything all at once. But our thought is not merely an image of things, it is also, more deeply, a disposition to act in a certain way. If we have fragments disposing us to act in different ways, that will start tearing us to pieces. We can see this happening in society, where all sorts of different views exist, and people are going in all sorts of different directions that are not compatible. Conflict arises either within one person or between people. At this point, people wish to establish wholeness, and they may try to impose it through some philosophy or some religion or some political theory as the order which will establish wholeness. It is actually only another fragment. What we want is to have wholeness in the activity of the human being, while the thought can fragment as much as it needs to, to deal with each particular aspect. At the same time, there will be all the different fragmentary views, and we must try to develop some broader views, not to impose them and say they are truth, but to see things more broadly, at the same time that we see them narrowly.

Historically we would probably say that this fragmented way of thinking was an evolutionary process, as man confronted nature and tried to survive. Do you suggest a new evolutionary step in thought?

I don’t say exactly that. Man had certain survival advantages by breaking things up, fragmenting them, treating them separately. But there are also disadvantages, as people are discovering. When you treat nature as fragmentary, dealing with one fragment after another, various problems occur, such as pollution or exhaustion of resources. It is not clear that fragmentation is an unalloyed means of survival. But this does not imply a simple return to the time before man knew his separation from nature. Once man has had the thought that he is different from nature, he can never return. There is an inherent contradiction in the assumption that man can return to nature, which makes it impossible. If he tries, he will start with his mind, which is supposed to be separate and struggling to unite. But the very struggle to unite will be an expression of the fact that he believes himself to be still separate. This is the contradiction. What man can do is to get beyond that thought. Until man had the thought that he was different from nature, there was no fundamental disharmony. But the disharmony arose when man thought that he was different, isolated in some sense, and therefore in need of reuniting. If you think it over, what he is trying to do is to reunite what has never been separated.

There has to be a very big change in our way of thinking. I believe that quantum mechanics and relativity both point, to some extent, to what step is needed. Fundamentally, the step is to be free of this division between the self and the world, the observer and the observed. I think all our thinking tends to be based on the idea that thinking is carried out by an entity, who could be called a thinker, a self, or an ‘I.’ As Descartes said, ‘I think, therefore I am.’ He was only expressing what people had felt for a long time. He did not invent that. One view is to say that thinking is carried out by a mental or spiritual entity somewhere inside the body – the ‘thinker’; that the thinker produces his thoughts, but is separate from this thoughts. Since the thinker has clear differences and properties from, say, the table, you must say that the thinker is a different kind of substance than ordinary material substance. That is what Descartes said. There are two kinds of substance: one is extended substance, ordinary matter; the other is thinking substance, which is mind. Once you have introduced this idea of separation and fragmentation, you must inevitably come to fragmenting the thinker from his thoughts, and from the world that he is thinking about.

But that separation is false and illusory, and the notion that there is a thinker inside who is producing the thought is merely imagination. What would be closer to the point would be to say that there is nothing but thought, and no ‘thinker’ to produce it.

So this whole process of fragmentation is a process out of nature?

But is it an actual process? Is it not an illusory process?

But there is pollution, exhaustion of resources, and other problems.

Yes, but it is an illusion that there is any fragmentation in a fundamental sense. These problems are actually an expression of our oneness with nature, not of our difference. Man’s thinking tried to be different from nature and approached it in a fragmentary way, trying to treat it as pieces. But nature refuses to be treated as pieces. Man thinks these illusions, and his mind being disposed by the illusions, he creates real action which is out of harmony with reality.

So this fantasy, this illusion, is turning into a nightmare?

Yes, the fantasy produces real activities which are destructive. It is because man is one with nature that this happens.

Yes, but all these activities are part of the processes of nature.

Man’s thought is part of nature, and when man’s thought goes into fantasy and mistakes it for reality, that is also part of nature. The trouble is that man has the illusion that reality as a whole is fragmented, instead of seeing that it is his thought which is fragmented. Thought is like a bunch of maps. The maps are fragments, but you don’t imagine that the world is fragmented because the maps are. It is useful to fragment these maps because it enables you to focus on details.

If pollution and so on are part of the illusion, then what you mean by reality is very subtle.

Reality cannot be specified unambiguously. It is the flowing, an eternal transformation. Transformation cannot be pinned down unambiguously. It is movement, which means that any attempt to pin it down is an illusion. Thought makes these fragments which do appear to pin it down, and they are useful, but it is an illusion to suppose that the country doesn’t change because the map doesn’t. If you have a map published fifty years ago, and try to direct yourself through London, you will have trouble. These maps are fragmentary not only because they are broken up into pieces, but also because they are based upon the past, and the past is a fragment. The fifty-year-old map of London can give you only a fragmentary picture of the situation now. If you supposed that the situation never changed, then it would work.

Can our thoughts escape once they are tied to language?

Yes, they can, because we can look into the language. A language not only expresses our thoughts, but also helps work back on those thoughts, and gives them some fixity of shape.

But if our language is inherently fragmented, it becomes increasingly difficult to free our thoughts.

I think that our thought is in fragments in the first place, and that is why our language is fragmented. I don’t think that the trouble can be described as originating in language. It originates in the very nature of thought. Language can be considered only as a secondary process. We have developed the language which emphasizes fragmentation by having one word for an object and saying that the object acts on another one and so on.

Is it possible, then, to understand quantum mechanics or the world within the language we use at present?

I think we can, although we might also change it. Language is always used figuratively and poetically, I think; we never use it literally. The attempt to give unambiguous significance to language will never work. It is inherently ambiguous, it is flowing, the meanings are flowing. If we think differently, we will find ourselves using the words differently. Perhaps, ultimately, we will change the formal structure as well.

You have worked with language structures yourself.

I made some experiments trying to change the structure of the language, just to see what would happen. I emphasized verbs instead of nouns, to emphasize the flowing movement. I saw that you could actually do quite a bit on that line, but I finally felt that you couldn’t push it too far if you made a special language, because you would merely create another fragment. Special languages have been made and they have had a fragmentary effect.

I remember thinking that it seemed to be a language very constrained by sets of rules that you were developing.

It was more a mathematical kind of language. I was trying to ‘mathemate’ the language so that we would not have such a sharp separation between mathematics and ordinary language.

I never quite understood what your reservations on relativity were.

They are related to what I said previously about time and movement. First of all, relativity takes the space-time continuum for granted, which implies that time is a substance, or something you move through. I don’t think that makes sense, you see. There are many ways in which relativity and quantum theory need to be changed together. There are two very elementary points which quantum theory does not deal with. One is the existence of things. Quantum theory says that nothing can be discussed except the probability of what will be observed when you have a piece of equipment. If we take the whole universe, we would have to suppose another universe of observing equipment, perhaps bigger than the first. Nevertheless, we must say that, in some sense, the universe does not require that universe of equipment; it is there without it. As Bohr said, classical mechanics did not explain that atoms are there, the most fundamental thing, the clue to something new. Quantum theory does not explain that matter is there without a tremendous amount of equipment to specify its state.

I think that every structure abstracts some things which are really folded up in the totality. They have some relative subsistence, but the attempt to say that it covers everything is going to make it impossible to be consistent.

The second thing that quantum mechanics does not discuss is the actual process. For example, if you take a single radium atom decaying into a Geiger counter, quantum mechanics proposes a wave function, half of which leaks out of the atom in two thousand years. However, in some cases something happens immediately. Let’s say that it takes ten years to decay. Since the counter doesn’t work for the first ten years, you know that nothing has happened, and that the wave function is entirely inside for the first ten or one hundred years, or whatever. And this contradicts the idea of Schrödinger’s equation, which says that it was leaking out all the time.

The theory says that Schrödinger’s equation is the most complete description possible. I say that must be wrong, and that Schrödinger’s equation is an abstraction of a fragment.

At one time you tried to look at it using the notion of hidden variables.

That is just one way of saying that there is more to it. That was perhaps too classical an approach. It was merely a way of getting insight.

Was there not some misinterpretation of what you were trying to do?

Yes. I think that some people thought that I was trying to return to classical concepts, but I was really using the hidden variables to get imaginative insight into what the theory meant. One could see that the hidden variables would have certain peculiar properties which suggested that you should look at it in another way. For example, one discovers that these hidden variables have properties which imply instantaneous connection of all parts of the universe, an extreme form of wholeness. Some people have said that it is so strange that they do not want to consider it. I don’t think that it is sensible to say that as long as we do the computation, we don’t have to imagine anything about it, so we are not disturbed by anything that happened. I don’t understand the attitude which says that hidden variables have strange properties and therefore we would rather not use them. By using hidden variables, your attention is focused on these strange properties, and by understanding quantum mechanics imaginatively, even if as not yet fundamentally, you begin to see that quantum mechanics implies something very new, which you are missing by just doing the computation.

At this point a traditional sort of physicist would ask you to produce a new prediction.

That again is a sign of a certain attitude to physics, which says that the essential point about physics is to predict something. Why do you want to predict? You would think that there is a predictive instinct which must be satisfied. But this is obviously not the case. The reason why people want to predict is just to confirm that their ideas are on the right track. I am trying to say that in some cases you cannot predict; some things are ambiguous.

Trying to see the weakness of a theory in a traditional way is inadequate. The traditional scientific method is to say: wait until your experiments clearly show that you are wrong. But if you are going along with confused methods, no experiment will clearly show that you are wrong, because you can always modify your theory. This has often been done.

We must look at it differently, realizing that there is something wrong, which the present theory does not have in it, which requires understanding, namely, there is an actual individual event – the decay of the radioactive nucleus – which is simply not accounted for in the present theory. We must put in new concepts to account for it, and see what happens, even if we can’t use them to predict anything more at the moment. I think that there is an overemphasis on prediction, on getting results, which is stifling physics. Many people don’t fully and deeply realize that there is something missing. They are so used to doing statistical calculations, and saying that only statistics matters, that they do not notice that there is an actual, individual fact which is not accounted for.

Suppose we begin by saying that stationary states just simply exist, and that the world is very nearly in a stationary state, with some transitions. Now these stationary states make jumps from one to another. We haven’t explained why that happens, we are only accounting for that fact, in which case we do not need equipment at all. We are not going to interpret quantum mechanics as what an observer would see, but as a process of jumping between quasi-stationary states. We now explain that we have what we call a material system, which is a stationary state of a large number of atoms. When you solve the many-body wave equation of quantum mechanics, you see that you cannot make this relativistic, you need to have one common time for the whole system. However, this material system is essential for relativity, because the theory presupposes some quasi-rigid material system as a frame from which to make observations. I don’t think that you could ever get any definite meaning to relativity for a single atom. You would not have a clear definition of properties such as direction in time for example.

I believe that Roger Penrose was trying to take collections of atoms, and, in that way, he thought that he could define the direction.

Penrose is working on some particular mathematical structure to try to do something which may well be worth doing. I am trying to discuss something else. I think something has to happen at a lower level as it were. Physics has given us some facts, but the actual language of discussing these facts is confused.

I am saying we must consider that this piece of apparatus, this block of matter, exists, without any help, as it were, of observers, or anything. It is in a nearly stationary state, and it determines a frame. That is missing from relativity theory; there is no clear definition of a frame. If it were not for quantum mechanics, which makes matter stable, there would be nothing in relativity that would allow for the frame that measures anything. So there seems to be a deprivation of relativity in quantum theory.

To pursue this further, you find that, if you take stationary states in one frame and then move the system and accelerate it, the stationary states of that system are not compatible with those of the first. They are non-stationary, and they correspond to operators which are not compatible. So if you have one system in a stationary state, and another system moving, the moving system is not in a stationary state relative to the first system, but it is relative to its own frame. If there were an observer inside, he would be built out of atoms in those stationary states, and he would see everything relative to those stationary states, that is, as changing. So we have an interesting conception: a relativity of stationary states. What is stationary for one block of matter is not stationary for another. That concept has been missing. In fact, we have to give the same ‘time’ to all the atoms in one system, since we say there actually is a common time which is relevant for determining the stationary states of the first system, in technical terms, as the time-displacement operator for that system. Another system has another time-displacement operator and determines another set of states. The two systems are not stationary together.

Now, we get an extension of relativity, because we have introduced a new concept, which I call the material frame, or the natural frame for the stationary state. However, this means that Schrödinger’s equation cannot be taken as a complete account any more, because each system has its own Schrödinger’s equation, giving its own stationary states. One should not try to say that a single Schrödinger equation covers the whole universe.

We say that a particular material frame, or block of matter for example, is determined by solving Schrödinger’s equation for some atoms. This can be extended abstractly to the surrounding space, and another set of atoms which has its own frame. They may be related approximately but not exactly.

Then is space a relational notion?

Space comes out as relational space. Every particular block of matter has its space, which is extended abstractly into the surrounding region, and all these different spaces interpenetrate to form what I call a multiplex, that is, many spaces folded together. Rather than thinking of space as a single substance, we can think of it as an abstract relation of the multiplex, each element of it being a fragment that is based on one piece of matter. That is an order we are imposing on space and relating to matter.

These spaces are not all the same. We can approximately replace them by one bigger space, which some have done, and call this a real space. But I say that it is no more real than the smaller space, although it may be convenient for some purposes.

The total implications, or the metaphysics of quantum mechanics and relativity together, are utterly unclear. Every fact, you see, is presented in a framework of a set of concepts and ways of thinking. If you have a confused order of thinking, the fact will be confused. So I’m saying that the first step is to get a clear presentation of this fact. Then we can go on to develop mathematical methods of going further. When we have a set of facts, our next step is to develop a broader mathematical way of thinking, which will assimilate those facts as aspects of the mathematical concepts. I don’t think the present fact is clear enough to assimilate into any mathematical system. That is one reason why so little progress has been made over the past forty years.


Appendix: the troubles of quantum theory

THE COPENHAGEN INTERPRETATION

Most of us have no problem discussing the world in a rational way. We experience no dislocation between a rational description and one which appeals to our intuition. In thinking about everyday objects we seldom run into paradox or confusion. But this is not true when we confront the world of atoms, and this difficulty lies at the heart of many of the problems discussed in this book.

Werner Heisenberg was the discoverer of a formalism – quantum mechanics – which enabled scientists to describe mathematically the results of their experiments on atoms and elementary particles. However, when scientists began to argue about the meaning of this theory they found that paradoxes arose in their discussions. For example, Heisenberg’s uncertainty principle showed that there was a degree of ambiguity in describing the properties of quantum objects and that these ‘properties’ depended upon the way and even the order in which they were measured. It seemed that the common-sense idea of ‘properties possessed by an object’ was not really appropriate in the quantum world.

In an effort to give quantum mechanics a rational foundation Heisenberg and Niels Bohr held a series of discussions at Copenhagen on how scientists should talk about quantum theory and its results. Bohr has written a clear exposition of what has become known as the Copenhagen interpretation but his arguments are extremely subtle. In the space we have allowed ourselves it is difficult to give more than the crudest sketch of the approach.

Science is concerned with an understanding of the world and how it works. This understanding has traditionally developed through open discussions and controversies among scientists. Bohr (and incidentally the twentieth-century philosopher Ludwig Wittgenstein) observed that all our discussions take place within ‘everyday’ language and that language is the only means of communication for the fulness of our thoughts.

Language has evolved through man’s interactions with society and the natural world – animals, chairs, and so on. It is inseparably bound up with the world we live in, which is filled with objects described by ‘classical’ or Newtonian physics.

It is not surprising that we experience no difficulty in matching a verbal description of a billiards match with its scientific description in mathematical terms. When we come to the world of atoms and elementary particles, however, new laws of physics are needed and classical mechanics is replaced by quantum mechanics. It is at this point that Bohr cautioned us with what has become known as the Copenhagen interpretation of quantum mechanics. He pointed out the pitfalls that lie in wait for anyone who attempts to press day-to-day language, which is adapted perfectly to our large-scale world, into the world of quantum particles. Bohr suggested that physicists should renounce the use of ‘pictorial descriptions’ and remarked on the paradoxes and confusions which would arise if they attempted to talk about atoms as miniature billiard balls. ‘Does the electron really have a path when we are observing it?’ is the sort of question which is doomed to end in confused argument.

Bohr pointed out, however, that experiments on atoms involve large-scale apparatus, such as accelerators, Geiger counters, cloud chambers, and electromagnets. The results of an experiment, which can be expressed as the click of a Geiger counter or the movement of a needle on a dial, are entirely classical. Provided scientists confine themselves to such observations there is no difficulty in discussing atomic experiments in everyday language. In this way a successful mathematical theory, quantum mechanics, correlates the results of various experiments and this can be discussed unambiguously in ordinary language. It is only when scientists go beyond this description and attempt to draw a detailed ‘picture’ of an elementary process or particle that confusion arises.

The Copenhagen interpretation therefore tells us how science should deal with the world of atoms without becoming embroiled in paradox and warns of the consequences of pressing language into an area for which it was not adapted. In this respect Bohr’s interpretation echoes the writings of Wittgenstein, who proposed that many of the ‘great questions’ of philosophy were simply confusions generated by an inattentive use of language. Wittgenstein believed that the problems of philosophy had their origins within the misuse of language rather than in some metaphysical realm. It is the business of both science and philosophy to proceed with care and avoid pseudo-problems which are brought about by pressing language beyond its limitations.

COMPLEMENTARITY

The notion of complementarity was proposed by Niels Bohr, who felt that its significance extended far beyond the intellectual confines of theoretical physics. In essence complementarity states that an object or process cannot be pinned down within a single description; rather several overlapping and possibly incompatible descriptions are needed to exhaust its variety. Two crude analogies for complementarity can be given: several photographs taken from different locations and angles which give an overall description of the exterior of a building, and the varying accounts from wife, friends, and children that piece together a man’s life.

Bohr felt that the ideas expressed by complementarity were closer to the working of nature and our minds than those dictated by ‘common sense’ or ‘classical logic.’ When two descriptions of an event do not overlap common sense would dictate that an error has been made; Bohr’s complementarity, however, would indicate that a profound truth is being approached.

NON-CLASSICAL LOGIC

A scientific theory can be analysed to determine the logical structure of its arguments. If the theory can be written down in such a way that it only asks questions which can be answered by a simple ‘yes’ or ‘no,’ then it is based on classical logic. If this cannot be done, then the theory has a ‘non-classical logic’ at its foundation. For example, a theory which involves complementary descriptions has moved beyond classical logic.

For some thinkers the introduction of non-classical logics into physics represented a step away from a rational response to the world. It was felt that classical logic has a special position in thought, and its abandonment introduces an unnecessary ‘mystical quality’ to science.

THE COLLAPSE OF THE WAVE FUNCTION

The so-called collapse of the wave function is a problem which confuses many students of quantum theory. Not only students but eminent physicists become puzzled by it, for it has led to such paradoxes as ‘Schrödinger’s cat,’ ‘Wigner’s friend,’ and dialogues between Bohr and Einstein on the completeness of the quantum mechanical description of nature.

A scientific account of processes within the large-scale world is obtained through Newton’s equations of motion. The mathematical solutions to these equations give information on the position and velocities of objects such as billiard balls and stones. To know the exact way in which billiard balls move during a game is to have a full description of that game, and this is inherent in Newton’s equations of motion.

In the world of atoms things are not quite as simple. The solution to the equations of quantum mechanics is called the wave function. Rather than giving an exact position and velocity for a particle, the wave function provides the probability of finding the particle within a given location. The quantum mechanical account of an experiment on an electron, for example, may be given as a series of probabilities of finding the electron at different locations in the laboratory. These probabilities are not a measure of ignorance or experimental error but are a fundamental expression of the nature of atomic matter.

Einstein objected to this aspect of quantum theory by using the following argument. Suppose that during an experiment an electron enters a Geiger counter and causes a ‘click’ to be heard. Then at that instant we are 100 per cent certain that the electron is not located anywhere else but within the Geiger counter. However, a moment before the Geiger counter clicked the mathematical solutions that followed from quantum theory showed that the wave function was delocalized over the whole laboratory. Hence at the instant of the click the wave function must have ‘collapsed’ inside the Geiger counter. Einstein argued that sudden change is not described in the mathematics of quantum mechanics and that the theory must be incomplete.

Niels Bohr replied, within the spirit of the Copenhagen interpretation, that we must be careful to discuss only the objective parts of the theory which are observable results of experiments. The wave function, however, is a mathematical device which has no objective or measurable existence. The discontinuous change in the wave function upon the electron registering its appearance by a click in a Geiger counter is simply a change in the description of the experimental situation. After the Geiger counter has clicked the system has obviously changed.

For some scientists and philosophers the collapse of the wave function still remains a stumbling-block to the acceptance of the Copenhagen interpretation whereas for others it is simply a pseudo-problem.


Glossary

Bateson, Gregory An original thinker who has made contributions in various fields, including anthropology, psychiatry, and cybernetics. His writings have stressed the preoccupation of the mind with perceiving differences and differences of differences. This notion led Bateson to his Double Bind theory of schizophrenia, which was later applied by R.D. Laing in his studies of family influence in mental illness.

combinatorics A branch of mathematics concerned with the packing and arranging of patterns and designs and with combinations and permutations. Roger Penrose used combinatorics in the study of large networks of spinors in an attempt to derive the properties of space.

commutation In mathematics, the interchange of order of two quantities added, multiplied, etc. For the natural numbers the order of multiplication does not affect the result. The order is significant, however, when matrices (q.v.) are multiplied together. Matrices whose products depend on the order of multiplication are said to be non-commuting. The results of two quantum mechanical measurements generally depend on the order in which they are carried out; that is, they are non-commuting.

complementarity An idea propounded by Niels Bohr that nature is so rich that a single description will be insufficient to exhaust the definition of a phenomenon.

conformal invariance A property attributed to an equation or theory which is unchanged by the operations of the conformal symmetry group. The conformal group is an extension of the Lorentz group (q.v.) and contains all symmetry operations in space-time which leave the light cone (q.v.) unchanged. The group relates to massless particles in special relativity.

continuum Loosely speaking a continuum of numbers occurs when between any two numbers, no matter how close they are chosen, there can be found an infinity of other numbers. The natural numbers form a continuum, but the integers do not.

dissipative structures Statistical mechanics (q.v.) is often taught as that branch of science in which chance reigns supreme and structures are doomed to erosion through random fluctuations of their constituents. In contrast Ilya Prigogine points out that nature throws up stable complex structures which are capable of adaptation and survival. He sees such dissipative structures as arising in ‘open systems’ through the free exchange of energy and materials with the environment.

Einstein-Rosen-Podolski paradox Several of the founders of quantum mechanics had misgivings about the theory and the Copenhagen interpretation (see Appendix). To make their doubts more concrete Einstein, Schrödinger, Wigner, and others devised hypothetical situations {gedanken experiments) which lead to paradoxes when discussed. Bohr denied that such paradoxes existed and believed that such gedanken experiments, of which the Einstein-Rosen-Podolski experiment is one example, were capable of unambiguous interpretation.

entropy A quantity occurring in thermodynamics and statistical mechanics which relates to the ‘disorder’ present in a system. Unlike temperature, pressure, energy, and mass the entropy of a system cannot be measured directly but is inferred from other quantities.

genotype, phenotype The genotype is the total genetic information possessed by an organism. As the organism develops and interacts with its environment so a certain amount of its genetic potential (genotype) finds expression as size, shape, colour, behaviour, etc. This individual manifestation of the genotype by a particular organism or group of organisms is called the phenotype.

Gödel’s theorem A consequence of the study of the foundations of mathematics and other deductive systems by the mathematician Kurt Gödel, the theorem states that certain deductive systems are inherently incomplete, in the sense that there always exist propositions within the system which cannot be proved. The implications which have followed from this theorem are often imaginative but controversial. It has been suggested, for example, that the theorem implies that the ability of computers will never duplicate that of the human brain.

Hamilton-Jacobi theory Classical mechanics is often presented as being based on Newton’s laws of motion but the same results can be obtained using different assumptions and starting-points. One of these is the Hamilton-Jacobi theory, whose equations appear far more abstract than those of Newton’s mechanics. Discussions of classical mechanics in the Hamilton-Jacobi form illuminate correspondences with quantum mechanics.

invariance A property attributed to the equations of a particular theory (Maxwell’s equations, Schrödinger’s equation, field equations of general relativity, etc.) which are unchanged by a variety of symmetry transformations. The equations are then said to be invariant with respect to the operations of that particular symmetry group (q.v.).

isospin In the early days of quantum theory it was discovered that the electron possesses a two-valued degree of freedom, its spin (q.v.), in addition to its other degrees of freedom. It was later found that the idea of spin symmetry in space could be extended to include a degree of freedom corresponding to spin in an abstract space (isospace). By introducing the notion of isospin it became possible to consider two different particles as a single particle possessing different isospin states. The relationship between an abstract or ‘internal’ symmetry such as isospin and the symmetries of space-time is not clear.

least action One of the possible formulations of classical mechanics (see Hamilton-Jacobi theory). Whereas Newton’s equations of motion build up the movement of particles by considering the instantaneous forces present at each element of their path, the principle of least action is based on an over-all property of the motion – that the particle assumes a trajectory that will minimize its ‘action.’

light cone The volume traced out in space-time from a source of light, which might be thought of as the ‘history,’ in space-time, of a light beam. Two space-time points which lie within each other’s light cone are causally connected because they can exchange signals and experience each other’s influences. Two points which lie outside each other’s light cone cannot influence each other in any way since signals moving faster than the velocity of light would be required to connect them.

Lorentz group The group of symmetry operations in space-time which leave the laws of nature unchanged in the special theory of relativity.

matrix A mathematical object consisting of an array of numbers. Matrices obey different rules of operation than do ordinary numbers and, when multiplied, do not generally commute (q.v.). In Heisenberg’s formulation of quantum mechanics the operations or experiments of quantum theory are represented by operations on matrices and the experimental results by the numbers found in these matrices.

propositional calculus The laws of logic could be thought of as a set of procedural rules together with initial assumptions. If each proposition is represented by a mathematical symbol and the rules of procedure by mathematical operations then a logical discourse can be represented by a set of symbolic manipulations. This symbolic form is called the propositional calculus. The propositional calculus has been used to analyse the statements of quantum theory.

Riemannian geometry Bernard Riemann investigated geometries which are more general than those assumed in Euclid. The methods of Riemannian geometry were used by Einstein in the mathematical formulation of the general theory of relativity in which space-time possesses curvature and is non-Euclidean.

Russell’s paradox Formulated during Bertrand Russell’s investigations on the foundations of mathematics, the paradox concerns self-referential systems and can be stated as follows: if R is the set of all sets that do not belong to themselves, does R belong to itself? An informal statement of the paradox is made in terms of a barber in a certain village: This barber is the man who shaves all men who do not shave themselves. Who shaves the barber? Biological systems have sometimes been discussed in these terms; for example, DNA contains all the genetic material that describes a system, and included in this description is a description of DNA and all the information it contains.

spinors, twistors Spinors are mathematical objects that correspond to the electron’s two-valued spin in quantum theory; spinors are also used in relativity theory. The twistor is a mathematical generalization of the two-component spinor made by Roger Penrose; it possesses four components and is of value in exploring the connections between quantum and relativity theories.

statistical mechanics Solids, liquids, and gases appear very different from the atoms and molecules which compose them. When attempts were first made to derive the properties of macroscopic systems from their constituents the astronomical number of entities involved made ‘exact’ calculations impossible. It was therefore decided to treat the motions of atomic particles in a statistical fashion using statistical mechanics and derive macroscopic properties such as pressure and temperature through averaging processes.

superposition principle A principle applied in quantum mechanics, where any linear superposition of allowable states of a system is itself an allowable state and, conversely, any state contains components from all other states.

symmetry breaking An idea which has become fashionable in modern physics, symmetry breaking occurs when a stable (or ground) state of a system appears to violate the symmetries which are present in the physical equations which govern it. For example, the equations which govern magnetic matter are spherically symmetric yet a ferromagnet violates this symmetry by exhibiting a preferred direction in space – the direction of its magnetic axis. Attempts have been made in particle physics to relate symmetry breaking to the appearance of certain particles. One of us (DP) has attempted to relate symmetry breaking in large quantum systems to the manifestation of classical variables.

symmetry group A mathematical group containing the various symmetry operations (rotation through a certain angle, reflection about a certain axis, translation over a certain distance) which leave the appearance of an object or an equation unchanged.

Wittgenstein’s theory of language Ludwig Wittgenstein, an Austrian philosopher who spent much of his creative life at Cambridge, was preoccupied with language and in the Tractatus Logico-Philosophicus attempted to fix the boundaries of unambiguous philosophical argument through a theory of language. Language was believed to ‘picture’ the world, and the domain of philosophy was the analysis of scientific propositions within this picture. In his later life Wittgenstein pointed out the limitations of his ‘picture’ theory of language and stressed the richness and variety of language and spoke of ‘language games.’ In Philosophical Investigations he concludes that many of the traditional problems of philosophy have arisen because language has been used in an insensitive fashion.








* At the State University of New York at Buffalo; Dr Pattee has since left this center.

* See footnote on page 134.


* It was intended to include in this book a discussion with David Finkelstein on his attempts to derive space-time structure and the spectrum of the elementary particles. In the course of the discussion Finkelstein was to have commented on Bohm–s reactions to his work. The proposed interview did not, however, take place.
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