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Introduction

Power, Influence, Lies, and Truth

In late december 2014, Patient Zero walked in through the park gates of the Happiest Place on Earth, kicking off what would come to be known as the Disneyland measles outbreak. Over the next month, more than 120 people in California fell ill, including a dozen infants. Nearly half of the infected weren’t vaccinated. Dozens of the sick wound up hospitalized. The outbreak quickly spread to neighboring states, and by the end of the year, more than six hundred cases of measles were recorded across the country. It was a shockingly high number for a disease that had been declared eliminated in the United States fourteen years earlier. 

I had no way of knowing, back then, that this incident would trigger one of the opening skirmishes in a war for power, influence, and reality itself—a conflict in which the ends justify any means, and one that has ripped America apart, threatened our very democracy, and consumed my own life for the past decade, leading to death threats, congressional subpoenas, lawsuits, and legal bills running into seven figures.

When the Disneyland outbreak started, I was the mom of a twelve-month-old. As it happened, just one month prior I’d been poring over a decade’s worth of California school immunization statistics. The effort had been inspired by an unfortunate San Francisco parenting rite of passage: getting my kid onto preschool waiting lists before his first birthday. While pregnant, I’d joined a few mommy boards and quickly gotten fed up with the tendentious anti-vax threads that rehashed debunked nonsense. Links to the blogs of grifters selling homeopathic oils were presented as counterpoints to safety studies in medical journals. There was a whooping cough outbreak happening, even as celebrity pediatricians were telling their vaccine-hesitant clients that it was OK to “hide in the herd”;1 they knew the diseases were dangerous but assured these parents that other people were still vaccinating, so overall rates would keep the unvaccinated protected. I’d read about California schools with vaccination rates “lower than South Sudan,”2 and I didn’t want my son to wind up at one.

And so I found myself scrutinizing tables that showed the rates of “personal belief” exemptions—opt-outs justified not by any medical or even religious concern but by the simple desire to opt out. More than ten years of data from across the state showed an unmistakable trend over time: a steady decline in classroom vaccination rates.

It had been nearly twenty years since a fraudulent study by Andrew Wakefield asserted a link between vaccines and autism, instilling fear in a generation. Since then, study after study had confirmed the safety of the measles-mumps-rubella (MMR) vaccine, and the media had long since stopped giving airtime to the vaccine-autism conspiracy theory. And yet the trend suggested that a small but growing minority of the California public was increasingly skeptical of the safety of routine childhood shots. The opt-outs, meanwhile, driven primarily by fear instilled by bad information, didn’t only impact the families of those who claimed them. They impacted everyone. They impacted other people’s kids.

I wrote a quick blog post about my frustration: “How California’s Terrible Vaccination Policy Puts Kids at Risk.” Then I did something I’d never done before: I called my local state assembly representative to ask whether the policy might be changed.

When I made that first call in November 2014, the assemblyman’s staffer said no: the anti-vaccine movement was a well-organized political force, and there was no appetite for a fight over school vaccine opt-outs. But when the Disneyland outbreak began, I called back, and the reaction I got was completely different: the outbreak had highlighted the extent to which anti-vaccine misinformation—increasingly visible on social media—had exacerbated hesitancy. The public was angry. The state senator from Sacramento, Dr. Richard Pan, happened to be a pediatrician, and he was introducing legislation to eliminate the personal-belief exemption in an effort to raise classroom vaccination rates (which would impact community coverage more broadly). The San Francisco staffer asked whether I might like to help support the legislation as a parent voice and suggested I call Senator Pan’s office. So I did.

I had no idea what I was getting into.

The next few months would upend my understanding of politics, propaganda, and social movements, as I got a firsthand experience of how a new system of persuasion—influencers, algorithms, and crowds—was radically transforming what we paid attention to, whom we trusted, and how we engaged with each other. I went down the rabbit hole of the anti-vaccine movement, joining its groups, following its influencers, and spending hours each night looking at its memes, becoming an observer of what felt like an alternate reality… while simultaneously trying to grow a countermovement, in real time, to push back against all of it. It was obvious to me that this was a new battlefield, that the rules of engagement had changed. It was a war of memes, not facts. Winning was going to take more than quoting some vaccine safety statistics.

Dr. Pan’s staffer had connected me with a handful of other moms who’d also called asking if they could be useful. They included a former senate staffer, a graphic designer, a professor who specialized in vaccine law, a nurse and longtime community organizer, a public relations pro, and a conservative activist accustomed to generating bipartisan consensus in the overwhelmingly blue state of California. I had a fair bit of quantitative analysis and data science experience from years on Wall Street and a solid understanding of social media from my then current gig in venture capital. Together, we had to figure out how to grow a pro-vaccine parental countermovement virtually overnight. So we set up a Facebook page and Twitter (now doing business as X) account under the name Vaccinate California. We wanted to make sure that people searching for information about the bill found us, so we started posting memes featuring cute kids (our own) with our logo, alongside arguments making the case for why school shots mattered.

A hashtag had begun to emerge around the number assigned to Senator Pan’s bill: #SB277. From the start it was largely dominated by anti-vaccine activists, many of whom got nasty in the replies to any comment in support of the bill. Some were from California, but what quickly became apparent to those of us waging this war was that many were from out of state; anti-vaccine advocacy, it seemed, was a core part of their identity, and they’d been at this for a while. They deluged our Facebook posts and Twitter replies, accusing us of being pharma-paid baby killers. That was just the beginning of the attack.

Some dug through our backgrounds, families, and past jobs. Others found and posted our addresses on social media (a tactic known as doxxing). A few particularly delusional trolls took photos of my baby son that I’d shared on a personal tumblr and Facebook the prior Halloween and began reposting them to Twitter, accusing me of not really vaccinating him, being a devil worshiper (one possible interpretation of a Maleficent costume, I suppose), and other bizarre and creepy things. I set my personal social media accounts to private, but they’d already taken the photos they thought would be most exploitable. Anti-vax activists made videos calling us “medical fascists,” splicing us into footage of Adolf Hitler leading rallies; on two occasions, they followed outspoken supporters of the bill down the streets of Sacramento, posting their photos and location to incite both online and offline harassment. They barraged the practice ratings of physicians on our side with one-star reviews and called to scream at their receptionists. It quickly became clear that cute kid memes were not going to be enough; this was going to be bare-knuckle-brawl politics. They wanted to intimidate us into simply bowing out of the fight.

The fight to pass the bill, which began in January 2015, turned out to be a six-month battle that left me deeply concerned about the growth and reach of the anti-vaccine movement. But what fascinated and alarmed me most was the mechanics of how the battle was fought, because I could tell even as it was happening that the tactics and dynamics were applicable to far more than one small political fight in California. There were bots and trolls, coordinated harassment brigades and doxxing, and Facebook pages run by God-knows-who. There were YouTube channels and secret Facebook groups with tens of thousands of members, dedicated to mobilizing online armies, gaming trending algorithms, and selectively editing videos to recruit new adherents. There were precision-targeted ad campaigns—including ours!—that focused on reaching handfuls of constituents in specific zip codes; Facebook’s powerful targeting tools made them possible, though the company did little to verify who was running the campaigns and offered no easy way for audiences to know who was behind them. There were viral memes and commandeered hashtags. These were the tools—sometimes weapons—that by 2020 would be the norm for networked activism in an increasingly polarized America, but only five years prior were hardly known at all. It is sometimes easy to forget how rapidly our online world has changed.

It felt like I was seeing the future, while simultaneously participating in it: virality determined what people talked about, and virality was a function of how well influencers, algorithms, and crowds could make something capture the public’s attention. Public opinion on any given issue would be shaped by content currents that flowed across high-speed, frictionless social networks that curated what their users saw and, increasingly, whom they connected with. The accuracy of the message, or whether it came from a credible source, was largely irrelevant. What mattered was whether the content captured user attention and generated engagement: whether it made audiences want to participate, by liking, sharing, or joining a group around whatever the cause happened to be. “Public opinion” no longer even seemed like the right phrase—it implied a need to persuade a mass group of people, a majority of society, even as that seemed increasingly impossible. The online world was rapidly devolving into factions.

Three points quickly became clear to me. First, the anti-vaccine opposition was well networked and really understood social media. Second, this relatively small group—most of whom sincerely believed that vaccines caused autism and the government was covering it up—had influence that belied its size. While the pro-vaccine position was still the dominant opinion in the “real world”—approximately 85 percent of kids in California were vaccinated—we were a very small minority in the online conversation. Third, public health officials and institutions absolutely did not understand the importance of the internet in shaping social movements… or community beliefs.

So, to understand how the opposition organized and attracted new members, I began to study their content and networks online. I wanted to understand who was influential in their community—what kind of rhetoric and content they used, what topics they talked about, how they engaged with the broader crowd of activists and persuaded them to act. I followed Robert F. Kennedy Jr. and Del Bigtree and the other propagandists for the movement, as well as the contrarian doctors who sold medical exemptions and “homeopathic vaccines” to the fearful. I observed the automated bots that incessantly posted anti-vaccine memes to the #SB277 hashtag on Twitter, allowing the anti position to dominate share of voice in the conversation. I noticed that longtime die-hard “vaccine truthers”—the most conspiratorial members of the community, deeply convinced that the government and “Big Pharma” were colluding to cover up a link between vaccines and autism—had suddenly begun to conceal those deeply held beliefs and instead emphasize new talking points that refocused the conversation around “parental rights” and “medical freedom.” School immunization requirements were government tyranny and an affront to “health choice,” they claimed, as they began to reach out to libertarian and Tea Party activists to grow their movement. The anti-vaccine faction also, unfortunately, liberally relied on harassment: sending online brigades of angry activists from all over the world to barrage California legislators whom they saw as being on the fence or as having disrespected their movement; targeting doctors who testified in legislative hearings in favor of the bill with negative reviews and threats to staff; and doxxing ordinary parents advocating for their own “parental rights.” It was certainly my first experience being doxxed and harassed for expressing a political point of view.

I began to write about these dynamics, posting on my little blog and on Twitter, sending notes to the California representatives considering the bill—many of whom were trying to figure out why they were being harassed and whether the overwhelming amount of anti-vaccine activism online meant that the public was, in fact, opposed to the bill. It was polling well among their constituents, they observed, but the social media conversation was overwhelmingly toxic. How could those two things be reconciled?

And that, it turned out, was one of the key challenges of my second point: there is an asymmetry of passion on social media. There is some scholarly debate about whether conspiracy theories are on the rise—they have always existed, after all, as we shall see—but in today’s information environment, relatively small groups of true believers (a few thousand people) can leverage the tactics of networked digital activism to produce the kind of sensational content and attract the initial engagement that algorithms subsequently boost. Their zealotry, their constant posting and fervent commentary, gives the impression that they are far more numerous than in fact they are.

By contrast, the overwhelming majority of people in California—millions of us—vaccinated our children and then simply went on about our lives; we didn’t get on social media to tweet or post about it. Vaccinate California had to figure out how to make people do just that. We had to pull the silent majority off the fence and into the public conversation. However, while we were slowly growing an audience willing to call their representatives and post about the importance of shots for school to Facebook friends, there were no obvious figureheads or influencers with massive audiences who could blast the messages out to their followers. Getting reach was difficult.

The anti-vaccine side had charismatic leaders who spoke like revivalist preachers, people like Robert F. Kennedy Jr. but also wellness gurus with large Instagram followings who produced beautiful lifestyle content (and occasionally argued that vaccines had no place in “authentic, holistic health”). They understood what resonated on social media; meanwhile, the pro-vaccine side got an occasional boost from the rare positive comment by a celebrity.

As we learned the ropes of online activism—building the plane while flying it—it also became clear that public health institutions were remarkably disinterested in what was happening on social media. Even as savvy conspiracists were expanding their movement (while we were just beginning to grow ours), authoritative institutions such as the Centers for Disease Control and Prevention (CDC) seemed completely flatfooted. They very obviously did not understand how social media worked or what got engagement; while the anti-vaxxers were going viral with slick YouTube content and emotional first-person testimonials about vaccines causing allergies (false), SIDS (false), and autism (false), scientists were posting statistics-heavy PDFs and blog posts to get accurate information out. The public health experts believed that the public would ultimately trust what they said because they were, after all, the authority figures—the people with PhDs and MDs. They believed that what happened on social media didn’t matter. As a CDC employee put it to me at the time, “Those are just some people online.”

Meanwhile, the Southern California crunchy moms who had long been the pillars of California’s anti-vaccine movement were bringing entirely new groups—from the Tea Party to the Nation of Islam to the Church of Scientology and its celebrities—into the fold with their liberty rhetoric and social network outreach. Within a few years, this big tent of strange bedfellows would include local militias, sovereign citizens who believed the US government itself was illegitimate, and conspiracy theorists convinced that elected officials were secretly members of satanic pedophilic cabals. The growth of this movement and the recasting of public health interventions as government tyranny may have seemed fringe at the time, but it would have profound implications as the world fell into a global pandemic in 2020.

The pro-vaccine side did ultimately win passage of Senate Bill 277, and California moved to a medical-exemption-only policy for school immunizations. But the way that the fight had played out—the tactics for shaping public opinion, the actors involved, the influencer-algorithm-crowd interplay that drove virality and commanded attention, the harassment brigades—was a harbinger of a profound shift and more upheaval to come. The anti-vaccine movement’s loss left its adherents more convinced than ever that they had to continue growing their numbers and dominating the online conversation. They began fund-raising on GoFundMe and canvassing wealthy donors, soliciting money for ad campaigns to drive people to their Facebook groups. They created networked state-level “Medical Freedom” pages committed to boosting each other’s messaging and growing a movement. Meanwhile, Vaccinate California continued to exist, but as a side project—our volunteers had lives to get back to and kids to raise. Some were burned out by the toxicity. There was no obvious source of funding. No one was responsible for continuing to grow a pro-vaccine parent movement.

I was captivated by the tactical dynamics of what I’d just seen and participated in. Although I also had a full-time job and my baby son, I began to spend increasing amounts of time at night examining how influential figures grew their audiences on Twitter and Instagram, how information moved across networks of Facebook pages. I tracked how conspiratorial communities seemed to be cross-pollinating with each other through nudges from platform-recommendation algorithms.

As I would soon come to learn, others had begun to notice similar dynamics playing out around some pretty high-stakes issues. The Islamic State was growing a virtual caliphate. Fake news stories were increasingly going wildly viral. Russia, it seemed, was using something called the Internet Research Agency to create mass confusion and spread propaganda to advance the Kremlin’s interests, particularly in Ukraine. It was also creating bots and fake accounts, taking the old Soviet Cold War strategy of “agents of influence”—people who tried to nudge public opinion in a direction that benefitted the cause or country on whose behalf they worked—into the virtual realm.

And yet, even as demonstrably adversarial actors gained a foothold on social networks, it was unclear whose responsibility it was to stop them. Tech platforms, which controlled the infrastructure upon which this was occurring, wanted to build products and make money. They didn’t want to have to decide who was real or fake or how to balance user expression against harmful content and harassment campaigns. While a handful of people in government, academia, tech, and civil society saw the crisis coming, most did not take these early signs seriously. It was, after all, just some people online. It wasn’t real life.

By 2015, we were already entering a world in which truth was determined by popularity, viral nonsense trended daily, and partisan polarization was actively exacerbated by armies of trolls, foreign and domestic. I felt that things were going off the rails: for example, because I’d been watching anti-vaccine videos, YouTube’s recommendation engines began to suggest I might also be interested in chemtrails, flat Earth, and 9/11 conspiracy theories. The trending algorithms on Twitter could reliably be gamed with bots, and the trending feature on Facebook was promoting outright false articles. But perhaps most disturbingly, our social norms seemed to be resetting. Sensational and extreme ideas were increasingly visible, while speaking against them seemed to require spinning up a counterfaction capable of resisting personal harassment intended to push opponents out of the conversation. Ordinary people began to treat this as normal partisan behavior, even as we had more power than ever to shape public opinion by clicking on the “like” and “share” buttons, pushing outrageous stories into the feeds of friends and family. We could all increasingly retreat into online groups in which we saw only what we wanted to see, or what platform algorithms thought we wanted to see, and very little else.

In late December 2019—five years after the Disneyland measles outbreak started—Patient Zero walked out of the Huanan Seafood Market in Wuhan, kicking off what would come to be known as the COVID-19 global pandemic. Or so we thought. Four years after that, we would be debating whether he’d really walked out of the Wuhan Institute of Virology, and every single facet of a pandemic that killed over six million people—with over one million of them within the United States—would be a matter of irreconcilable debate contested by identitarian factions that could agree on only one thing: the others were lying to you.

The same California anti-vaccine groups and influencers that Vaccinate California had fought against in 2015 were early to pick up on the COVID story and played prominent roles. The pandemic that emerged four years after the Disneyland measles outbreak revealed the full extent to which the influencer-algorithm-crowd trinity—the new means of shaping public opinion—has reallocated power, transformed our understanding of the world, and impacted our capacity for collective action. A global rumor mill propelled theories about the vaccine’s safety, efficacy, and toxicity to mass audiences, exposing the challenge of telling rumor from fact in the era of virality. Theories traveled far faster than facts could be known. Although the tropes were nearly identical to those that had long circulated about diseases and vaccines past, effective counterspeech was largely absent. Platforms—the curators and recommenders of stories—had to decide what to surface. COVID laid bare and accelerated the public’s loss of trust in institutions, media, and authority figures.

Creating narratives is no longer solely the purview of elites. This power—for centuries, almost wholly dominated by media, institutions, and authorities—has been upended. Ordinary people can influence what their friends see, what their communities talk about, and what their country focuses on more easily than ever before. We are no longer the passive recipients of mass media messages. Instead, we all have the power to shape public opinion, to wield the tools that engender virality, to spread messages that reach and potentially influence millions. In this book I will investigate what that means.

Some of the change is positive: a proliferation of voices, an abundance of creativity, the formation of new communities that bring people together independent of geography. But there are also serious consequences. A new system of incentives has given rise to novel forms of propaganda and tools for manipulation. Shared reality has splintered into bespoke realities, shaped by recommendation engines that bring communities together, filled with content curated from the media and influencers that the community trusts. Very little bridges these divides. This has profound implications for solving collective problems or reaching the kind of consensus on which democracies depend.

This is not a book about social media. There are enough of those. Rather, my focus is on a profound transformation in the dynamics of power and influence, which have fundamentally shifted, and on how we, the citizens, can come to grips with a force that is altering our politics, our society, and our very relationship to reality. For sure, companies and governments must bear their burden of figuring out how to regulate this new space, and how to restore trust and shore up institutions, but we as citizens have a responsibility to understand these dynamics so we can build healthy norms and fight back. This is the task of a new civics.

Understanding the forces driving a revolution requires a theory. And so, in Part I we set forth a theory about how the new power dynamic works, examining how what we may see as discrete influencers, algorithms, and crowds have a combinatorial power that enables them to intersect and build on each other to create not only powerful social movements but bespoke realities. We’ll delve into a menagerie of influencers, the modern opinion leaders who not only process news and information for their audiences but also work to shape public opinion directly by creating their own social media content for clout and profit. We’ll look at the curation and recommender algorithms of social networks that decide what we see and shape what we create. We’ll consider the public itself: the virtual crowds, factions, and fandoms that are now active participants in online rumor mills and propaganda machines. And we’ll explore how the three members of this influencer-algorithm-crowd trinity influence and respond to one another, with platforms offering the capacity for attention and reach—influence-as-a-service—to creators, who produce content carefully tailored to both the algorithm and their niche audiences.

Part II then examines how the rise of this new system of influence has transformed politics, war, Great Power propaganda campaigns, your local government, and even your relationships with your friends and neighbors. It takes a clear-eyed look at the role of experts and institutions and why they are now so distrusted. And, rather unexpectedly, it tells the story of how studying this system and exposing its worst manifestations led to multiple congressional subpoenas and lawsuits for me personally—acts of political retaliation by elite lawmakers, political influencers, and niche propagandists angry at the academics who laid bare how the invisible rulers of a new communication ecosystem attempted to delegitimize a free and fair election.

Today, who controls the internet controls reality. We have all been given the capacity to influence. We all have the ability to persuade communities, amplify messages, create viral conspiracy theories, and instigate real-world protests. We have profound power but no commensurate responsibility. Very few of us have reckoned with what that power means.

* * *

Before delving into the why of the theory and the how of the way our society is being changed and undermined, let’s first look at the way one person—let’s call him “Guitar Guy”—descends step by seemingly inconsequential step down the rabbit hole. (While Guitar Guy is not modeled on any particular person and is admittedly drawn as a caricature, his journey illustrates the way that many have been drawn into bespoke realities.)

Guitar Guy is in his early forties and lives in a suburb of a midsize American city. He learned to play guitar as a kid, mostly through taking in-person classes, reading books, and making friends with others who jammed in the basement at the local music store. He had a band and toured for a bit. Today, he’s a music teacher at a few local elementary and high schools and supplements his salary by teaching some private lessons as well.

When Guitar Guy was just starting out, he advertised his lessons with fliers posted in the local coffee shop and library. But as the internet took off, he started posting ads on Craigslist to reach potential new students and set up a blog on Blogger. The content was nothing fancy, just some tips on becoming a professional guitarist, funny stories about being a teacher, and discussion about shows he seen. Honestly, though, no one really read the blog, and he gradually abandoned it. However, through his writing, leaving comments on other people’s blogs, and joining some message boards, he did manage to connect with other musicians, all over the world. That’s the best part of the internet, he thinks; it’s helped him meet others who share his passion for guitars and fingerstyle. In 2006, shortly after YouTube launched, he decided to create an account and began posting videos of himself playing in his living room at night.

In 2009, Guitar Guy joined Twitter, a “microblogging” platform that let him post 140-character bursts of thought. In 2011, he created an account on the then photo-sharing, now also video-sharing app Instagram (which would later be acquired by Facebook/Meta). In 2020, he joined TikTok, drawn by its effortless “duet” video stitching technology, which let him add his own riffs directly on top of videos posted by other musicians—asynchronous jam sessions facilitated by nothing more than an app… magic. He now regularly posted content to TikTok, Instagram, and YouTube, sometimes Facebook and Twitter too, and over the years he managed to attract something of a following: tens of thousands of guitar-loving people followed him on each platform.

Guitar Guy didn’t aspire to be an influencer as he set up his accounts. Making money wasn’t on his agenda. He was just a guy who wanted to post his art and chat about it with people who shared his interests. But it turned out he was pretty relatable, and people liked both him and his content. And, of course, the social media platforms made it so easy to get started: a laptop, a webcam, a good microphone, and a niche. He created a little setup in his garage and would go out to it for an hour each day after dinner to sit and play. At first he uploaded short videos and then checked back later to see what other people had to say about them. As social media platforms added new features—and as his audience grew—he got into livestreaming. He posted his streaming schedule to his YouTube profile—Monday, Thursday, Friday, 7 to 8 p.m. PT. His followers would get a little notification telling them to come watch his performances and demos. They could chat with him, and he would respond between songs. He could also cross-post the content—upload a copy of the same stream—to other platforms later on. He could make short clips of the best parts, creating his own little hit reel for platforms with audiences who preferred shorter videos.

Those hours spent livestreaming were some of the best of his week. He made real connections with fans who often felt like friends. He could say whatever was on his mind—even if it wasn’t music related. He found a community and a culture. And the icing on the cake was that he was also making some extra money: his stream watchers could tip him, and he was earning some revenue from ads that ran before his videos played. He’d started getting approached for sponsorships by companies who wanted him to tout their pedals or straps; even a local brewery had reached out, hoping he’d talk about their beer on Instagram. Some of the companies offered a few thousand dollars for a post.

Then one night, as Guitar Guy was getting ready to do his biweekly YouTube livestream, he decided—quite innocently!—to discuss a roiling controversy in guitar land: rock idol Eric Clapton’s latest comments about COVID vaccines. Clapton had described experiencing some personal side effects after getting the jab and appeared on conspiracy theorist YouTube channels claiming that the government and pharmaceutical companies were using mass hypnosis and subliminal messages to make the public consent to getting the shots.3 That part was a bridge too far for Guitar Guy, but some of Clapton’s other complaints—like refusing to perform at venues requiring his audience to show proof of vaccination—had kind of resonated. That argument, about freedom of choice, felt compelling. Guitar Guy had gotten vaccinated but didn’t love the idea of mandates. Adults could decide if they wanted to risk getting sick in a bar. Musicians did have to earn a living, and those who didn’t have social media, who relied solely on in-person gigs, were really struggling.

A lot of his friends, in fact, had a hard time making ends meet as the pandemic dragged on. He decided to chat with his audience about it, get their take. Maybe play Clapton’s protest song.

As he started streaming, chatting about Clapton’s arguments about hypnosis and lockdowns, he noticed a significant jump in the number of likes, comments, and reactions from his audience. A few were complaining, but others were cheering him on, using the “tipping” feature to drop him a few bucks in real time.

Hmm, he thought. This is interesting.

To keep the discussion flowing, hopefully maintaining the high rate of likes and comments (and tips!), Guitar Guy kept talking about the controversy, going into related stuff he’d seen on TikTok. He’d been on the fence about the boosters thing, he confessed, and influencers he followed, particularly some of the fitness people, were also hesitant. In fact, he added, some of them thought mRNA vaccines were quite dangerous. After all, we just didn’t know enough about them—this was the first time the technology had been used on humans!

Guitar Guy had no medical credentials or scientific expertise, and neither did the fitness accounts he paid attention to and cited. Neither did Eric Clapton, for that matter. But his forty thousand fans were now hearing a perspective on vaccines from someone they had come to like and, more importantly, to trust. They could speak back to him, have a conversation about their own feelings on the matter—and he listened. Some shared the livestream with their friends: “Check this guy out, follow him, he’s saying the kind of stuff you never hear on TV.” Others tried to push back—“Oh come on, not you too with the conspiracy theories!”—but as debates got heated in the comment threads, they eventually gave up and just left.

The controversy Guitar Guy unwittingly kicked up, it turned out, was great for his engagement numbers, both during the livestream and after. A lot of people shared the video, and he got a bunch of new followers. He continued skirting controversy—he didn’t want to get outright banned from the platforms, obviously, and he knew they had policies against vaccine misinformation. But it wasn’t that hard to pivot ever so slightly to other controversial topics, culture war stuff that platforms didn’t have policies against: parents’ rights, LGBTQ commentary, gun control, abortion, even Big Tech’s control of information. Being provocative kept the engagements rolling in and the follower counts climbing up. And the higher the count went, the better he did financially.

Guitar Guy now had a big decision to make. It didn’t take a rocket scientist to figure out that engagement was highest when he was talking about controversial political topics and weird online theories—not guitars. His livestreams were now regularly getting reposted to other platforms, sometimes in hashtags that he honestly didn’t love—conspiracy theory stuff that creeped him out a bit—but this still translated into high view counts and more income. The problem was that the right-wing and left-wing crowds each seem to be looking for stronger ideological commitment, probing in the comments to see if he really was “one of them.” Truth be told, he’d never really been an ideologue, never fit neatly in one bucket, but he was feeling pressure to align more vocally with some online political faction.

He decided to keep leaning into controversy. His content shifted: instead of playing for most of the stream, he now played one or two songs and then talked, tying the lyrics into some outrageous thing that had happened that day.

Over the course of the next few weeks, his YouTube and Instagram follower counts spiked. He checked his YouTube channel analytics dashboard again and saw that a higher percentage of viewers were finding his videos from the platform’s suggested videos.

Recommendation algorithms, perhaps noticing his sustained high engagement, were suggesting his content. More and more of his videos were getting high view counts, particularly ones where he was adding controversial—but not highly moderated!—keywords. And people were following him, but not the same kind of people who used to follow him. No, judging by the comments, he now had an increasingly large percentage of followers who knew him as the “guy who wasn’t afraid to show some support for Eric Clapton” or “the guy who made the TikTok sea shanty about Big Tech censorship.” He used to have a fairly nice fan community that wanted to talk about what was still his main love: guitars. But now he had a big and still-growing following—he’d just crossed 480,000 YouTube subscribers!—and those new folks were there for a reason. Sure, they liked music, but they were more likely to share the provocative stuff. If Guitar Guy wanted to keep his engagement rate up, he had to give them what they wanted.

The influence-as-a-service machine was humming: Guitar Guy was producing content, which recommender algorithms in turn boosted and made even more popular among highly specific audiences, delivering more followers and engagement (which equals money) to the creator, who in turn produced more content. As Guitar Guy produced highly engaging—and increasingly inflammatory—content in response to these incentives, his audience wasn’t just getting larger; it was changing. It was being skewed away from the original community of guitar enthusiasts and toward those who came for the controversy. It had become pretty clear that they weren’t there for a nuanced discussion of the topics he’d been posting and writing little ditties about. They wanted red meat.

Guitar Guy was actually a little bit concerned about continuing down this rabbit hole, which is what, deep down, he knew it was. Sure, he had some honest concerns about the COVID restrictions, the kind of stuff he talked about in his first few controversial videos, but his new followers were now regularly alluding to more far-out theories in the comments: Jeffrey Epstein, microchips, Bill Gates, the New World Order. He may have accidentally stumbled into becoming a culture war influencer, but these followers would spell out what staying in this new territory entailed. He was a bit worried. Would they turn around and attack him if he pushed back against the most extreme voices, tried to restore some sanity or nuance to the conversation? He was not wrong to be nervous: he was now beloved by a particular faction, and expressing views counter to their other politics very well might lead to his being harassed. But if he said something they wanted to hear, well… they’d give him unconditional support and would share his content far and wide, helping him to continue to grow his follower count—and his bank account.

You might be wondering, what happened to Guitar Guy’s original audience. What must they be thinking? Have they fled his channel, or are they still watching?

Some dropped off after realizing that the vague conspiracizing was more than a passing thing. Some pushed back, trying to get at the nuance inherent in controversial culture war topics, but got fed up with constantly having to do battle with the influx of new supporters and left. But some simply listened. They too got into conversations with the new supporters. And they were not necessarily turned off by what Guitar Guy or the new community members had to say; some perhaps even found them persuasive.

It is possible that if you are reading this book, you have at some point in recent years asked yourself, “Is it just me or has everyone else lost their mind?” or “How did we get here?” It doesn’t matter if you are conservative or progressive, because the phenomenon has affected people across the political spectrum.

The aim of this book is to guide you through the evolution of this carnival hall of mirrors, this world of echo chambers, grifters, and keyboard culture warriors, to explain just how we got here and how we might get out.
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The Mill and the Machine

“There are invisible rulers who control the destinies of millions.”

—Edward Bernays, Propaganda

Anti-vaccine zealots dominating social media and reawakening the measles virus in Southern California. Prominent politicians inveighing against kids using litter boxes in their school bathrooms. A growing number of people—including at least one famous athlete1—avowing that the Earth is in fact flat, not round.2 A man attacking the Speaker of the House’s husband with a hammer—and his lawyer then arguing the internet made him do it.3

Occurrences like these—unsettling, divisive, and often at odds with common sense—seem to be happening with increasing frequency. And they are deeply entwined with who shapes public opinion and how—something that has shifted significantly over the past decade.

The age-old pursuit of shaping public opinion is how leaders, institutions, rebels, and reformers attempt to deliberately and strategically exert their influence on society. Their aim is to mold their audiences’ attitudes, beliefs, or behaviors with regard to ideas, people, policies, and even social norms. The ultimate goal is to create consensus that advances their way of seeing the world… maybe to get a president elected or shift how people feel about a controversial topic. It can be a long, arduous, thorny process—and one with high stakes. Reaching consensus is how societies make decisions and move forward, and steering that process can transform the future.

Societies require consensus to function. Yet consensus today seems increasingly impossible. Polarizing topics are black-and-white and compromise unthinkable. Our political leadership is gridlocked. Our media feels toxic. And social media seems like a gladiatorial arena, a mess of vitriol. The culture war is everywhere. Handwringing about “post-truth” and “misinformation” dominates the diagnoses of one media ecosystem, while sneers about “censorship” and “woke totalitarianism” are the focus of another. Many of us feel that something has gone horribly wrong. Maybe tech is to blame, maybe the unraveling of the social fabric more broadly. Either way, we feel we are no longer able to speak with friends and family or to trust institutions.

It increasingly seems like we don’t live in the same reality. And that’s because, in a very critical way, we don’t. Consensus reality—our broad, shared understanding of what is real and true—has shattered, and we’re experiencing a Cambrian explosion of subjective, bespoke realities.4 A deluge of content, sorted by incentivized algorithms and shared instantaneously between aligned believers, has enabled us to immerse ourselves in environments tailored to our own beliefs and populated with our own preferred facts.

Who Says What to Whom

For centuries, people passed information to one another primarily through word of mouth. We still do, of course: talking with friends and family members, sharing stories, discussing the news, persuading them to our view about, say, which candidate to vote for. They, in turn, talk to other people, who do the same to others. The way that a message cascades through a community depends on how people are connected to each other—on who knows or talks to whom. That web of connections is a social network.

“Small talk” spreads through a social network: how the kids are doing at school, why I love or hate that new restaurant. Other times, though, a different kind of information spreads: important and ambiguous information, like speculation about a brewing conflict, an outbreak of a novel disease, or a scandal involving a local official. These are rumors, unofficial information circulating in society, which are powerful precisely because they sometimes—but only sometimes—turn out to be true.

Rumors take “raw, confused facts” and attempt to explain them, to posit a reality based on a small amount of evidence.5 The community discusses the claims and tries to make sense of it all; the rumor is the consensus explanation they reach. If the facts are sparse, we rely on our imaginations to fill in the blanks, often drawing on community lore or popular tropes. We spread the rumor because we want to know the truth and want to participate in the community conversation—particularly when the facts involve an ambiguous or troubling incident with the potential to impact our lives.6 The intent isn’t to manipulate or even deliberately shape public opinion—rather, rumors spread because of the natural human tendency to share information, especially if it’s intriguing or sensational. Yet the spreading whispers often do affect how individuals perceive events, sometimes introducing uncertainty and doubt—especially if the whispers conflict with the official story. We have a colloquial name for the way that rumors pass from person to person: the rumor mill.

The structure of a social network shapes how information or rumors spread: not all people are equally connected or persuasive. In a village nestled in, say, the north of England a thousand years ago, people would hear opinions and form perceptions based on conversations with their trusted friends and neighbors. But not everyone knows or regularly talks to the same people—and who has access to whom matters. The village gossip or pub owner might know everyone, while the blacksmith might only speak regularly with the small number of people he sees during the workday. The handful of highly connected, highly informed community members—those most equipped to make messages spread—have the potential to significantly impact the overall community’s perception of what’s happening in the world. The gossips will talk to twenty people each day and the blacksmith to only two or three (including the gossip). This means that a message or rumor can disperse across the town much faster if gossips get hold of it and decide it’s interesting. They can curate, or select, the most interesting piece of info from among the many things they hear. If they decide to share something, it has the potential to cascade, first reaching the gossip’s twenty connections, who then talk about it with their friends; then those people spread it to their friends, and so on. If one gossip talks to another gossip—another highly connected speaker—the information or rumor has the potential to move even faster and to reach an even wider audience. The best connected have the potential to shape public opinion by virtue of their reach.

There’s an interesting dynamic that can arise when some individuals are far better connected than most: their opinions begin to seem like the majority opinion. If the village was surveyed and 85 percent believed that the pubs should close at 5 p.m., but the gossips’ and pub owners’ opinions fell within that other 15 percent, their minority viewpoint would likely seem like the prevailing opinion to everyone else in town. Most people would hear about the debate from them, with their spin on it. This majority illusion can trick you into believing that a minority opinion is the dominant consensus point of view overall, when it’s really the viewpoint of the loudest or best-connected members of a community.7

Of course, the structure of the social network is only part of the story. The best-connected people may be popular because they’re particularly charismatic or compelling storytellers: the gossips are good at capturing their audience’s attention because they have an innate sense of what details to embellish, emphasize, or exclude. Their stories stir up emotions. A combination of being well connected and compelling increases the likelihood that people who hear the gossip’s spin on a topic pass it along. It’s probably far more interesting than the cold, hard facts. 

Imagine a situation in which a few customers get sick after a night out at the King’s Arms Pub. Were they served bad ale, or was there an outbreak of a disease? Who knows. If a few people who fell ill chatter, the incident might stay confined. But if a gossip who doesn’t like Geoffrey, the pub owner, spins the events into a spicy, innuendo-laden rumor, the whole village will hear not only allegations of bad ale but the gripping tale of how Geoffrey didn’t keep the pub clean because he was too busy dallying with the wife of the butcher. Geoffrey now has a situation to reckon with. From this example, we can see that the structure, speaker, and substance all play a role in shaping public opinion.

The rumor mill—unverified stories flowing across social networks, organically spread by interested people—has always existed in some form. How social networks are organized, and the fact that connections are not evenly distributed, shapes how information and messages spread from person to person. Access to community, and thus potential for influence, was long determined by in-person relationships.

Yet, while important, this system for shaping public opinion has, since the fifteenth-century invention of the printing press, competed with a more centralized alternative for receiving information: mass media.

Who has access to whom can shift dramatically when communication technologies rearrange connections between people, which means that the character or flavor of the information we receive shifts dramatically as well. What happens if everyone has access to newspapers, radios, television—the internet? When communication goes from one-to-one to one-to-many?

More information will reach people, including from those with whom they have no personal connections. And that’s exactly what happened in a handful of pivotal transitions in history: an advance in communication technology changed the topology of human connections, creating new networks of influence by which small numbers of people could reach millions.

As with peer-to-peer chatter, mass media spreads plenty of benign and neutral information: the ups and downs of the stock market, a story about a tornado, an investigation of a corporate cover-up. Coverage that presents the basic facts, keeping the audience informed. But other times, media outlets spread information with an agenda: a nightly newscast that skews crime statistics or a front-page story that assails a political candidate with little cause. These stories often still contain facts—they’re not complete fabrications—but they’re spun so as to benefit a particular group that wants to move public consensus in a particular direction. This deliberate presentation of inflected information that attempts to further the agenda of those who create it is propaganda.8 The collection of powerful individuals and outlets who participate in systematic attempts to shape perception comprise the propaganda machine.

Propaganda shapes public opinion not by simple persuasion but rather by manipulating perceptions and constructing favored narratives to guide our views. It deliberately and systematically frames issues, emphasizing certain aspects while downplaying others, with the intent of building a specific worldview or gaining support for an agenda. There is usually a core grain of truth; propaganda is rarely built on outright lies. It strategically uses collective myths, emotional stories, and existing fears to appeal to deeply held values and beliefs. Propaganda often argues that a particular consensus already exists (but has been suppressed) and relies on repetition to normalize even extreme ideas. The propaganda machine adopts the stylings of the rumor mill at times, particularly while smearing targeted individuals, institutions, or ideologies via innuendo-laden whisper campaigns that aim to discredit them—but this is deliberate, not spontaneous and organic.9 Spread through mass media, propaganda can reach millions simultaneously.

In his 1928 book Propaganda, American social theorist and “father of public relations” Edward Bernays dubbed the people with the power to shape public opinion “invisible rulers.” “There are invisible rulers who control the destinies of millions,” he wrote. “It is not generally realized to what extent the words and actions of our most influential public men are dictated by the shrewd persons operating behind the scenes.”10

Bernays wasn’t referring to the visible rulers, like then US president Calvin Coolidge or the wildly popular 1920s American newspaper columnist Dorothy Dix. He was referring to the people behind the curtain: public relations experts, senior government aides, advertising executives, and propagandists with the know-how to shape the thoughts and behaviors of the public through messaging, psychological techniques, and the strategic presentation (or manipulation) of information. These were the individuals who wielded true influence—even over people like the president.

Bernays wasn’t being hyperbolic. Often these invisible rulers had the ability to ignite significant social or political upheaval. Consider Wayne Wheeler, a contemporary of Coolidge and Dix with a lower profile, unknown to many—but whose propaganda as head of the Anti-Saloon League led to the passage of the Eighteenth Amendment and thirteen years of Prohibition. Wheeler specialized in working the media to create a perception of widespread support for his positions (even before that support had materialized), then parlaying this exaggerated perception into real pressure on elected officials.

Advertisers and marketing professionals, Bernays offered, were invisible rulers who specialized in making people feel compelled to buy something—whether a product or an idea. Their job was to create the circumstances and feelings that led to purchaser demand or public buy-in, and the best way to do this was to address people both as individuals and as members of a group.11 Linking a group identity to a product or idea was immensely effective; Bernays himself worked to create the perception that bold, liberated women smoked cigarettes. The same approach could be applied to politics. People who advised sophisticated politicians, Bernays argued, needed to recognize that politics was also about creating demand; spectacle, not policy, was what mattered, and it could be engineered to sell the public on candidates just as with products or ideas. Although “the voice of the people expresses the mind of the people,” Bernays pointed out, that mind was in fact made up for it by the leaders the public trusted—and therefore by the hidden individuals behind these leaders, who knew how to steer public opinion.12

Invisible rulers still possess these abilities, but there has been a dramatic shift in who—and nowadays what—they are.

The Infrastructure of Influence

In 1517, preacher and theologian Martin Luther posted a list of arguments challenging Catholic Church doctrine to the door of Castle Church in Wittenberg, Germany.13 His “95 Theses,” reprinted as pamphlets across Germany, triggered a religious reformation. The technology used to print them, the Gutenberg printing press, triggered a media revolution, ushering in the era of mass communication and introducing a significant increase in public literacy. Without the printing press, Luther’s arguments about the church might have remained confined to his immediate locale or to his elite intellectual community of theologians and church authorities. Instead, they were translated and spread all over Europe, and the Protestant Reformation took off.14

Luther was a prolific writer, described by scholars as “pithy” and “a master communicator with a growing cult of personality.”15 He had a brand, producing recognizable and digestible content covering the most interesting topics of the day (“Whether One May Flee from a Deadly Plague,” written in 1527), and far exceeded his Catholic opponents in popularity. He understood how to shape public opinion, writing in understandable language, with illustrations, for a common audience, taking doctrinal debate down to the level of ordinary people. In doing so, he managed to generate a degree of support “unprecedented among prior heresies.”16

The Catholic Church’s response to Luther’s provocations was to excommunicate him in 1521 and to undertake a significant influence effort of its own over the next century. By that time, the Catholic Church was struggling with a crisis of authority as a religious revolt spread across Europe. It was in a position of defending both doctrine and continued reliance on the Latin language of the far smaller, elite, educated population.17 The tension ushered in both a “pamphleteering war”—a battle for hearts and minds fought with paper booklets either praising or decrying certain religious opinions and leaders18—and a real shooting war: the devastating Thirty Years’ War of 1618 to 1648.19

As the war raged, in 1622, Pope Gregory XV created the Sacra Congregatio de Propaganda Fide (Congregation for Propagation of the Faith), a body dedicated to coordinating missionary activity and ensuring the spread of the Catholic Church. Derived from the Latin word propagare, meaning to “spread” or to “propagate,” propaganda was a term for a process, emphasizing not the substance of the message but rather the imperative to disseminate it.20 In the Inscrutabili divinae providentiae arcano of June 1622, the pope exhorted his clergy to draw the public back to the one true faith—the one true reality—through the spread of persuasive information.

The Catholic Church ultimately did maintain its stature as a religious force and authority, but it was compelled to reform. The pamphlets enabled by Johannes Gutenberg’s technology continued to proliferate, permanently transforming the flow of information. Although each individual missive had limited distribution, together they achieved a kind of micro-virality at times: the German word for the pamphlets was flugschriften, or “flying writings,” which evoked the sense of speed. The new technology meant that anyone inclined to influence the public could stitch together some printed material to plead his case, reaching other villages perhaps via men on horseback, expanding the reach of a message beyond the confines of immediate geography and peer-to-peer village chatter.

The flugschriften, sold by peddlers and passed around the community, were full of subversive images, often mocking authority or certain groups of people.21 The practice perhaps portended microblogging and memeing: an analog precursor to the viral self-published content we can all create and spread today. Viral news of dubious authenticity, scandalous stories, attacks on authority, inflammatory headlines—rumors and propaganda abounded. The style quickly spread beyond Europe. In the eighteenth century it was adopted by the American Founding Fathers, a group of men looking to influence a nascent but growing public.22 They published flurries of fiery political pamphlets intended to persuade colonists to think a certain way about a Native American tribe or to unify behind a currency; some of the most famous, of course, were the Federalist Papers, which worked to shape public opinion around ratifying the Constitution of the United States.23

The printing press reshaped the rumor mill, coupling its decentralized, bottom-up, peer-to-peer nature with the beginnings of mass media. But this coupling wasn’t permanent.

The heated battles of the pamphleteering wars fell away as the media began to centralize. By the 1700s, “broadsheet” newspapers, which covered and aggregated the stories (and rumors) relevant to a locale, gained in popularity. Like the pamphleteers, many of the earliest newspaper publishers were not constrained by a need for accuracy, focused as they were on opinion and often tied to political parties. However, gradually, reporting—previously a luxury paid for by businessmen interested in verifiable facts to inform their business decisions—became a core part of these publications, and journalism became a proper profession with ethics and best practices. By the 1830s, the public came to hold the expectation that print media should attempt to be accurate, and investigative journalism and reporting became the norm, although the business of sensationalism, fake news, and scare headlines did continue in the form of “yellow journalism” and the tabloid press.24 

This evolution in journalism led to the emergence of a professional media class, which, rather than simply self-publishing rumors, attempted to pursue an understanding of the facts—injecting friction into haphazard speculation. More importantly, perhaps, the professionalization of news production led to significant centralization and another reshaping of the networks of information flows. It cost money to operate a newspaper; there were printing expenses and reporters’ salaries to be paid. Now, too, there were standards. The people who controlled the newspapers served as information gatekeepers, determining what showed up in their publications. They set the agenda for what topics were covered, how stories were framed, what letters to the editor were published, and what was deemed newsworthy—or not. They controlled the technology by which information was disseminated, which gave them the power to shape public opinion.

The arc of print media—from pamphleteering to consolidated, professionalized journalism—is the first part of a story of democratized access to information, access to large audiences, and the capacity to profit from both. The tension between upstart rebels and authority, the understanding that sensationalism and spectacle are innately appealing (a reality of human nature), the recognition that trusted speakers matter, and the awareness that audience demand and business incentives drive what is covered (and how), all predate our current media environment by centuries.

As journalism and its relationship with the public evolved, governments and institutional participation evolved too. Officials and experts served as sources for journalists and in turn leveraged newspapers to strategically release information to the public. Some governments established their own official media outlets, known today as “state media.” State media was funded by the state and often editorially controlled by it too.25 These outlets might be pointed inward, at the citizenry, enabling the state to control the narrative within its borders. They might be outward facing, tasked with spreading official messages to foreign publics. Sometimes the state concealed its ownership or control of newspapers, creating fake “front” media properties within the borders of other nations, which masqueraded as local news outlets. Other times, the state controlled individual journalists: agent-of-influence contributors who could write for unwitting outlets, capitalizing on reputation and audience trust while putting out stories that weren’t quite what they seemed. Getting a message out was critical to amassing real-world power. Shaping public opinion mattered, and state propaganda was a means of making it happen.

The early operators of American state propaganda efforts felt this acutely. Bernays had worked during World War I for a US government public-influence effort known as the Committee on Public Information (CPI). Headed by journalist George Creel, the CPI aimed to generate support among Americans for World War I—to produce, as Creel put it, “not propaganda as the Germans defined it, but propaganda in the true sense of the word, meaning the ‘propagation of faith.’”26 In the organized strategic messaging campaigns of wartime, propaganda was a tool of influence operations—formalized efforts to weaken the resolve of the enemy or to create support and resilience on the home front. Bernays had come away from his work on the CPI convinced that crystallizing public opinion, shaping consensus via the strategic presentation of persuasive information, was in fact critical to democratic governance—even in peacetime. Much like the Catholic bishops, the twentieth-century heirs to the methods of the Propaganda Fide considered the propagation of messages a moral obligation, key to a successful democratic society. “The conscious and intelligent manipulation of the organized habits and opinions of the masses is an important element in democratic society,” Bernays wrote in Propaganda.27 He continued, “Those who manipulate this unseen mechanism of society constitute an invisible government which is the true ruling power of our country. We are governed, our minds are molded, our tastes formed, our ideas suggested, largely by men we have never heard of. This is a logical result of the way in which our democratic society is organized. Vast numbers of human beings must cooperate in this manner if they are to live together as a smoothly functioning society.”

Today this sounds elitist, even borderline authoritarian. Propaganda as an ethical obligation? Indeed, by World War II, the term was becoming synonymous in the American mind not with propagating truth but with the manipulative messaging outputs of Nazis, fascists, and other malign forces. This was, in part, because Creel himself had worked to create that association to ensure that US audiences distrusted German media during World War I.28 However, even as that perception shift occurred, the idea that someone had to ensure that busy people were properly informed, so that they might fully participate as citizens in an effective democratic process, remained strong. So too did the idea that government and institutions should actively work with the media to communicate accessible, accurate information to the masses.

The next two significant technological shifts that followed print media—radio and then TV—again reshaped information networks, access to audiences, and the capacity to influence and shape public opinion. Notably, these two shifts further centralized the control of media. Unlike printing pamphlets, producing radio or TV content required more expensive equipment, more expertise, and coveted broadcast licenses from governments.

Manufacturing the Consent of the Governed

These three technological advances—the printing press, the radio, and the television—changed the structures along which information moved, reshaping networks and reallocating power. Those who controlled the means of information dissemination became a distinct class of professional media elite with the power to shape public opinion and influence consensus reality. Even as the public’s access to information increased, the power imbalance between the speaker and the audience grew. What the media elites decided to publish was largely what the public saw—even as the public relations pros, the partisan insiders, and the other invisible rulers jockeyed to ensure that their messages made it out. The public were primarily recipients—targets—of the messages.

The question of how to reckon with the implications of this power evolved over time. A contemporary and sometime mentor of Bernays, Walter Lippmann, journalist and founder of the New Republic, was also sympathetic to the idea that propaganda should play a role in shaping public opinion. Lippmann’s book, Public Opinion, published in 1922, six years ahead of Bernays’s Propaganda, argued that individuals operated in personal, subjective realities that he called “pseudo-environments,” where they primarily, and quite rationally, paid attention to their own experiences, needs, and issues. Opposing groups in particular “live in the same world, but they think and feel in different ones,” he wrote.29 To bridge these gaps and to create the sort of informed public that the Founding Fathers considered requisite for democratic governance, Lippmann argued, meant that a well-functioning society needed experts, institutions, and centralized media working in tandem—needed a propaganda machine. This technocratic elite would determine appropriate courses of action for particular social and policy issues to facilitate the “manufacture of consent” of the governed. (Noam Chomsky would go on to make that phrase famous sixty years later.)

This process of persuasive influence—experts identifying solutions and presenting them to those in power, who then worked with the media to communicate them to the public—would create order out of chaos, both Lippmann and Bernays argued. It would eliminate the information distortions of our medieval village; it would bring people into a shared reality and generate the kind of social cohesion required for democratic consensus.

Of course, this presupposed a benevolent government of the honest.

The mass media ecosystem that enabled the propaganda machine, it turned out, would also undermine it—by revealing just how naive that assumption of benevolent honesty was. TV inadvertently exposed the complex relationship that had developed between government, institutions, and media gatekeepers and the public they supposedly served: people could observe, on their TV screens, stark differences between what was said at official press conferences and the footage the networks aired. This was particularly true in the coverage of the Vietnam War. Elites, it seemed, hadn’t been showing us the capital-T Truth; they had been showing us their cut-up, spun version of the truth. The obvious discrepancies generated outrage, precipitating protests about the war itself and eroding trust in government. This also sharply reduced trust in mainstream broadcast media.30

The decline of confidence in “establishment” media channels inspired a resurgence of interest in independent, underground publications, including what were known as zines (short for fan magazine). These small, self-published print publications were produced by and for members of distinct communities: artists, activists, people with niche political beliefs.31 One was a small antiwar outlet, begun in 1965, that called itself The Fifth Estate. The title was an allusion to the Fourth Estate, a term for the institution of journalism with roots in eighteenth-century British political theory.32 The first three estates were those of the French ancien régime: the clergy, the aristocracy, and the commoners. That the press was the fourth reflected the gravity of its role as an independent force that could hold the others accountable. As the American people of the 1960s began to lose confidence in media, the phrase Fifth Estate came to refer to the independent voices that would hold media accountable. The independent outlets that sprang up to present a counterpoint to the dominant narratives about the Vietnam War were defiantly decentralized in the age of increasingly centralized and controlled media structures. They were, in a sense, a second coming of the flugschriften—a reversion to an unfiltered past that became popular among communities that had begun to feel that mass media were not reflecting their understanding of reality. Yet, much like their predecessor pamphlets, they spoke to niche audiences—capturing far less attention than the official narratives presented in mainstream print and broadcast media or press conferences.

The entrenched power of mass media, its massive reach and capacity for shaping opinion at a national level, and its role in the “manufacture of consent” of the governed became the focus of Noam Chomsky and Edward Herman’s seminal 1988 Manufacturing Consent. Unlike Lippmann and Bernays, with their rosier view of propaganda, they argued that a system of incentives inherent in the mass media ecosystem skewed information to serve the media and the governing elite, not the public interest. While the agendas of official state-controlled media outlets were obvious, the propaganda that moved through mainstream, free channels was more insidious because the public was unaware of what was happening.

The system Chomsky and Herman identified had five underlying incentives, or “filters,” which shaped its output: ownership, advertising, sourcing, catching flak, and ideological orthodoxy (anticommunism at the time). Ownership in the age of mass media (before the internet) was an expensive proposition: broadcast license fees, printing presses, studio equipment. As a result, a small and wealthy enclave came to own the ecosystem. They were incentivized not to disrupt their other investments and entanglements. (Would a newspaper owner who also held significant stock in a pharmaceutical company allow reporting on a new drug’s dangerous side effects?) Advertising was the primary funding model for mass media, incentivizing the media both to placate advertisers and to attract the kind of audiences they wanted to reach. (If that same pharmaceutical company were a major advertiser, would a network run the risk of angering it by covering a story that portrayed the company negatively?)

The remaining three filters had less to do with money and more to do with relationships and psychology. Sourcing—or access to newsmakers—incentivized media to play nice with the powerful, lest they be denied a future scoop. Fear of catching flak like boycotts or lawsuits incentivized the media to avoid prickly topics or unpopular segments. And the human us-versus-them instinct—fear of other ideologies—incentivized the media to tell stories with “worthy” or “unworthy” victims. Nuance and complexity fell by the wayside.

These incentives, Chomsky and Herman argued, led the media to self-censor; to lie by omission; to prioritize the “right” narrative, not the accurate one; and ultimately to shape public opinion in a way that undermined—rather than bolstered—democratic society. In Chomsky and Herman’s view, the propaganda machine was for mass manipulation, not mass education; for false consensus, not true consensus.

As the twentieth century came to a close, events suggested Chomsky and Herman’s cynical take on the propaganda machine as a hegemonic tool was more accurate than their predecessors’ idealism about it as a mechanism for creating an informed public. The Iraq War of the early 2000s, with its yellowcake uranium and “weapons of mass destruction” stories, reinforced the idea of the press and government as unreliable, even manipulative.33 The public, meanwhile—the target—had little capacity for shaping messages through mass media and primarily made their voices heard by counterspeaking, protesting, writing letters to the editor, and voting.

The Mill Matters More?

And yet the view of the public as helpless naifs hopelessly misled by media liars also was not entirely accurate. There had been great interest throughout the twentieth century in understanding, to adapt a phrase from communications (and propaganda) theorist Harold Lasswell, “who says what to whom on which platform and to what effect.”34 The impact of propaganda on the outcome of World War II had been a matter of great concern to government leaders and academics alike; many felt deeply uncomfortable with it, even decades prior to Chomsky and Herman’s treatise. Scholars and experts had assumed that exposure to messages on radio and TV influenced people—they certainly seemed to. Propaganda slogans became memes: “Loose lips sink ships.” People do, indeed, think and feel a certain way as they move throughout the world; they obviously come to hold certain convictions. It certainly appeared that propaganda could persuade people or deepen their commitment to previously held beliefs.

But in the mid-1900s, some fascinating studies upended the idea that mass messaging to the public was effective in the way that government, media, and even some of the invisible rulers thought. Influence, it turned out, worked a bit differently than previously believed. Even in a time of nightly news programs and prolific radio content, human social networks and word-of-mouth interpretation still mattered—a lot.

In 1955, social science researchers Elihu Katz and Paul Lazarsfeld published Personal Influence: The Part Played by People in the Flow of Mass Communications, a book that challenged conventional wisdom about whether and how media influenced the public. The pair had been inspired to investigate the role of mass media in society, noting that both its supporters and its detractors shared a foundational belief that mass communication was wildly effective for changing hearts and minds. Supporters saw mass media as a new dawn for democracy, full of informed, enlightened participants; detractors saw radio and TV as “powerful weapons able to rubber-stamp ideas upon the minds of defenseless readers and listeners”35 and argued that misleading propaganda had led the United States to enter World War I when it should have stayed out. Both camps assumed that people were being persuaded left and right by what they heard on the radio or saw on the television.

Yet an earlier study by Lazarsfeld, which looked at the formation of political opinions about candidates in the 1940 presidential election, had found that people who had changed their mind about whom to vote for in that contest reported that the greatest contributor to their opinion shift was other people—not the media coverage they consumed.36 “The one source of influence that seemed to be far ahead of all the others in determining the way people made up their minds was personal influence,” Katz and Lazarsfeld reflected.37 The individual, they argued, needed to be studied both as “a communicator and as a relay point in the network of mass communications.”38

Intrigued by this finding that individual contact was still the most influential factor in political decisionmaking despite mass media prevalence, Katz and Lazarsfeld set out to investigate the impact of mass media on opinion formation via a study conducted on a group of eight hundred seemingly influential women in Decatur, Illinois. The researchers observed this community and noted that the influential women processed the stories they heard in the media—whether reporting, persuasion, propaganda, or entertainment—and passed information on to their friends. As in our medieval village, some were more influential than others, and Katz and Lazarsfeld found that those individuals, whom they dubbed opinion leaders, were much more likely to report being influenced by the media themselves (even as they, too, also reported being influenced by friends).

Katz and Lazarsfeld’s pivotal observation was that “ideas often seemed to flow from radio and print to opinion leaders and from them to the less active sections of the population.”39 They found that some of the women in Decatur were monitoring the media very closely, watching news broadcasts, listening to the radio, and then communicating their opinions on what was said in the media to the rest of their network of friends. These opinion leaders shared several attributes: they were personable and likable, were perceived as knowledgeable and competent, and were well connected. They served as information intermediaries, interpreters, who informed their community of things they’d found out and, in doing so, served as opinion shapers for a trusting audience.

Influence through media, it turned out, was not a “hypodermic process”40—people did not adopt new opinions as if by “injection” following the mere hearing of a claim on a mass media news broadcast. That idea, held by both supporters and detractors of mass media, was simply wrong. Rather, influence happened far more often by way of this process of intermediaries engaging directly with their communities.

Katz and Lazarsfeld called their model two-step flow. The work was revolutionary in the field of communications because it found that media, for all its reach and ability to span massive networks of people, did not appear to influence the public directly. Although a given radio program or magazine might reach audiences of millions, it did not seem to impact them all uniformly or necessarily at all.

Katz and Lazarsfeld found that individuals were still far more likely to be influenced by personal contacts: their friends, family members, neighbors, members of their religious community. Even in 1955, Katz and Lazarsfeld summarized their work as a rediscovery—the empirical rediscovery of the primary group as a critical force in shaping public opinion.41 Even after all these seismic technological shifts and broadcast media advances and the formation of a propaganda machine with massive reach, people actually seemed to remain much more susceptible to that very old, original form of influence that powered the village network: messages from people they knew in real life. Communication technology changes around us, but human psychology remains largely the same.

The Mill and Machine Collide

Media is additive; it has never replaced these human connections. It has an impact of course: the women of Decatur were talking to their friends about things they heard on the radio, read in print, and saw in the movies. Bernays saw media as preeminent in molding the public mind, but he also recognized the power of individuals, particularly in their role as members of groups, as allies to be marshaled in the effort to shape consensus. He encouraged aspiring invisible rulers of public relations to find and turn opinion leaders into advocates for whatever product or idea they were promoting. Chomsky and Herman’s work laid out how the media heavily determines what stories are covered—what content we and our opinion leaders have available to us as the foundational basis for discussion. But for the process of coming to consensus—of both individually and collectively deciding what is true or false, what opinions to hold, what policies to adopt—the influence of peers remains key.

Never has this been more apparent than over the past two decades, as social media platforms connected humans on a scale never seen before, redefining the meaning of peer and reallocating the capacity to influence the masses and shape public opinion. This technological transformation created communication structures that eliminated human gatekeepers from the process of curation, reducing the power of media elites. It gave rise to an entire new class of speaker—influencers—and reorganized broadcasting from one-to-many to many-to-many. Mobile phones with cameras reinforced the shift as they became ubiquitous; any protest, military conflict, crisis, or petty disagreement between two people could be recorded, uploaded, or livestreamed by anyone for anyone else to see. This kind of content, shared to social media platforms, turned algorithms and crowds into curators and distributors and highlighted that the world was vaster, richer, and more complex than what old-guard media had previously chosen to convey. Audiences became direct participants in shaping and disseminating narratives.

But this did not put an end to propaganda. Quite the contrary: it put the power to create it into everyone’s hands.

The last revolution in communication technology caused the collision of the rumor mill and the propaganda machine. The rumor mill, that ever-turning wheel of speculation and innuendo, has long thrived on the human fascination with the unverified, the mysterious, and the tantalizingly possible. On the other hand, the propaganda machine is agenda driven, a calculated force, its humming machinery designed to strategically distribute carefully constructed narratives that sway opinions and manipulate emotions for the purposes of power or profit.

Now, as the propaganda machine and the rumor mill have violently smashed together like two ancient galaxies, something fiery and perilous has emerged. And what has emerged is still growing, even as we struggle to accurately define it.

These two distinct systems of influence—both of which shape consensus reality, yet are historically associated with different sources of power—have converged into one. The result fuses the reach of the propaganda machine with the norms and stylings of the rumor mill and harnesses the fervor of human curiosity while being guided by the invisible hands of those who seek control.

The propaganda machine refined narratives from the top down; it required control of communication technology, formerly the purview of political elites, governments, and mass media institutions. Now, a vast array of actors use the features and capabilities that platforms offer their users to influence public perception in service of their own agendas and to draw the audience into acts of direct participation.

The rumor mill was once a relatively local affair, associated with networks of neighbors and individuals. It spread unverified information, gossip, and speculation, thriving on the unquenchable thirst for the latest scoop, but stayed confined largely to those close by and paying attention. Now, it has transcended geographical boundaries; it is peer-to-peer but also global and vast. Gossip and speculation are seen by millions and then picked up by the propagandists of the new media ecosystem, who use the rumors to their own ends—because rumors, too, have the power to shift perception, mobilize groups, and challenge “official” narratives.

State actors, terrorists, ideologues, grassroots activists, and even ordinary people now compete against each other in a war of all against all to shape public opinion.

This collision, combined with social media’s restructuring of human social networks, has enabled something far more dangerous than Lippmann’s de facto pseudo-environments, something fundamentally at odds with consensus reality: it enables bespoke realities.

Bespoke realities are made for—and by—the individual. The collision of the propaganda machine and the rumor mill gave rise to a choose-your-own-adventure epistemology: some news outlet somewhere has written the story you want to believe; some influencer is touting the diet you want to live by or demonizing the group you also hate. Other people, wherever they may physically be, are visible on the internet expressing vocal support for each individual belief. Whereas consensus reality once required some deliberation with a broad swath of others, with a shared epistemology to bridge points of disagreement, bespoke reality comfortably supports a complete exit from that process. By selecting or manipulating information, experiences, or beliefs to align with personal preferences or biases, you can construct or curate a version of reality—one that can be tailored to fit whatever desires or agendas drive you. An algorithmic curator will helpfully reinforce your choices. This may lead to a subjective and distorted perception of the world. It may eventually result in a harsh confrontation with the laws of physics or biology. But in the day to day you may sit, comfortably ensconced, in the bespoke reality.

If the bespoke conflicts with the mainstream, the bespoke will win. Jon Askonas captured why in his essay “Reality Is Just a Game Now”:

A real-world event occurs that seems important to you, so you pay attention. With primary sources at your fingertips, or reported by those you trust online, you develop a narrative about the facts and meaning of the event. But the consensus media narrative is directly opposed to the one you’ve developed. The more you investigate, the more cynical you become about the consensus narrative. Suddenly, the mendacity of the whole “mainstream” media enterprise is laid bare before your anger. You will never really trust consensus reality again.42

This splintering has profound implications. In the 1920s Lippmann was concerned about how to bind Americans into a common public, to create an ideal democracy.43 He recognized the importance of people coming together to make decisions about critical matters of public interest and thought—as paternalistic as it may sound—that a shared narrative informed by expertise and authority could improve democratic governance. Lippmann’s sparring partner on the topic, philosopher John Dewey, disagreed with his technocratic prescription—controlled narratives were wholly antidemocratic, he argued, reducing democracy to name only. Dewey believed that journalism alone, absent propaganda, could be enough. But each agreed on the need to bridge the pseudo-environments and ensure that people were operating in the same world, in service of the public interest.

Today, too, there are numerous critical matters of public interest. Some involve facets of reality that are wholly unconcerned with human consensus: a tornado does not care who believes in it. Neither does a contagious virus. “Tornado reality” is savagely indifferent to online rumors and the rantings of propagandists alike. Even as our confidence in experts, elites, and each other wanes, and as more individuals inhabit bespoke realities, challenges requiring collective solutions continue to mount.

However, in a world where no one possesses the moral authority to bridge the gaps in our factual understanding, we lose the ability to act collectively. Institutions that once contributed to our shared perception of the world, helping to bind it together—including through overarching national narratives—are in a state of decline. And yet, we seem to have given up on fixing them or rebuilding the bridges. Instead, targeting the legitimacy of institutions and leaders is fertile ground for modern propagandists who require a villain.

The art of manufacturing consent has undergone a remarkable transformation as the invisible rulers have changed. Gone are the days of a single, all-encompassing propaganda machine. Now, a symphony of influencers, algorithms, and crowds work tirelessly to construct intricate belief systems, not across society but within their respective niches. The once-feared “hegemonic system” that Chomsky cautioned against is increasingly a relic. It wasn’t worthy of glorification or even restoration; it enabled colossal deceits and launched unjust wars.

But its replacement is even more formidable—and certainly not the “town square” of ethical journalism and deliberative debate that we hoped for.
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If You Make It Trend, You Make It True

Influencers, Algorithms, and Crowds

In the summer of 2020, as the world fretted its way through some of the worst days of the COVID-19 pandemic, the popular online furniture store Wayfair started selling something highly unusual: trafficked children.

That, at least, was the claim that exploded across a series of social media posts that popped up on Twitter, Facebook, TikTok, and YouTube—basically everywhere that mainstream Americans spent their online time. The argument: that product listings for certain industrial storage cabinets—costing up to $10,000 each and marketed with human names1—were in fact code for abducted children who shared the same name. Or possibly even had the abducted children inside them.

The bizarre accusations were soon generating millions of engagements on social media.2 Posts appeared from as far afield as Turkey and Argentina, featuring pictures of girls who had been reported as missing—and even some who hadn’t—next to images of extremely expensive cabinets and pillows that shared their first names.

“Y’all this Wayfair Human trafficking thing is crazy. Look at this, there are two pillows/shower curtains that are the exact same, but one is $100 and the other is $10K. The $10K one is named the same thing as a Black girl missing in Michigan,” said one post on Twitter that was retweeted 70,000 times and liked 139,000 times.3

The viral rumor, which congealed under the hashtag #SaveTheChildren, turned angry very quickly. Threats were issued against the popular Boston-based furniture company and its employees. Real-life children and teens, whom the internet hive mind had decided were victims of trafficking via filing cabinet, found themselves recording videos denying that they had even been abducted. Their efforts did not assuage the online mob. One eighteen-year-old was told that she was clearly being forced to make her denial by her captors. When she pushed back, again, she was criticized for her lack of gratitude to all the people trying to “save” her.4

Federal investigators and nongovernmental organizations running tiplines—people who investigate and combat actual human trafficking, as well as a child aid organization actually named Save the Children5—had to take time out from looking into real abductions to examine the slew of fake reports. Some made their own appeals on social media in attempts to quell the rumor, begging the public to please stop flooding their lines with calls about Wayfair.

The notion of young women stored in filing cabinets could be easily dismissed; as the Twitter trend gained mass attention, many observers roundly mocked it. The threats that accompanied the theory, however, had to be taken seriously. After all, in 2016, outlandish accusations that former secretary of state Hillary Clinton and a cabal of Democrats were running a child-trafficking ring out of the basement of a Washington, DC, pizzeria prompted a man to show up at the restaurant, armed with an AR-15 rifle and a revolver, to rescue them.6 He fired at a locked door; luckily, no one was hurt. “The intel on this wasn’t 100 percent,” he said in an interview following his arrest, while emphasizing that his intent had been to help people.7

And yet, despite the fact that no children had been found, despite the fact that there was not even a basement in the building,8 that theory—known as Pizzagate—did not dissipate.

Influencers who had gained large followings by concocting and promoting it, such as naval reservist turned right-wing conspiracy theorist Jack Posobiec, did not recant following the incident. They doubled down: the man with the AR-15 who showed up at Comet Pizza was a plant, a false flag, who went to make them look bad.9 In the time since Pizzagate erupted into real-world violence, Posobiec’s following has grown from 57,000 to 2.3 million on Twitter; he now has active followings on Rumble and right-wing alt-platforms, as well as myriad contributor relationships with right-wing media and advocacy organizations. Posobiec, as we will discuss later in this book in the context of his work pushing wild theories about an array of topics, is rarely constrained by facts. Yet, despite making immense profit from misleading claims and conspiracy theories, he presents himself as an ordinary person just there to help his audience break free of the lying mainstream media.

Similarly, the tens of thousands of people who coordinated in Facebook groups and Reddit communities to “investigate” Pizzagate did not disperse after the sheer impossibility of the claim was laid bare. Quite the contrary: many metamorphosed into adherents of the even broader cultlike conspiracy theorist community QAnon, which alleged that then president Donald J. Trump was secretly battling a Satanic cabal of pedophile globalists who were harvesting and drinking the blood of children.10 In fact, the majority of people who initially pushed the claims about Wayfair’s expensive industrial filing cabinets were QAnon adherents11—though many other virtual bystanders saw the conspiracy theory appear in their feeds and, perhaps intrigued, helped it spread by retweeting and sharing it. Someone should look into this…

How had this all happened?

It began when a middle-aged, blond Canadian woman with a YouTube channel and the online handle “Amazing Polly” wrote a tweet. On June 14, 2020, she posted a catalog page showing some standard, if pricey, Wayfair cabinets with the accompanying text: “My spidey senses are tingling. What’s with these ‘storage cabinets’? Extremely high prices, all listed with girls’ names & identical units selling for different amounts.”

Following Polly’s post, the rumor percolated on Reddit, Facebook, and Instagram, gathering steam before going viral on July 10.12 Her fellow QAnon “investigators” picked it up first, but it spread outside the community as online sleuths got to work finding pictures of kids who’d been reported as missing—including, at times, those who had been reported falsely or runaways who had since reunited with their families—making collages that put their photos, names, and details alongside Wayfair products with the same name.

The collages were made by ordinary people: they weren’t influencers with hundreds of thousands of followers. Yet they too felt compelled to participate. Some were part of a community of “warriors” who prided themselves on discovering the secrets of elites and fighting a theoretical shadowy cabal of famous politicians who moonlighted as child traffickers, but as the rumor spread, it drew in others who were simply intrigued in the moment. Meanwhile, the content they created and shared as part of this mission to expose wrongdoing—all of the videos and tweets and posts that used the word Wayfair or included the #SaveTheChildren hashtag—were picked up by social media algorithms. The algorithms, in turn, saw the sudden high-velocity outpouring of interest in pricy filing cabinets as a signal to surface the theory to even more people.

And yet, understanding how it happened from a mechanical standpoint raises far more important questions. Why was an obscure woman in Canada, spewing obvious nonsense, able to whip up such a global frenzy? Why were so many otherwise rational adults willing to believe her?

The story of Amazing Polly’s viral Wayfair moment is that of a simple process that happens many times a day: an influencer on the internet says a thing, and her many followers react. Algorithms boosts that collective signal, which makes more influencers, people, and media pay attention and participate as well. This straightforward process describes the dynamic not only of the Wayfair debacle but also of countless other rumors that propagate across social media many times a day.

People like Polly are transforming our politics, culture, and society. The power to shape public opinion—for centuries, the purview of invisible rulers within media, institutions, and positions of authority who had the capacity to define and disseminate messages—is no longer controlled from the top down. The new invisible rulers—influencers and algorithms supported by online crowds—excel at bringing information (along with a proliferation of rumors) to mass attention, from the bottom up. Underpinning this ecosystem is a new reality: if you make it trend, you make it true.

The Influencer

You have probably never heard of Amazing Polly; most people have not. But within the QAnon conspiracy community, she was an influencer, with eighty-eight thousand followers on Twitter around the time of the Wayfair debacle. Before YouTube and Twitter shut down her accounts a few months later, she’d reached 375,000 subscribers and 24.7 million video views on YouTube and 141,000 followers on Twitter.13

Polly is an avatar for the new cast of people wielding influence today. With her several hundred thousand followers, Polly had access to an audience comparable to a respectably sized local media outlet. But she was not media. She was an active participant in a very particular niche community, QAnon, and was perceived as a trustworthy person within that group. Her followers considered her interpretation of current events and online stories worth not only paying attention to but amplifying, even involving themselves in. Polly was influential within her niche, even if the broader American public had never heard of her. She was a conduit who interpreted media stories and real-world incidents for her audience, but she had the power to create and spread her own narratives as well. And on that day, her narrative reached millions.

A handful of seemingly arbitrary people on social platforms, “influencers,” now have a significant impact on what the public talks about and what the news media cover on any given day—particularly when it comes to culture war politics. Influencers are the opinion leaders of the internet age. But instead of simply digesting what the media is saying for their community of friends, as the women of Decatur did, they drive the conversation, not only curating but also creating, with a healthy dose of support from online algorithms and audiences who share and comment on their content. This new system determines what goes viral, what gets attention, and what is then reported on by the media—in turn shaping public opinion, steering culture, and stoking political battles.

But what is an influencer, exactly?

The term came from marketers. Back in the early days of the internet, marketers serving corporate America discovered that certain charismatic people had a talent for connecting with niche audiences and persuading them to buy things.14 The term influential and then influencer—meaning someone with a large following and a uniquely relatable presence—began to appear on marketing blogs to refer to these folks.15 That charisma came not from being larger-than-life or famous—in other words, not a celebrity—but from being ordinary, albeit with a slightly charmed life (or the ability to make it seem so through selective editing). Aspirational, yet achievable. These captivating folks often had a particular skill, hobby, or interest that they were infectiously excited about—something that inspired them to take to the internet and share with the world.

The influencers, it seemed to the marketers, were people with the potential to shape the culture: what people listened to, what they bought, even what slang they used. This didn’t necessarily mean that they could accomplish this feat writ large—influencers usually didn’t have national name recognition—but that didn’t matter. They were connecting with particular communities of people as they blogged, vlogged, and eventually Instagrammed and TikTok’d their everyday lives. And many companies wanted to reach those particular communities of people.

The elite among influencers possess the storytelling chops of a Madison Avenue ad exec, have the reach of a mass media TV anchor, and create the cozy, intimate feeling of a phone call with your best friend. Some promote products, using their clout to earn money—being an influencer can be a very lucrative career. Others, particularly since 2015, promote ideas and ideologies, delivering political commentary with the rhetorical adroitness of a master propagandist. Some influencers, strikingly, do both—purveying politics and products—because once an influencer has grown a sufficiently large audience, people will consume their posts not only on the niche interest they were originally known for but also on whatever topic they decide to weigh in on. A mom blogger, who got famous for her fun school lunch content, weighing in on Fed rate hikes? Why not.

How have these seemingly ordinary people on social media become profoundly effective at driving the conversation on some very unexpected topics: trafficked children, COVID vaccines, school curricula, police funding? The short answer is that influencers are masters of attracting attention and then using that attention to amass more influence.

Let’s look at how this cycle came to be and how it works.

The early social internet—sometimes called Web 2.0—changed the media landscape, giving anyone with a dial-up connection free tools to blog, post photos, and make memes. The Age of the Creator began.

However, while the internet delivered free creation tools and blogs, a lot of the content that was created languished in obscure corners of the web. Everything was decentralized, spread out across millions of individual sites, with only some fairly primitive search engines to surface interesting items. This made it hard for people to find the content and hard for creators to grow an audience.

That changed in the mid-2000s as social networking companies gave their users even simpler on-platform tools for making content, encouraging them to type a one-sentence status or upload a photo of the kids. But more importantly, the platforms also put the tools to target and spread content into everyone’s hands. The structure of communication was once again transformed.

Social media affordances—the features and capabilities that social media companies offer their users—democratized distribution. Hundreds of thousands of users joined the nascent platforms, hanging out first with their real-world friends and later with friends they made online. Now, with massive potential audiences all largely in one place, creating and sharing content felt meaningful—exhilarating even. Anyone could create and spread a message, whatever it happened to be. This new ecosystem overturned any conception of audiences as passive; they had now become active participants in both creation and dissemination.

Some early creators used these tools to share news, first on blogs and subsequently across all available social platforms. Journalist and professor Dan Gillmor referred to the new class of contributors as “citizen journalists.”16 Some participated in an ad hoc way, helping to write the first draft of history for a particular event by sharing their stories of being in a relevant place at a critical moment. Others established a more permanent presence and built up self-published news sites. These creators, the media-of-one, adopted the mantle of media through declaration and branding. Despite official-sounding newsy names, they were often run by one or two people from their living room—passion projects, at first, though some of them attracted significant followings and quickly professionalized. Ezra Klein, Andrew Sullivan, Brian Stelter, and Matt Drudge, for example, began as bloggers, gained acclaim, and then became high-profile journalists. Some pursued breaking stories within a particular niche area of expertise, such as a previous industry they’d worked in. Many, however, chose to focus not on breaking news—investigative journalism often requires significant resources—but on analysis and commentary, using the tools of social media to turn journalism, as Gillmor put it, into a conversation rather than a lecture. They would come to redefine the industry.

But alongside this (d)evolution in media came a unique offshoot in the evolutionary tree: individuals who used the same social media tools and strategies as the proliferating new-media entrepreneurs but positioned themselves quite deliberately as ordinary people.

These ordinary folks—like Polly or, perhaps most famously, the dance phenom Charli D’Amelio, a cheerful brunette from Connecticut with 151 million TikTok followers—didn’t bother trying to construct some corporate or newsy brand identity and didn’t declare themselves “citizen journalists.” They just wanted to talk about the random interests they were most passionate about: the retiree who loved to discuss gardening; your kid’s piano teacher, who, on the side, was super into knitting and cooking; a full-time barista with a secret passion for ecotravel.

They posted as themselves, using a casual, first-person, low-production style. And yet, despite being completely ordinary, some managed to amass huge audiences. These creators had the reach of mass media—passionate fandoms who shared and retweeted and reposted their content—but they were intriguing to audiences precisely because they didn’t have a corporate media feel. Their ordinariness granted them a combination of authenticity and relatability: I am just like you. And while this “ordinariness” may become manicured over time, its origins are genuine.

Their audiences listened to what they had to say and, more importantly, kept coming back to hear more. Some influencers didn’t even have particularly massive followings, but their opinions were respected enough that they could potentially drive their followers to form a positive opinion of a brand or try out a new product. Marketers encouraged their corporate clients to engage with this emerging force: to sponsor posts or to enable product placement. These elite content creators were a contemporary manifestation of Bernays’s invisible rulers: people who understood psychological and emotional currents, who could unlock the motives behind a community’s desires, who could create purchaser demand.17 Because the influencers were members of the community themselves, marketers believed, they could convince people to buy things—and, as political forces began to take note, to believe things.

It turned out to be a bit more complicated than that: having a lot of followers didn’t translate into having the power of persuasion, and influencers weren’t magicians capable of manifesting trends out of nowhere.18 But they were good at forging close and trusting relationships with their fans. They created an online experience truly designed for the social media age, in which the audience could participate by commenting and chatting back. Influencers joke around in the comments, often replying to followers individually. People genuinely feel that they know many of the influencers they follow. The influencers might live a million miles away, yet they are present. They are the antithesis of old media, which is aloof, one-way, talking to their audience. Instead, influencers talk with their audience.19 

This also makes them distinct from celebrities, who are often anointed by the media and remain somewhat inaccessible. It’s not always clear how or why the legacy media decide to anoint someone. Early in her rise to stardom, for example, Kim Kardashian was often described as “famous for being famous”—a concept articulated decades prior by Daniel Boorstin, a prominent American historian, author, and media theorist of the mid-twentieth century.20 Many influencers seem to fit this characterization. Charli D’Amelio poked fun at it in one of her TikTok bios as she rose to stardom: “don’t worry I don’t get the hype either.” She’d been an early adopter of TikTok when the app was still relatively new in the United States and was a talented dancer, but algorithmic alchemy played an undeniable role in her meteoric rise. Indeed, in addition to being engaged and available, influencers are distinct from celebrities in that they are often self-made; while the algorithm provides an assist (as we will discuss), they attract their early attention themselves by being good at social media. They control their own content, brand, and distribution. While influencers can certainly become celebrities—garnering movie cameos or guest spots on TV programs like D’Amelio’s stint on Dancing with the Stars—that happens after they’ve been effective on their own.

But what makes an effective influencer? The opinion-leader ladies of Decatur were fellow members of a geographically constrained real-life community who were personable and attuned to the news around them. If everyone has access to the same tools, what sets some people apart, enabling them to amass influence in an increasingly virtual world?

Traits that endear people to others, such as charisma, attractiveness, humor, and a lively personality, are also key to an influencer’s popularity. But beyond being relatable, they are highly attuned to their audience; as their following evolves, they balance authenticity with being appealing.21 They know what social media trending and curation algorithms will reward—in fact, they spend a lot of time paying attention to that.

But first and foremost, the influencer is a storyteller—someone adept at creating twists, conflicts, heroes, villains, and all the other trappings of a good narrative.

Marketing is also about telling a story and creating context and an image around a product. So is public relations, as Bernays repeatedly emphasized. Therefore, it is unsurprising that corporate storytellers were the first to see the power of social media influencers. As social media gained more adopters in the late naughts, marketers developed the criteria of “reach, relevance, and resonance” for assessing what made particular influencers successful.22

Reach—how many people an influencer could, well, reach—measures an influencer’s audience size, an important metric for determining how far a message might spread. How does an influencer get that reach, though? By creating and curating content that interests people—often within a particular niche to start. Relevance is about sharing information that a specific audience cares about. Certain influencers become top-of-mind for a particular topic: Jordan Ferney of Oh Happy Day for her whimsical, made-for-Instagram children’s birthday parties, PewDiePie for gaming, Jeffrey Starr for makeup application videos (and, recently, raising yaks).23 Even if not broadly known to the whole country (like a celebrity), the influencer is perceived as a compelling or authoritative speaker producing meaningful content for a particular niche.

Resonance is the creator’s ability to make a message so compelling that people take action: buy a product, attend a rally for a cause, or even just share the creator’s video. And this is where skill as a storyteller comes into play. Relevance assesses whether an influencer is posting about topics interesting to a particular audience, but resonance asks whether an influencer’s posts are clicking with their audience emotionally, enticing followers and fans to spread the content and come back for more. Even influencers with low follower counts are useful if they have resonance and relevance within a distinct, tight-knit community.24 They may have fewer followers, but they enjoy a trust and rapport that celebrity spokespeople don’t have. Influencers know what stories are relevant to their audience because they’re part of the same community. But knowing how to tell them—what tone to strike, what kind of rhetorical style to use, what memes and in-group language to drop to frame the news of the day, what will build trust or entice a share—sets some influencers apart because it helps them capture and keep attention. And if they delve into the political realm, the combination of trust and skill at storytelling gives influencers the power to sell something far more potent than products: they can sell ideologies.

The power to influence opinions lies with those who can most widely and effectively disseminate a message. This holds in all media environments and was even true in our old word-of-mouth English village. But platform tools for sharing have supercharged dissemination—and made it into something of a game.

The Algorithm

The spread of Amazing Polly’s conspiracy theory about filing cabinets was aided and abetted by more than her folksy charisma and an impressionable audience. It was made possible by “the algorithm”: the kingmaker of trends and influencers, the shaper of crowds, and an invisible ruler wrought from code.

“The algorithm” is not one thing, of course, though the term has become a shorthand for the important processes that curate, suggest, and rank content—rather opaquely—on social media platforms. Newsfeeds, recommendation systems, search engines—algorithms like these influence whom you know, what you see, what you post, how you feel, and even how you behave online (and off). They are often talked about in neutral terms, like a series of steps undertaken to solve a particular problem, computer code that simply processes user input or data.25 But in reality, social media algorithms are anything but neutral. They are intensely shaped by platforms’ primary business incentive: maximizing user engagement in service to advertising revenue. They are also, in conjunction with the terms of service and other policies, a manifestation of the values of the platform: what it will privilege, present, tolerate, or throttle.

Algorithmic system results on social media are often highly personalized. Social media companies are working to keep you on site (to see ads) or attempting to deliver results useful to you. You can see this personalization reflected in the results of search engines, like Google, which try to maximize relevance: searching for “bakery” in New York should return different results than searching in Paris. Features like the little predictive-text nudges of autocomplete also look to maximize relevance by suggesting refinements: typing in “cats” might prompt the user with “cats movie” or “cats that don’t shed.”

Autocomplete suggestions offer a glimpse into the algorithm’s understanding of aggregate user behavior—an immensely important part of how key social media algorithms work. The outputs are personalized, but the data sets are massive, and the platforms are mining for similarities across vast quantities of user information. If a whole lot of users near you or similar to you complete the query that you’ve begun with specific words, the autocomplete algorithm takes that into account and may be more likely to suggest them to you. Since the results are derived from data related to millions of searches, autocomplete is, in a sense, holding a mirror up to society. Occasionally what shows up in that mirror is uncomfortable, or worse: during the 2012 presidential campaign, autocomplete results included “Is Obama a secret Muslim” or offered up his middle name—“Hussein”—at a time when his birthplace and loyalties were the subject of many conspiratorial-media smears. Autocomplete reflected the extent to which those smears had people looking for answers. More recently, internet studies scholar Dr. Safiya Noble cataloged all the offensive suggestions that follow “Why are black women so…”26 The autocomplete results are a nudge; the results that follow can take people in unexpected directions.27

All media environments have had a mechanism for shaping who is influential and determining, to some extent, what people see. In print, radio, and television, the curators were other people, the editorial gatekeepers, who decided what to cover on the news. With the advent of the internet, vast quantities of content on every conceivable topic could be found online, produced by whoever had a mind to post. Search engines became a critically important form of curation in a world with a growing glut of content. But autocomplete algorithms went one small step further, by adding a suggestion layer—the digital equivalent of a bookstore or library laying out a table of enticing content that a user hadn’t gone looking for but couldn’t resist.

Nudging people with things they hadn’t gone looking for quickly became a foundational tool for Big Tech to engage its users.

Some of the first nudges social media algorithms presented to users were connections with other users. They began to shape whom we know, foundationally reorienting human social networks by connecting people who’d never met in real life and moving us from “friend graphs” to “interest graphs.” This is, in fact, the phenomenon that birthed influencers: influencers become influencers in large part because algorithms recommend them. Charli D’Amelio didn’t have a sleek PR firm or lavish marketing budget at her disposal when she started posting dance videos in May 2019.28 But she did have engaging content and an algorithm incentivized to spread it—and her fifteenth post, on July 17, 2019, went viral as TikTok’s curation algorithm promoted it.29 She gained thousands of followers. And then, as she continued to post more dance videos, the TikTok algorithm, along with word of mouth, reliably grew her audience.

Consider algorithms like Facebook’s People You May Know (PYMK) feature: a recommender system that proactively suggests potential friends, displaying the recommended profile’s picture and name in a prominent spot on the website. Its goal is not only to link users who might know each other in real life but to connect friends of friends as well—because Facebook’s growth team observed that knowing more people increased a user’s time on site. Facebook’s engineers estimated that typical users might have forty thousand friends of friends, while “power users” might have as many as eight hundred thousand.30 Recommender algorithms work—on Facebook and elsewhere—by creating a sense of serendipity or curiosity and inspiring us to click. These algorithms succeed in connecting people at a massive scale and in a way that transcends geography—creating new social networks for content and opinions to traverse. They turned friend into a verb.

PYMK and similar connection-recommendation algorithms leverage any and all data at their disposal. Social media apps ask for access to your phone contacts so they can check the numbers against their registered users, then suggest that you friend or follow the matches. Other ways of connecting people include physical proximity—like if your phone’s location capabilities show you and another individual are working at the same location or going to the same school at the same time.31 This works decently well but at times reveals that the recommenders do not actually understand the social norms they simulate. Tech journalist Kashmir Hill conducted an investigation into one troubling incident in which PYMK algorithms recommended a therapist’s patients to each other, presumably based on their mutual links to her (for example, having her practice’s phone number in their phones).32 Algorithms are optimized to achieve a particular objective; this means that if they aren’t carefully thought through, they may have unintended consequences.

Facebook was originally built on the idea of “friends” and bidirectional relationships: you were friends with someone, and they were friends with you. It was, to a large extent, replicating real-world social networks in virtual space. But other platforms, such as Twitter, built their businesses and user experience around a “follower” model: you could follow a person on the platform and see their public posts even if the person had no idea you existed and didn’t follow you back. You could follow people based on interests.

Algorithms that suggested people to follow based on their prominence or topical relevance helped unintentionally birth influencers simply by giving their accounts pride of place on a list. In January 2010, tech entrepreneur Anil Dash wrote a blog post describing his experience of being placed on Twitter’s Suggested Users list, a feature that debuted in 2009. Dash noted he had eighteen thousand followers in October 2009. “If I’d have continued my normal rate of growth, I’d have about 25,000 followers today,” he wrote, “but thanks to being on the list, I’ve got close to 300,000 followers.”33 Getting more followers begets yet more followers, as popular accounts are suggested more often. The Suggested Users recommender system was somewhat controversial even in 2009, as people recognized its power to consolidate influence online in ways that felt random, like the algorithm or platform owner putting his thumb on the scale; it felt decidedly different from how fame was earned offline, despite there also being a fair bit of randomness in how media anoint celebrities.34 

Elon Musk, who bought Twitter in 2022, offers a more recent example. As of early 2023, following Elon Musk surfaces clusters of similar accounts that Twitter’s algorithm thinks will interest the user: Marjorie Taylor Greene, Tesla, Jim Jordan, Leo Terrell, SpaceX, and Donald Trump Jr. Being put on the suggested followers list of the site’s most famous user delivers benefits to the others pulled along for the ride; Marjorie Taylor Greene’s and Jim Jordan’s follower counts jumped by hundreds of thousands within a month.35 It was an interesting glimpse into where Twitter’s algorithms thought Musk was situated politically. And if you were to follow one of the suggested accounts, you would, in turn, see another wave of suggestions similar to them—perhaps more right-wing politicians or right-wing entertainers. The recommendation engine shapes networks of influence and amplification with potentially significant impacts.

Facebook, too, gradually began to connect people around interests. It did this in large part by beginning to recommend not only friends but groups, persistent communities set up around a topic—Backyard Chickens, Melanoma Warriors, My Baby Won’t Sleep—in which people came together not around mutual connections but around interests. People formed deep friendships in these groups—which tended to increase time on site. This was good for the company.

And so, it set about reorienting users’ social networks through recommender systems that promoted groups. In their simplest form, recommender systems suggest content based on expressed interests. Known as content-based filtering, that type of algorithm takes signals from what the user herself has done, such as watch a video about gardening, and then suggests more gardening content or communities. But as platforms amassed data from millions of users, recommender systems developed the capacity to elicit similarities between users, offering up suggestions derived not from what the target herself had done but from what people like her had done—a process called collaborative filtering. Watching a video about gardening might lead to suggestions for vegetarian cooking groups, perhaps, or jogging.

As social media algorithms sucked up and processed more and more data from user behavior—including around politics—and refashioned it into nudges, they proved to be extraordinarily accurate at suggesting things that people were interested in but also troublingly amoral. Between 2013 and 2015, signs began to emerge of an unintended consequence: algorithmic recommendation of deeply toxic communities. In 2014, for example, Twitter began to have something of a problem with the Syria- and Iraq-based terrorist group Islamic State (ISIS, or Daesh). ISIS recruiters and fanboys were present on the platform, using it as a tool of propaganda and influence, spreading their messages and growing their followings.36 They were there to cheerlead for the ideology of their so-called virtual caliphate, and if you followed one account, the algorithm suggested more.

In 2016, Facebook’s group recommendation engine had begun to suggest Pizzagate groups to users who were in other conspiracy-theory groups, such as pseudoscience communities focused on vaccines and chemtrails.37 By early 2018, it had begun to suggest QAnon groups, long before QAnon (or Amazing Polly) became the subject of extensive media coverage, helping the nascent fringe theory to grow into an omniconspiracy, a singularity in which all manner of conspiracy theories melted together and appealed to far more adherents than any component part.38 The recommendation engine was functioning as something of a conspiracy theory correlation matrix: You appreciate flat Earth content and believe NASA is lying to you, so you should definitely check out these people over here who believe pedophiles are drinking the blood of children in a pizza place and John F. Kennedy Jr. has returned. This unintended consequence has persisted for years and appears across many topics; in May 2023, my team at the Stanford Internet Observatory discovered that following one account in a child-exploitation network on Instagram resulted in suggestions for more.39 People looking for this kind of extremely illegal and very harmful content were being connected to each other not only by keywords or real-world relationships but by a recommender system that intuited they had mutual interests.

The collaborative filtering algorithm was doing precisely what it was designed to do: suggesting content or communities to people likely to be interested because of some underlying similarity to other people (in the case of the conspiracy correlation matrix, perhaps a shared distrust in government). To a large extent, these algorithms reflect existing human preferences: birds of a feather flock together. And, indeed, PYMK and other recommender algorithms that arrange people into networks often generate communities of highly similar users (high-homophily networks), a fact that has led to concern about echo chambers.

Some of these edge cases, however, went beyond echo chambers; the recommendation engines were pushing people into communities that were borderline, if not directly, harmful. By late 2018, QAnon was already, in essence, a decentralized cult,40 connected to several instances of violence as well as enough stories of terrible family impact to warrant a dedicated support group (called “QAnonCasualties”).41 On multiple occasions, anti-vaccine groups promoted by the algorithm saw members suffer child deaths after a misguided parent ignored sound medical advice in favor of suggestions from fellow members. One mother in the highly algorithmically recommended group Stop Mandatory Vaccination chose to skip Tamiflu after members warned her against Big Pharma’s treatments and suggested she try elderberry or breastmilk, or put onions in her son’s socks instead. He later died from the flu.42 Another skipped the vitamin K shot that prevents newborn brain bleeds out of fear that it was a vaccine with toxic ingredients—a misconception widely spread within the group. At the time, search engines were also surfacing anti-vaccine blogs in response to searches for “vitamin K shot.”43 The algorithms work with what they have.

Although some academics, journalists, and activists (like me, at the time) wrote about these situations and urged a rethinking of recommender system ethics, platforms largely avoided action, though internally they were secretly beginning to have some concerns. In 2016, Facebook’s internal research found that 64 percent of people who joined an extreme group did so by way of a recommendation and that the groups were, as Jeff Horwitz of the Wall Street Journal put it, “disproportionately influenced by a subset of hyperactive users.”44 In summer 2019, Facebook’s internal research teams set up a persona account—a politically conservative mother named Carol—and found that within two days, she too was being pushed into groups dedicated to QAnon.45 Broadly speaking, this is how people like Polly and her audience connected with each other, how the community grew, and how its influencers came to serve as centers of gravity for large numbers of people. And yet Facebook’s leadership team largely ignored its own findings.

By 2020, concern had grown too large to ignore. In October of that year, ahead of the US presidential election, Facebook disabled group recommendations for all political and social issues46 and also banned QAnon pages and groups.47 However, although the platform eventually moderated, the groups simply reassembled elsewhere; by this point the social network connections were already made, the worldviews shaped, the friendships and fandoms solidified. People had been nudged into conspiracy theorist communities, sending them down rabbit holes into full-blown bespoke realities, for years. And as technology ethicist L. M. Sacasas puts it, “The worlds we now inhabit are digitized realms incapable by their nature and design of generating a broadly shared experience of reality. This can be lamented, if one is so inclined, but it cannot be undone.”48

Algorithms shape not only whom we know but also what we see. After encouraging us to join groups and follow people, curation and feed-ranking algorithms select from among these (and similar) accounts to push content into our field of view.49

As social media turned everyone into content creators, platforms found themselves wrangling with the problem of a content glut. Early social media had largely relied on a reverse-chronological feed, with the most recent post at the top. Feed-ranking and curation algorithms instead filtered and sorted to try to determine what would be the most engaging, surfacing personalized content for any given user. These curation systems start with an inventory of all possible content on the platform available for the user to see—often the posts from influencers they follow, groups they’re part of, or content similar to either.50 Then they remove “borderline” (problematic) content51—things that bump up against the platform’s moderation policies and are ineligible for curation (and, at times, for monetization); this is called being deboosted, downranked, or demonetized. From the posts that remain, the curation algorithm selects a subset of “candidate” posts with high likelihood of being relevant to the target user and then ranks them. That ranking process is where the platform guesses which of the relevant posts you’re most likely to engage with, keeping you interested, on site, and able to see ads.52

Curation algorithms are critical to a platform’s business—and an influencer’s livelihood. Facebook’s Feed, Twitter’s For You timeline, and YouTube’s right-side column of video thumbnails all strive to pick precisely the right posts to keep a specific user on site.53 Indeed, on one of the fastest-growing social apps of the 2020s—TikTok—the For You Page (FYP) moved away from curation based on users’ social graphs and toward curation primarily based on users’ intuited interests. Seemingly arbitrary videos often become very popular. In a study of popular election-related content in 2022, my team noticed that many of the TikTok videos with the most views were not those with obvious political hashtags (which might indicate people found them through search) or from accounts with big audiences (which might indicate organic reach).54 Rather, they appeared to be videos that the FYP algorithm had decided should be amplified. It was, in fact, nearly impossible to find the most popular election videos through search because keywords weren’t what mattered—trying to figure out what election-related content was most popular on TikTok in 2022 was like searching a dictionary for a word you don’t know how to spell. Compounding the opaque nature of things, in January 2023 it emerged that some TikTok employees had access to a tool called the “heating” button, which enabled them to boost specific videos (across any content category). The button was purportedly used to entice influencers and brands into partnerships,55 and “heated” video views were sometimes 1 to 2 percent of the daily total video views on the platform—an extraordinary number.56

Competing for attention in the ruthless online arena is incredibly challenging. For savvy or lucky influencers, the curation algorithm can be a kingmaker: content that is widely boosted to For You–type features on TikTok, Instagram, or Twitter or gets pushed by Facebook Watch or YouTube’s autoplay can result in tens of thousands of views, tens of thousands of new followers, and potentially quite a lot of money. Influencers may prize authenticity, but those who turn social media into a career—or who use it to pursue clout and power—are also acutely aware of what the algorithms will reward. They constantly play what social media scholar Kelley Cotter called “the visibility game,” testing creation strategies to see which consistently yield follower growth or higher engagement.57 A 2023 Wired profile of one prominent talent manager for influencers, Ursus Magana, highlighted his personal slogan: “Influence the algorithm, not the audience.”58

Influencers spend inordinate amounts of time chasing the whims of algorithms because their boost can be life changing. Consider the former pizza shop employee who posted a sixteen-second TikTok clip of herself playing a video game, received three million views, and now spends her time trying to make it as an influencer.59 But an occasional algorithmic boost isn’t enough—after all, influencers are in constant competition with others to capture attention. Their followers are following other influencers as well. The influencer’s primary job is to grow an audience, a crowd of followers who will serve as eyeballs on the content as well as a secondary distribution machine. Reach significantly determines to what extent the influencer makes money or accrues power, so the temptation to pepper content with the kind of bait that the algorithms will boost to a niche is ever present.

Recommendation and curation algorithms, in other words, shape the very nature of content itself.

In 2020, during the COVID pandemic, Facebook’s Watch tab began to push a curated feed of videos of attractive young women doing bizarre and often gross things with food: mixing punch in a toilet bowl or putting SpaghettiOs into pie crust. The content was the work of a group of creators tied to magician Rick Lax.60 No matter what types of accounts you followed, it seemed, the Watch feature really wanted you to see videos from Rick Lax’s network of creators; their aggregate view counts were in the hundreds of millions.

A short while later, the gross food videos seemed to disappear, and a new style of massively popular videos featuring the same women began to dominate Watch, but this time they were acting, pretending to be discovered having affairs. The spouse would come home, and for a full twelve minutes the video would show the clueless spouse getting so close to discovering the paramour as they ran around trying to hide in increasingly ridiculous ways. There were dozens of variants; sometimes the spouse coming home was a returning veteran! Judging from the comments, many Facebook users who had been pushed the content via the Watch recommender algorithm found it obnoxious. But they also often clearly watched to the end—waiting for a payoff that never came—and then left a peeved remark. The recommender system was doing what it was supposed to do: serving content that kept users watching. But it also felt a bit like things had gone off the rails; these videos so frequently dominated the Watch page that a colleague of mine, Ryan Butner, compared the situation to an invasive species proliferating and going haywire within an ecosystem, crowding out all other types of content. Cane toads taking over the Watch tab.

Intrigued, I took a closer look at the network behind these videos and found a cadre of creators and influencers all cross-promoting and linking to each other. The actors had their own Facebook pages, where they were posting the videos; some had a lot of followers, but many did not. Yet these videos had millions of views. The algorithmic Watch feed was clearly driving engagement.

As I looked at the data behind the videos, going back months, I noticed that Lax had progressively discovered a formula for content titles that seemed to have helped things along. The whole network of creators gradually began to use simple, shocking, curiosity-inspiring phrases as titles for their mini soap operas: “What he saw when he opened the door!” or “When she looked under the couch!” The engagement on titles in that format was through the roof. Lax had worked out the magic formula, creating content specifically designed to feed the algorithm; he and his friends were getting rich as a result.61

There’s a famous saying from media theorist Marshall McLuhan: “The medium is the message.” Different types of media—print, radio, television—created different types of experiences for audiences. The structure of the communication channels incentivized what substance moved across it. Media theorist Neil Postman put it another way in his book Amusing Ourselves to Death: “Form will determine the nature of content.” Social media affordances shape what we all create and share. Influencers make content not for humans but for the intersection of humans and algorithms. We all do this, to some extent—even if we are primarily posting for a small group of friends, it has become second nature to think about the composition of a photo or the moment it captures as something to optimize for Instagram. Influencers define an “Instagram-worthy” aesthetic for engagement optimization, and then the rest of us unwittingly replicate it.

Top influencers understand how structure and substance are connected. They are experts at blending resonant rhetoric and content that also check the boxes on what the algorithm is inclined to boost. But there’s a cat-and-mouse game in play: platforms conceal the details of what their algorithms are likely to reward because they know people will go to great lengths to engineer that algorithmic boost. And platforms notice when users start to not like, or get tired of, a particular thing and adjust their algorithms accordingly. So it was with Rick Lax: after a few months of extraordinary popularity, the Facebook Watch algorithm changed what it rewarded, and his meticulously constructed clickbait titles were rendered ineffective. Engagement plummeted. The algorithm giveth, and the algorithm taketh away.

Social media companies aren’t oblivious to the fact that their business models intersect with influencers’ business models in perverse ways. While some influencers, particularly the content creators who are primarily focused on broadcasting their lives, strive for broad appeal, the fastest path for many is to target a niche. For political influencers, as with the media-of-one, there is little incentive to be broadly appealing; generality is too vague to meaningfully target. The ever-present need to capture attention from a specific niche encourages the production of sensational, and at times even toxic, content. One internal report from Facebook was particularly revealing: “Our algorithms exploit the human brain’s attraction to divisiveness,” read a slide from a 2018 presentation. “If left unchecked,” it warned, Facebook would feed users “more and more divisive content in an effort to gain user attention and increase time on the platform.”62

There is no such thing as a “neutral” ranking or recommendation system. Every algorithmic curation system—even the reverse-chronological feed—is encoded with value judgments about what criteria are most important for determining what to place on users’ screens. These value judgments create incentives for those who want to capture attention in pursuit of power, profit, or clout. Ranked feeds might promote sensationalism, but reverse-chronological feeds incentivize frequent posting.

Invisible, opaque algorithms play a significant role in deciding what gets attention and when. In tandem with influencers, they determine what people see, what they talk about, and what they create on any given day. They decide what will dominate millions of people’s feeds on a Tuesday afternoon. They are the purveyors of community connection. They are also purveyors of overwrought drama and dubious stories with little substance, yet big potential to capture attention.

But there’s a third part of the equation—of the new trinity of influence—that makes this system so powerful: online crowds.

The Crowd

Amazing Polly’s saga wasn’t limited to paranoid Twitter threads—#SaveTheChildren leapt offline, impacting people in very real, very disruptive ways. As the trend progressed, with more and more participants chiming in, law enforcement and child safety organizations were overrun with calls about the Wayfair conspiracy. Professionals had to plead with people to stop calling about the situation, because it distracted them from saving actual children.

Together, Polly the influencer and the platform algorithms convoked a frenzied crowd. But that crowd was no passive entity: it completed a feedback loop, reinforcing Polly’s incentives and the algorithms’ behavior. Working in tandem, the trinity had made a rumor go wildly viral that day, and concern for nonexistent trafficked children eclipsed the needs of real ones.

Groups of likeminded people have gathered and organized for centuries. Activism and grassroots organizing call attention to worthy causes and bring people together with a shared sense of mission. People join religious groups or organize into unions or political parties. Crowds come together spontaneously in protest against injustice, both online and off. But crowd activity can also go bad, souring into moral panics, mass delusions, and hysteria. Mob violence can have terrible consequences. From tulip bubbles to witch hunts, history is replete with examples of extraordinary popular delusions and the madness of crowds.63

Platforms have imbued crowds with new qualities.64 They are no longer fleeting and local but persistent and global. They engage symbiotically with influencers but don’t require a leader or physical space to assemble. Platform affordances empowered crowds; they are now active participants in chronicling history and shaping narratives.

Influencers are acutely aware of the power of the online crowds. The influencer can use targeted ads and paid boosts to help her work get seen by the right audience. But achieving mass viral distribution—getting something to trend—requires appealing to either the algorithm or the crowd, or both. Algorithms, as we saw with Rick Lax, can be fickle; a platform can change its feed-ranking weightings or content policies overnight and tank a creator’s reach. Consistently resonating with a passionate, activist niche crowd, getting its members liking, sharing, subscribing, and reposting, is a lower-volatility approach to making money and achieving reach. Fans who feel passionately about a message may propagate an influencer’s posts from YouTube to Facebook to Reddit to Mastodon, ensuring that the influencer’s work is seen by audiences everywhere, even if they themselves aren’t particularly active on a given platform. This approach, however, does still put some pressure on the influencer: they are inclined to continue to make content that the audience wants to see—or won’t disagree with.

Large online crowds have the ability to drive mass awareness and trends at a global level. As they decide among themselves what to amplify, from among the various posts and aligned influencers they follow, they help influencers (and brands and political candidates) rapidly identify the memes and messages that truly resonate and capture public attention.

Individual platforms created distinctive features to encourage users to connect into groups, reordering social networks. Platform design and affordances then influenced how communities behaved. Facebook, as noted, heavily promoted groups via recommendation engines, nudging users to join them. On Twitter, groups were private, created by an owner who then invited members. They were very effective spaces for calling attention to whatever was happening on the platform: any given member could share a tweet into a group, and rest of the group could go interact with it. Sometimes this involved liking or retweeting something posted by a group member to boost engagement and help attract attention. However, Twitter groups were also useful for coordinating a brigade against an unfortunate tweeter or initiating a campaign to mass-report a particular post. Everyone has access to the same affordances; the difference in how they’re used comes from community norms.

Twitter’s design really offered the opportunity for emergent collective behavior, for spontaneous crowd formation, which carried with it the potential to suddenly devolve into a mob. If enough people saw even a completely earnest post—“I enjoy having coffee with my husband in our garden in the morning”65—it was guaranteed to be hideously offensive to some malcontent, who would feel absolutely compelled to let the original poster know (Have you thought about how this sounds to people who don’t have husbands?/gardens?/coffee?). The quote-tweet feature let one user boost another’s tweet while adding some commentary to it—while it was often used to support someone’s post with just a bit of added opinion, it was equally effective as a tool for “dunking on,” or mocking, the underlying post or user. Adding a hashtag, especially one that tied the post into a broader grievance narrative or gave a distinctive brand to the controversy (#CoffeeGate), made it discoverable to both algorithms and other people. Twitter’s curation algorithms might process the proliferating number of posts as a sign that a lot of people were interested in a topic and push it out to more audiences.

Hashtags were an extraordinarily useful tool for making communities and topics discoverable: #BlackTwitter, #ScienceTwitter, #Caturday. But like any tool, they could be used as a weapon, and the way that they intersected with Trending Topics (a feature in which Twitter curates a semipersonalized list of hashtags popular in the moment) created incentives for conspiracy theorists, hyperpartisans, and brawlers to try to get rumors, propaganda, and harassment hashtags trending. Trending hashtags were prominently featured on a list, and the intrigue could pull in bystanders, who in turn might create their own posts or further amplify the ones in the hashtag. So it went with Amazing Polly, her crowd of supporters, and #SaveTheChildren.

In internet parlance, this process of many users sharing related content nearly simultaneously—which often leads to a broader algorithmic boost or featured promotion—is how something goes viral. The phrase, lifted from epidemiology, refers to how pathogens spread from person to person. But “it went viral” is a curiously passive phrase for a very active and participatory process. Things don’t just “go viral”; we deliberately spread them.

The media often covers viral content as if it were caused by algorithms—particularly if it’s a “borderline content” trend that a large group of people feel should have been moderated and downranked. But that framing strips the users of agency, and online crowds have more agency today than ever before. The algorithms provide lift and raise broader awareness, but virality is a collective behavior: each user makes a deliberate choice to post or retweet content because they find the post or messaging appealing, they believe in it, or they’re outraged by it.

Facebook’s design, unlike Twitter’s, didn’t lend itself to spontaneous crowds in active pursuit of heated frenzies of rage. The closed nature of Facebook groups and the privacy controls on the platform broadly, which allow people’s posts to be visible only to friends or fellow group members, were useful for keeping people on site but not particularly effective for the roving bands of the outraged. Groups could certainly coordinate to target their enemies—indeed, the anti-vaccine groups did so liberally—but users had to hop off platform to carry out the mobbing in more conducive spaces, and that friction seemed to reduce the appeal. As a result of their closed nature, persistent communities on Facebook talked and shared opinions, coming to consensus in a more traditional, deliberative way. This produced communities with staying power, a deep trust between members, and a sense of permanence and long-term goals. Backyard Chickens and Melanoma Warriors were not populated by people trying to capture attention in the arena.

Facebook’s Trending Topics feature, too, was focused on surfacing viral articles that many users were sharing and discussing—not wayward comments by hapless people. However, it nonetheless became a source of controversy, because committed financially and ideologically motivated groups began trying to game it. These manipulators encouraged members (or used fake “sockpuppet” accounts) to mass-share articles at the same time. In an effort to minimize the impact of gaming and reduce the reach of content mills monetizing clickbait headlines, Facebook added a layer of human editorial curation to the trends it displayed. However, a small but vocal cluster of right-wing influencers and their fans did not like this at all. Many of the clickbait sites produced right-wing hyperpartisan content, and when these were downranked and removed from trends, the company faced a litany of accusations of anticonservative bias from a faction of ideologically aligned users, right-wing influencers, and hyperpartisan media, who spun the situation into a tale of Facebook being biased against conservatives. (A faction is a combative and ideologically homogeneous subset of the larger crowd.)

The manufactured controversy—Trending Topicsgate—proved to be a watershed moment: Facebook responded to the complaints from prominent conservatives by firing its human curators, and the feature became an algorithmically mediated free-for-all,66 which primarily communicated that working the referees (“ref-working”) was an effective strategy for achieving a policy outcome favorable to one’s interests. It also demonstrated conclusively that a faction could be riled up by the belief that their viewpoint was being unfairly suppressed, even if that was not actually the case.

After the human curators were fired, wild, fake viral news stories proliferated—demonstrably untrue stories such as “Pope Francis shocks world, endorses Donald Trump for president”67 or “Breaking: Fox News Exposes Traitor Megyn Kelly, Kicks Her Out for Backing Hillary.”68 Facebook would eventually kill the feature entirely; it is now, in 2024, trying to reintroduce it on its Twitter-competitor, Threads. But at that point, both the formula for capturing mass attention via platform affordances and the value of loudly complaining had been uncovered; Pandora’s box was open.

At their best, groups on Facebook help people from all over the world find community; there are support groups for rare diseases, fan groups for specific artists, and spaces for activists to connect as they solve humanitarian challenges. However, the most extreme groups on Facebook became echo chambers that actively fostered distrust of any expert, influencer, or media not of the tribe. QAnon would not have existed as it does today without Facebook’s inadvertent algorithmic recruitment, plus its tools for sustained connection on a massive platform where users already spent a lot of time. At its worst, Twitter made mobs—and Facebook grew cults.

Mobs and cults, each subsets of crowds, require fuel to sustain their outrage or paranoia or mythology—to sustain their bespoke reality. Without new kindling, they risk burning out. And on today’s internet, there’s no shortage of fuel, due to a media practice with origins forty years before Twitter or Facebook even existed.

In the previous century, TV broadcasters had to confront something of a novel problem: technology had transformed the length of the news cycle. No longer were news organizations limited by just one publication per day or per week—they could broadcast all day, every day. And as the number of stations and channels increased, they competed for stories that would attract listeners and viewers. This incentivized somewhat sensational coverage: stories of dubious newsworthiness might be published solely because of their potential to capture and hold attention. “Electronic media cannot bear to suffer a pause of more than five seconds; a pause of thirty seconds of dead airtime seems interminable,” mused Daniel Boorstin.69

Media’s “solution” to this challenge extended beyond merely covering the sensational—it led to the creation of content for content’s sake and the elevation of people who were famous for being famous. Media manufactured “important” moments that captured public attention but were in fact meaningless. These supposedly newsworthy moments were only so because they were covered on the news. Boorstin dubbed them pseudo-events in one of his most seminal books, 1962’s The Image: A Guide to Pseudo-events in America. Pseudo-events are “synthetic” media moments, events that exist solely to be reported on: a senator’s anodyne press conference on the steps of Capitol Hill or a ribbon cutting ceremony for a business under new ownership.

Bernays, writing long before television, had in fact instructed invisible rulers to manufacture news from nothing in service of public relations (propaganda). Facts that the invisible ruler wished to call attention to could be presented as news; ideas could be developed into events so that they too could claim attention as news. “The public relations counsel, therefore, is a creator of news for whatever medium he chooses to transmit his ideas. It is his duty to create news no matter what the medium which broadcasts this news,” he argued.70 Once created, interesting news could theoretically spread across whatever channels already held the public’s attention.

Boorstin, forty years later, recognized the effect of the strategy: “The power to make a reportable event is thus the power to make experience.”71 Pseudo-events were produced in response to media incentives, but they had an impact on the audience. The public was, in good faith, consuming what had been sold to them as “news.” They watched with the intent of becoming informed, and yet their attention was being pointed at nonsense. They were not entirely innocent—Boorstin believed that many people wanted to be fooled—but ultimately he directed the majority of his ire at the media outlets selling a false vision of reality to the public.

Sixty years later, the power to create pseudo-events has been democratized along with every other aspect of media. Influencers are masters of attention capture; it is their business. And today they can create pseudo-events of a caliber beyond Boorstin’s wildest dreams, enticing a crowd to spend time watching them unbox a lipstick or recount on TikTok the latest manufactured controversy on Twitter about, for example, whether a dad who made his child figure out how to open a can of beans with a manual can opener was abusive—a real battle that trended on Twitter for nearly half a day.72

The things on social media that pass as significant moments of mass attention capture—two celebrities angrily @ing each other; a corporation tweeting a banal apology for a previous poorly worded tweet; “The Jews,” which trended on Twitter in May 202373—would, in a media era past, have been nonstories or relegated to explicitly sensational outlets like tabloids. Today they reach an audience, draw them in as participants, and dominate the daily conversation—but they remain ersatz at their core. They have lost even the pretense of being “news” and more often serve as a socially acceptable vehicle for outrage. And today the audience is no longer a passive consumer but an active participant.

Pseudo-events may differ depending on which faction a user belongs to—anti-vax, pro-choice, transit activist, QAnon. Within their online community, your neighbor or your sister may well be blind with rage about an obscure topic mentioned in an ephemeral tweet that you’ll never see. And yet, it is completely real to them: if you make it trend, you make it true.

Social media’s pseudo-events are especially potent because they’re not confined to that realm—they can and do jump to mass media too.

I remember waking up one morning in January 2019, opening Twitter, and seeing an extraordinary amount of outrage in my feed about a situation that seemed to have transpired in Washington, DC, between a teenage boy in a MAGA hat and a Native American Omaha Nation elder with a drum. The moment, captured on video, seemed to show a smirking, disrespectful boy getting in the face of the elder, creating a disruption at a protest at the Lincoln Memorial. The video was pretty clearly on track to become a big deal; a lot of very prominent media people, activists, and left-leaning verified influencers with large followings were tweeting about it. Some were pretty nasty: the kid has a “punchable face,” one reporter commented. As I watched the viral video clip, I did feel inclined to believe that the kid was a jerk; I didn’t feel inclined to tweet about it, however, because after years of watching trending outrage content, I’ve also come to believe that there’s little upside to offering my personal take. Selective edits and crops of videos can reframe a moment, and what you see isn’t always what it seems.

Indeed, as the day went on, longer video clips of the situation emerged—including one showing the native elder approaching the boy, not the other way around. Right-wing media accounts and large-audience right-wing influencers went nuts—here again, they said, was mainstream media getting it wrong, yet more evidence of anticonservative bias against a kid in a MAGA hat. Antimedia commentary trended on Twitter.

The next day, still more video emerged—uncut, nearly two hours long—in which it became clear that a third party that hadn’t appeared in either of the earlier two outrage cycles had also played a major role in events.74 A small group of Black Hebrew Israelites had been off to the side, yelling at the MAGA boy and his friends, harassing them as well as other passersby. The Native American elder had stepped in between the two groups, but he gave conflicting accounts as to what his motivations had been, saying alternately that he was trying to diffuse tensions and yet simultaneously implying that the boys had been the instigators (a claim not borne out by the long video). As I watched the longer video, it seemed clear to me that the boys had not provoked the encounter at all… but the influencers and media I’d seen tweeting about the incident in the early hours of the viral video were not talking about it anymore.

As things had unfolded, for me and probably many others, it felt nearly impossible to figure out what sources were reliable and what the most accurate summary of events actually was. Points of view seemed split along predictable factional-partisan lines. The boy in the hat eventually sued several mainstream media outlets for defamation; several suits were dismissed, but some outlets chose to settle.

The point of this example is not to litigate the specifics of this one event or even to describe the challenge of figuring out what really happened. Rather, it’s to highlight that for multiple days, many thousands of people on the internet, hundreds of influencers, and then numerous media articles dissected this extremely small moment of tension, something that, I would argue, never needed to be an online moment at all. Nothing had really happened. No one was injured. No one had to fixate on these people or go dig through their lives to find out who they really were. Three groups of people had a short disagreement, a few moments of real-life tension. What resulted was a pseudo-event, a spectacle, something that influencers called attention to and media covered in ways framed to appeal to their particular audiences.75 Depending on whom you followed, you heard about it at a different time, saw it described in very different ways, and heard that the “other side” was a bunch of liars, manipulators, and villains. Depending on which influencers and outlets you trusted, you formed a particular view of events, who was right or wrong in the situation, and what their online punishment should be.

Social media’s curation algorithms, particularly trending topics, push these pseudo-events and manufactroversies into the fields of those who have previously engaged with similar types of content—bait dangled at those mostly likely to take it. While I would argue that this mess was bad for everyone involved, it was great for platform engagement and influencer engagement, and the online crowds got some excitement out of a morning of righteous indignation.

The pseudo-events, now highly participatory, are not always so fraught. The mass media are not always quite so directly involved. Indeed, cultural divides between the two ecosystems are often visible: mainstream media’s coverage may gawk and marvel at the absurdity of an online moment (In other news, crackpots on TikTok are saying…) or write think pieces about what it all means. But that distinction is less important than the fact that, through its coverage, the bait of the day nonetheless makes it to the nightly news, reaching a new and more diverse audience of millions. Social media hands off the baton to its “predecessor,” mass media, and mass media hands it back—these two ecosystems are not separate and distinct but rather form two parts of a larger whole.

The Trinity

The influencer, algorithm, and crowd are distinct, but their incentives are inseparable. The influencer is always aware of the algorithm and the crowd because they determine her reach and revenue; the algorithms boost relevant influencers to keep the crowd on site, steering the attention of the latter and the output of the former; the crowd members volunteer to be nudged and monetized but in exchange find community, entertainment, and camaraderie—including with prominent figures who can call attention to things they care about.

Bernays’s concept of invisible rulers from the 1920s finds resonance in the realm of modern influencers. Influencers are opinion leaders with the power to influence what people believe or buy and the capacity to shape sentiment and norms within their niche. They innately understand how to connect with others in a digital age, developing intimate trusted relationships with their followers, yet are also capable of achieving reach commensurate with mass media.

The algorithms, which emerged with and shaped this media ecosystem, are also invisible rulers. Created and controlled by private companies, they determine what content is shown to potentially billions of users, effectively guiding not only their online experiences but reshaping communities and norms in ways that have significant real-world impact. Algorithms shape the flow of information and influence the narratives that users encounter. By tailoring content based on user preferences and engagement patterns, they not only reinforce existing beliefs but nudge users in sometimes terrifying directions. This selective exposure to information can reinforce biases and shape users’ perceptions in ways akin to the invisible rulers’ influence over public opinion.

And then there is the audience—traditionally, the target subject to the influence of invisible rulers. Indeed, the crowd’s behaviors, decisions, and preferences are increasingly shaped by the curated content its members consume and the algorithmically mediated interactions they have. And yet the sense of shared identity and the camaraderie fostered within these digital spaces lead to collective behavior and the formation of online factions in which they actively participate. The members of the crowd influence not only each other but the influencer. Social media users have become both the targets and the agents of influence, blurring the line between the invisible rulers and their subjects.

QAnon influencers and adherents like Polly are fond of a saying: “We are the media now.” By this they mean that they set the agenda for what the public talks about. This is a bit of an exaggeration, but only a bit. Within each niche, the influencer-algorithm-crowd trinity shapes consensus and defines the beliefs of their public.

This trinity thrives on the proliferation of attention-capturing pseudo-events; sensationalism, spectacle, and tribalism are rewarded and reinforced. The environment is tailor-made for spreading rumors far and fast and for reinforcing connections and ideology within niches—not bridging across them. Influence is local to small networks, centered around influencers or within partisan factions or the bespoke realities of growing conspiracist communities. There is little common ground between the niches; one online faction often does not even see something that is outraging another, unless it erupts into a fight between them.

Not all influencers covet pseudo-events or factional brawls. Some just want to post about gardening or astronomy, and damn the clout or money. But incentivized influencers like Polly, particularly those focused on politics, are many. And their role is dynamic: projecting accessibility despite power, building trust while inflaming emotions, and seeking new ways to monetize—all the focus of our next chapter.







3

Gurus, Besties, and Propagandists

How Influencers Shape Culture, Politics, and Society

Khaby Lame, a Senegalese Italian twentysomething, was laid off from a factory job early in the COVID pandemic.1 He took to TikTok with his newfound free time, making videos mocking other videos, often in the “life hack” and “thirst trap” genres.2 His “everyman” facial expressions as he watches someone, say, use a knife to peel a banana are relatable and funny. Sometimes compared to Charlie Chaplin, as of December 2023 he has the most followed account on TikTok, with 162 million followers.

Candace Owens, a conservative commentator and firebrand, is hard to miss online: you may spot her on Twitter (over 4 million followers), on Instagram (4.6 million followers), or in countless podcasts and videos. She may be championing Kanye West, questioning the motives of Black Lives Matter activists, or exhorting young women to appreciate their natural beauty (and stop wearing yoga pants in public).3

Then there’s MrBeast (real name Jimmy Donaldson), a YouTube star with 183 million subscribers who got his start creating outlandish stunt-challenge videos and is now the most extremely online philanthropist in the world.4 He matches boundless creativity with bottomless pockets to orchestrate not only jaw-dropping feats but also acts of kindness such as supporting medical care for amputees.5

Keffals is the streaming name of Clara Sorrenti. She got her start broadcasting herself playing video games on Twitch, though her content became more political as trans rights became the subject not only of online factional battles but of legislative efforts in Texas. Keffals has a comparatively smaller following but a strong niche appeal with a younger audience disinterested in cable TV news, appreciative of a fresh, often underrepresented perspective, and eager to troll mutual ideological opponents.6

If you’re over twenty-five, you may never have heard of Khaby or Keffals and the rest, but these folks—and people who use social media as they do—are the most important force shaping culture, entertainment, and, increasingly, politics today.

Khaby Lame, MrBeast, Candace Owens, and Keffals are influencers. And they achieved their level of success partly through creativity and partly through skill at leveraging platform affordances for creation and reach: the instant publishing, liking, and retweeting tools that TikTok, YouTube, and others provide.

These platforms offer “influence-as-a-service,” the same way Google and Microsoft provide office productivity tools as “software-as-a-service.” It’s a turnkey model: influence-as-a-service packages up the tools of creation and dissemination, audience access, and dashboards of metrics—everything necessary to amass reach, capture attention, and parlay them into power and profit.

But it’s not just the technology. Successful influencers are also remarkably talented at connecting with their audiences on a human level, which is what makes them resonant and sticky. People love them. Dedicated followers not only watch or read their content but spread it, remix it, and get chatty in the comments. The influencers develop relationships and, in aggregate, amass fandoms—or factions.

“Invisible rulers” may seem an odd way to describe influencers—after all, they’re highly conspicuous, brazenly seeking followers and dominating our feeds. But while the influencer herself is visible, her influence often is not. We may still see Sean Hannity or the anchors of Good Morning America as the de facto power brokers, but people, especially those under twenty-five, are increasingly taking cues from unexpected tastemakers like Keffals, Candace Owens, MrBeast, and Khaby Lame.

What Is Influence?

The internet teems with influencers, but influence is a surprisingly hard concept to define. Plenty of information flows past us every day; our minds aren’t immediately changed simply because something hits our radar. Some of the information we encounter comes from people and sources with whom we already share beliefs and perspectives—while they might be reinforcing or echoing our opinions, that’s not the same thing as shaping or influencing them.7 Many academic definitions of influence therefore focus on effect: “Influence is a way of having an effect on the attitudes and opinions of others,” wrote Talcott Parsons, one of the most prominent figures in twentieth-century sociology, in 1963. He emphasized that the person trying to influence others was acting intentionally and that the effect could be not only to cause a change in attitude or opinion, but also to prevent one.8

But figuring out what actually has an effect—what really changes attitudes or shapes opinions—is very, very difficult. Why did hundreds of thousands of people suddenly decide that a perfectly respectable furniture company was secretly involved in online child trafficking? How did millions come to be involved in QAnon in the first place? How does anyone decide to become part of any activist social movement, for that matter? We’re constantly bombarded by messages and information and nudges, by way of the media, social media, and our social circles. Apps and advertisers battle for our attention, sending pings to our ever-present phones. News is everywhere, and there’s a never-ending stream of content for us to dip into. How does influence actually work?

Social psychologist Dorwin Cartwright studied how influence impacted group and organizational dynamics and moved across social networks decades before Facebook and Twitter were even an idea. In 1965, he boiled influence down to a succinct idea: an agent does something to a target that results in a change in the target.9 Maybe the target adopts a new opinion or takes an action.

Some influential figures—a celebrity such as Taylor Swift—may influence audiences just by being who they are. Others, however, are quite intentional, driven by age-old motivations of power, money, and clout in pursuit of a particular outcome. A salesperson wants to persuade a prospective customer to buy a car, while a political candidate wants to entice voters to vote for her. Influence is a means to an end.

Online influencers share these same motivations: Some simultaneously earn a living while also seeking to change the crowd’s mind about an issue or to galvanize action, like Keffals does with trans rights. Others seek economic gains: MrBeast is on the cusp of becoming a billionaire, and there are dozens of YouTube videos dissecting his success in an effort to replicate it.10 And still others, like Amazing Polly, are rewarded by the likes, attention, and sense of status within their (QAnon) community.

Cartwright pointed out that influence was based in large part on access: the agent has to be connected to a person somehow in order to “do something” to him or her. The means of exerting influence might vary: it could take the form of reward and punishment, direct physical power, or shaping opinion. All of these means are still pertinent today, though their manifestations have changed.

In Cartwright’s time, access often involved knowing someone in “real life”—people in the same community or with common friends or family members influenced each other. But the access could also be more removed: authority figures (a senator, the president, the pope) were not directly connected to the average person, yet might be a significant presence nonetheless as their words and actions were conveyed through the media.

Social media has exponentially expanded the notion of access, and knowing someone online can result in as strong a bond as a physical connection. Influencers have significant reach and access to audiences within their own follower communities; you might not know MrBeast personally, but his relatability and constant presence in your feed create a sense of connection, of some sort of relationship. They also have reach and access across communities, by virtue of crowds sharing or algorithms pushing content.11 You might not know who Keffals is, but her hashtags and ideas might cascade from her community into yours.

This increased ease of access has transformed Cartwright’s potential means of influence in unexpected ways. The potential for “reward and punishment” has expanded; influencers and online mobs are now quite adept at threatening their targets’ livelihoods through collective campaigns to get people “canceled.” Consider Justine Sacco, not at all a public figure, who in 2013 tweeted a tasteless joke about AIDS shortly before boarding a flight to South Africa. By the time her plane touched down, a journalist had shared the tweet, #HasJustineLandedYet had become a top trend globally, and Sacco’s reputation and career had been destroyed.12 There have since been many far more deliberate efforts in which online culture warlords and angry factions demand a target be punished—often, fired—for a “bad” opinion, a distasteful comment, or even something mundane but willfully misinterpreted.

The dynamics of online mobs have also led people to think quite differently about “direct physical power” and the risk it poses as a tool of retaliation against speech. Online rage has led to threats to election officials, to public health workers during COVID, and to school board officials around curriculum debates. It has occasionally translated into late-night protests outside random doctors’ homes, people being followed to their cars after community council meetings, and even scattered physical violence. The implied, and sometimes realized, threats have led to widespread resignations of targeted groups. There is no longer any real line between online and offline, no comfortable “in real life” designation that separates online influence and offline impact. The virtual world’s norms threaten to spill over into the real, and that can be extremely frightening. It might have been hard to pin down which specific post sent a man over the edge to rescue children he thought were being harmed in the basement of a pizza shop, but being immersed in that bespoke reality had an undeniable effect—it resulted in his going to the shop and firing a gun.

It’s that third mechanism of influence Cartwright described—the capacity to shape opinion—that has most significantly transformed in the age of influencers, algorithms, and online crowds, and it will be our focus. The propaganda machine and the rumor mill, formerly largely distinct means of shaping public opinion, have collided; now competition for attention and audience happens on social media, where access to nearly anyone in the world is just a click away. There are new agents, albeit with fairly old motivations, enabled by new means of connecting to targets.

Who are the targets? Anyone and everyone. You. Me. Your neighbor. Yet, as Cartwright pointed out in 1965, the person being influenced in some situations is the agent in others13—and today the online audience itself has extraordinary capacity for shaping public opinion, actively participating in creating messages and spreading them. Indeed, in some of the examples we will explore, a random person from within the crowd makes a claim, which is then boosted by an influencer, gets picked up by an algorithm, and winds up the focus of the nightly news on cable television. Having influence is a path to power or profit, or both, and today that path is open to virtually anyone.

There is an important caveat, however, that Cartwright emphasized: the target’s attitude toward the agent matters. If the target rejects the authority or legitimacy—or the expertise—of the agent, the agent won’t be able to exert much influence. But influencers enjoy the trust of their followers. They are liked by their followers. They may not actually possess the expertise that Walter Lippmann in Public Opinion believed was so important to democratic society, but their followers feel that they do (a topic we’ll cover more in Chapter 7). In other words, they have access to their audience, a means of influencing them, motivation for doing so, and a high likelihood that their message will be well received, or at least considered. And that’s because the influencer, while distinct from the crowd in some ways, is very deeply part of it—just like the women of Decatur in the twentieth century and just like Amazing Polly today.

The Influencer Emerges from the Crowd

Influencers often start out as members of a community. Before Keffals had fifty thousand Twitch followers, she was an adolescent playing Team Fortress 2. And before Candace Owens was a marquee name in the conservative movement, she was one in a chorus of voices attempting to raise awareness about the disproportionate online harassment that women face.14 But their unique talent for telling stories that capture their audiences’ attention, and their understanding and leveraging of the affordances of social media, turned them into centers of gravity.

Influencers are differentiated by a larger—sometimes much larger—number of followers than other members of their community. Their content is both relevant and resonant, inspiring the crowd to boost it. A flywheel effect then kicks in: once the influencer starts to amass a following, their popularity is further reinforced as the ever-growing audience shares their content to their own networks. More and more attention goes to those who manage to accrue some. In fact, many social media platforms have what industry people call the 90/9/1 problem: 90 percent of the participants are simply lurkers, 9 percent participate a little, and 1 percent participate very heavily.15 Influencers, who are part of that 1 percent of regular content producers, have far more engaged audiences than others on the platform, which means that they have a disproportionate impact on information flows.

However, despite their larger followings, the fact that they emerge from the crowd means that they continue to be seen as fellow members of the crowd. Their audiences view them as authentic, believable, and accessible—even if others don’t. They also post as themselves; this makes them distinct both from the media-of-one outlets that social media also enabled and from larger-than-life celebrities.

Instead, they’re fellow participants in a shared identity—a fellow mom, a fellow gamer, a fellow Christian conservative, a fellow privacy activist. Sometimes the shared identity is demographic, but it can also be a mutual passion for some particular interest. The influencer comes to be seen as representative of that identity. Indeed, people who are not part of a particular community but are interested in understanding its position on a debate or issue will often check an influencer’s commentary to get a sense of the prevailing opinion of the group they seem to represent.16 (This does not always yield accurate results; remember the story of majority illusion plaguing the English village in Chapter 1.)

Influencers spend a lot of their time on social media, not just talking to but with their audiences. They engage like people, not media. MrBeast may have over twenty million followers on Twitter, but he still @ replies to fans with emojis and quick comments. Media outlets convey a message; influencers have conversations. They read what their audiences say, or tag them in, and then decide what to riff on or amplify. That combination of creation, curation, and chatter makes them feel accessible.

But, perhaps most importantly, influencers manage to occupy a liminal space in which they are simultaneously elite, in terms of what they can accomplish and the power they wield, and not elite, because they’re perceived as one of us. This is particularly critical, as we’ll discuss, in the political arena.

The value of being of the crowd is hard to overstate. It gives influencers an innate knowledge of the language to use, the memes to reference, and the tone to take to make their audience react in whatever way they’re going for. They are fluent in the in-group language and lore of their niche, which gives them the ability to immediately react to whatever is going on in the world and frame it for their audience—to create the story.

The influencer is often both the storyteller and the story itself. As storytellers, influencers use the same techniques as screenwriters, novelists, and playwrights: familiarity, novelty, and repetition. All stories are made up of familiar building blocks. There are setting or plot tropes, like the Isolated Cabin in the Woods at Night and character archetypes like the Quirky Best Friend. These familiar elements bring an immediate sense of recognition for the audience, setting the stage and signaling that you’re about to see a horror movie or a romantic comedy. They help the audience feel familiar with the broad strokes of the narrative to come. But a good storyteller avoids being completely formulaic—and that is where novelty comes in. Plot twist!—the damsel in the cabin is actually perfectly capable of fending off the slasher; the quirky best friend has chemistry with the lead’s love interest. The novel detail makes the audience sit up and take notice. Finally, the repetition of key motifs, symbols, or phrases—both within one story and over time—reinforces the important message.

Influencers’ content on social media—especially where political propaganda, rumors, or conspiracy theories are concerned—is no different. They have their tropes and archetypes: the claims they make repeatedly, the villains and heroes they recurringly highlight, weaving them into a cinematic universe. Knowingly saying, for example, “Soros” or “Koch” conveys instantaneous meaning to their audience. The individual rumors or claims they promote have the requisite element of novelty: the hacked voting machines were compromised… by sneaky election officials, or by Central Intelligence Agency supercomputers, or by Russians, or by Italian satellites (these are real stories, as we will discuss in Chapter 5).17 And they leverage repetition: sharing and sharing and sharing similar types of stories to reinforce an impression that the world operates in a certain way. Over time, as we’ll see, repeating particular claims can increase the audience’s perception that they’re true.18

Influencers are good at producing content that evokes emotion, because they’re creating for people just like them. They intimately understand what kind of rhetoric, memes, and narratives will get a rise out of their audience. They’re writing multiseason dramas that keep their fans not only coming back for more but amplifying what they put out. Influencers like Owens and Keffals and MrBeast are part of a new generation of highly skilled storytellers, who know how to use tropes, how to create a sensational twist, and how to leverage any new feature that a platform comes up with to their advantage.

Influencers’ combination of storytelling acumen, understanding how to work the structures of social media, clicking with an audience around a mutual passion, and reacting quickly and fluently to the fast-moving world of information on social media grants them an important power: they become aggregators and curators of the beliefs of the crowd.

Contagion, The Discourse, and Vibe Shifts

How influencers curate and move information is just as important as what they create. Their posts shape what’s in their audiences’ feeds, both directly and through related “You Might Like” content that algorithms helpfully serve up. What influencers decide to talk about, or amplify, can have a huge effect on what—or whom—everyone seems to be talking about. This manifests as what the extremely online call The Discourse and vibe shifts.

There is another epidemiological metaphor, besides virality, used to describe how information spreads online: contagion refers to how an idea or rumor is passed from person to person. Simply hearing an idea does not mean that it will “infect” or find a home in the mind of the recipient. But the influencer is in a unique position when it comes to information contagion: a piece of content is more likely to achieve significant reach if someone with a large engaged following pushes it out to thousands of people.19 The influencer becomes something of a curator and a gatekeeper for what goes viral, because they have a higher capacity to kick off cascades. They’re a tipping point in the rumor mill: if they choose to boost something, it can become a subject of mass online conversation—like Far Right agitator Jack Posobiec promoting the baseless claim, which first emerged on relatively obscure Far Right message boards, that Democratic National Committee employee Seth Rich had been murdered by the Clintons.20 Alternatively, if influencers ignore it, a claim often stays confined to low-level chatter.

How do influencers decide what to boost? They, too, are bombarded with information and posts from the people they follow. But they often have a well-cultivated understanding for what stories will work within their community and strong internal relevancy engines—gut instincts—that help them quickly see how a real-world event can be connected to a broader narrative that their audience already understands. And they pay close attention to their engagement metrics—they know exactly how much pickup they get when they share certain types of memes or talk about particular topics.

Sometimes the decision to boost something is an easy call: it’s familiar to the audience already. They’ll intuitively understand how to react to it. And react they will, spreading the message along. This simple contagion—the spread of already-familiar, well-accepted opinions—is an easy win for the influencer.

Other times, however, the influencer will see something novel that may make followers sit up and share (earning the influencer a clout boost), but which is a little outside the norm, something like a new technology—maybe a cryptocurrency—or a fringe political idea. There’s a bit of potential risk to the influencer’s reputation if they start promoting it.

Pulling a novel claim or idea from ambient chatter and moving it into the awareness of their broader audience can be a dangerous move—influencers stake some of their credibility on that call. In simple contagion, an influencer’s decision to spread a message is low stakes because the thing is already normalized—they’re boosting its reach but are primarily amplifying a message rather than introducing an influential new idea. This doesn’t mean the idea is normalized everywhere—a conspiracy theory that is widely believed within a faction is low stakes for one of its influencers to propagate but still a big reputational risk for a “normal” person. But when considering novel ideas, the influencer will have to see an emerging claim multiple times, from different people, before deciding it’s worth spreading themselves. During this time, incentivized members of the crowd who already hold the belief (or have adopted the novel technology) may egg them on, tagging them in posts about it, encouraging them to read up on it, prodding them to share, before the influencer finally decides that jumping on the bandwagon makes sense for them.21

This process of novel ideas moving from the periphery of a social network to the center is known as complex contagion; understanding how it works offers insights into who influences whom and helps explain how certain ideas or behaviors become widespread. Influencers serve not only as conduits for ideas but as gatekeepers, waiting to get sufficient signal before moving an idea from the fringe to the center of the conversation via their boost. They may begin by using language like “big if true” as a hedge, introducing an idea to their followers while not fully staking their reputation on it—this gives them an out if raising awareness does not translate to community acceptance. But once an influencer has chosen to associate themselves with a particular viewpoint, meme, or even crazy conspiracy theory and has seen indications of acceptance through engagement, they will often repeat it—and, as discussed, the repetition is a form of reinforcement for the community.22

Influencers thus help drive The Discourse23—a slang term for heated debates or obsessive discussion of a particular niche social or political issue—by deciding what to amplify and how to frame it (or meme it). While members of the niche crowd often care deeply about the issue, those outside the community may find it somewhat ridiculous and a ripe opportunity for mockery; The Discourse generally involves both types of participants. Hot takes are abundant. With their larger-than-average reach, influencers can shape the way that their followers repeatedly see an issue framed, in both how and how often they talk about a particular topic. They can make something seem important (We are going to talk about policing) and then help create and propagate the memes that a community begins to use to describe it (#DefundThePolice).

What people talk about and how creates opportunities for influencers with a particular sense of the zeitgeist to rise. Think about it as an ecology: the online ecosystem lends itself at a particular moment to particular species, which thrive and in turn reshape their environment. As the ecosystem evolves, in tandem with the offline world, some influencers (or influencer archetypes) adapt and continue to shape the conversation and public opinion; some wane in popularity and come to feel like relics of an internet past; new ones emerge that meet the moment, either through innate talent or because they can read the room and tailor their content to fit the mood. The early optimistic online influencers created very different content and set a very different tone than those who became ascendent during the mid-2010s, as harassment mobs became potent and visible and norms of behavior changed.

Transformations in the overall atmosphere, energy, or mood of a person, group, or environment—vibe shifts—are remarkably real in online spaces. More importantly, they intersect heavily with social, economic, and political dynamics in the offline world. Is crime rising or falling? There are, of course, real-world statistics that can answer this, but the vibes matter a lot for shaping public opinion online—which also translates to offline organizing or voting. Are more people being shot by police officers? Is inflation destroying the economy? Is America on the verge of civil war? The perception shaped in online communities, the collective mood and sense of the issue, is often more important than any actual facts.

Influencers can introduce new ideas, push a new meme, or change the tone in which they talk about something, contributing to a sense for the audience that things have changed.24 This can reset the culture of a community, changing norms not only online but in the real world as well, for better but also for worse. A positive vibe shift can yield feelings of joy, inspiration, and motivation. A negative one can lead to a sense of unease or of being under threat.

In their roles as creators, curators, and gatekeepers, influencers make a meaningful impact on how their audience feels and thinks; they can harness attention and direct the energy of their audience—at times, both online and off. Importantly, because of that liminal space they inhabit—as both elite wielders of power and “one of us”—influencers serve as mediators between the propaganda machine and the rumor mill. They have the power to pull things up from the chatter of the crowd and amplify them. Media pays attention to influencers, covering what they and their followers talk about as an online-interest story.

This makes influencers pivotal figures in “trading up the chain”—getting a sometimes dubious idea from a social media niche to mass awareness on broadcast media.25 Was Seth Rich murdered by the Clintons? Fox News anchors Lou Dobbs and Sean Hannity, in fact, asked just that question.26 In prior information environments, the ability to pull an idea from the fringe to mass awareness used to take a lot of time; now this strategy—beloved by propagandists—occurs seemingly daily in the major news cycle, sometimes multiple times per day.

And, of course, influencers serve the needs of the propaganda machine in the other direction as well: in their role as opinion leaders, they curate from the glut of media coverage and then frame and interpret it for their audiences. Both top-down and bottom-up narrative creation happens across media and social media today, and the influencer sits in the middle of the action.

Despite their similar origins, shared skill sets, and access to the same tools, however, influencers can vary wildly in their presentation and intentions—comprising a cast of archetypes as diverse as exotic animals in a menagerie.

The Influencer Menagerie

Describing the persuasive power of influencers by referencing their follower count (nano, micro, mega) or their niche topic area (gaming, cooking, fashion) misses important ways they establish resonance: how they present themselves, what rhetorical style they take, which particular roles they play in The Discourse.27

We can better understand influencers through the types of information product or relationship they sell or what audience need they attempt to satisfy. While my menagerie of frequently encountered influencer archetypes is by no means comprehensive—in fact, it’s intended to be tropey, in keeping with our discussion above—you will likely recognize many.

There are the Entertainers, who produce videos, images, podcasts, and other content focused on a topic of interest. There are many different categories: photographers, dancers, writers, cooks, ASMRtists, cultural commentators. They want to entertain their audience, to make them laugh or cry. MrBeast is an Entertainer, trading in videos that mix comedy with tenderness. So is Khaby Lame.

The Explainers produce content on a topic in which they have deep expertise. They may be experts or academics or simply passionate hobbyists, and they want to share their depth of knowledge and help their audiences make sense of the world. Some prioritize being useful: the relatable mom offering five ways to get chewing gum out of the carpet. Whatever your problem, someone on YouTube has made a video about how to solve it.

Influencers like the Bestie make themselves, not a topic, the focus of their posts. You’re there to get to know them. They largely stick to personal commentary—sometimes it gets political, but everything is presented in a way that reinforces a trusted friendship with their followers. A lot of younger influencers on TikTok will simultaneously share a new makeup product while talking about a date they went on or their opinion on some social issue. They create a sense of intimacy by sharing (and often monetizing) their lives; it’s like reality TV, but in short snippets and with more actual reality. Charli D’Amelio’s TikToks, for example, grant viewers a “candid” glimpse of her coffee habits, her dressing room, her hangouts with friends.

Idols share and monetize their lives as well, but they offer something aspirational, not accessible: a larger-than-life bravado, glamor, excitement. The audience is there to be voyeurs into a truly fabulous life. Idols mimic the stylings of celebrities; each Instagram post could be straight out of a glossy magazine. The main difference is that they control their own content, and having the “day job” of the celebrity—for example, being an actor or musician, which in turn confers fame—is no longer required. They are the epitome of Daniel Boorstin’s “famous for being famous” characterization. Why do you know who they are? An algorithm decided you should.

Then there are the Gurus. In a complex, chaotic, and confusing world, secular Gurus are a growing force: they are going to help you. Think of Tim Ferris, exhorting his two million Twitter followers to sleep this many hours, eat this superfood, and use that psychedelic drug—success, wealth, and health can be yours in just four hours a week. This is not the drop-in type of information the Explainer imparts; it’s a guide for a lifestyle. As with their legacy offline counterparts, charisma is more important than being on epistemologically solid ground; one can simply wave a hand and dismiss the expertise of others—particularly the establishment.28 The expert consensus is wrong, and if it is right, it is right for the wrong reasons; iconoclasm is central to the Guru’s appeal. Grievance is a common undertone: the establishment has conspired to suppress their genius and keep the truth from the people. Their expertise is rarely confined to one topic; they have a grand unified theory of the universe and the prescience of Cassandra. A wellness Guru who Instagrams beautiful smoothies also presents herself as an authoritative source of knowledge about 5G technology. The audience may follow for one kind of content but will be taken on a journey through the rest. The Guru is a lucrative position of influence—there are many opportunities to sell what their followers “need,” both informationally and in the form of products. More importantly, however, the Guru meets an emotional need. The world is in turmoil; there is a crushing glut of information; norms are in flux. The Guru offers not only soothing simplification but tangible actions that her followers can take to feel better.29 They can empower themselves, reclaim their agency, make an impact in the world.

As COVID-19 took hold in 2020, there was a notable convergence of wellness Gurus and the QAnon conspiracy theory, which highlights the complex ways in which influencers help propagate narratives across diverse online communities.30 Initially, wellness influencers, particularly on Instagram, had attracted followers who were seeking guidance on physical and mental health, drawn to the holistic lifestyles and alternative therapies the influencers discussed. Many—including the wellness influencers themselves—distrusted mainstream medical experts following bad personal experiences. That distrust of the establishment, rooted in real experience, was, for some influencers, easily extended to other topics. The pathway became somewhat familiar: descriptions of a nagging feeling that things were not as they seemed, followed by a decision to dig into another type of purported government coverup. For the women, particularly mothers, real concern about sex trafficking motivated their search for “the truth.” As the Guru herself became convinced, the popular wellness language and beautiful Instagram aesthetic was used to convey fringe beliefs; QAnon theories became interspersed with their usual content about clean living and nutritious baby food.31 The audience often participated quite directly; while some unfollowed, disgusted with the turn toward conspiracy theorizing, others suggested even more outlandish things for the influencer to look into to continue their mutual “awakening.”

Following a Guru as she spreads “forbidden knowledge”—things they don’t want you to know—offers the thrill of uncovering hidden truths. People experience a sense of excitement or hope rather than the disillusionment of their prior experience.32 Conspirituality, as this blend of wellness and conspiracy theorizing came to be called, gave people a sense of power and control over their lives and the world around them,33 even as some came to be immersed in very cultlike bespoke realities.

The Entertainers, Explainers, Idols, and Gurus of the menagerie might talk about politics occasionally or boost causes they care about. But there are species of influencer who are explicitly political, who significantly drive the political discourse, and they will be our focus through much of the rest of this book.

Influencers who are first and foremost partisans—whose content primarily focuses on endorsing a political position, cause, or candidate34 or who grow their audience around partisan political identity—are a growing force. They play the role of opinion leader, curating content and serving as an avatar for what it means to be a “good” Republican, Democrat, libertarian, neoliberal, socialist, and so forth. Some have deep connections to political elites, such as elected officials and party insiders in positions of power, and come to serve as modern propagandists. Others are good at galvanizing the crowd to action. While they exist on a spectrum with activists, political influencers are not quite the same: they wield their influence to shape political narratives and public opinion, but prioritize the cultivation of their personal brand. Activists, by contrast, are more focused on direct engagement with lawmakers, community mobilization, and action-oriented advocacy to bring about social or political change. While a particular activist may become the face of an issue—like Greta Thunberg for climate change or Chris Rufo for critical race theory—activists keep the focus primarily on the cause, not themselves. They may leverage propaganda, but they are primarily building a movement toward a goal, not an audience for their personal brand.35

Among the political influencer archetypes are the Generals—like right-wing provocateur Ali Alexander (whom we will discuss in Chapter 5)—who keep the faction riled up. They are effective at mobilizing factions to act, both online and in the physical world. They fashion themselves as heroes fighting for a cause, and their active interaction with the group offers followers a chance for recognition. They may not actually achieve much—some are just the political version of famous for being famous—but they present themselves as being in the trenches with the crowd. However, their fight is often primarily rhetorical. As we will see, this kind of political influence does not necessarily translate to leadership or accountability if something goes wrong or violence erupts.

The Reflexive Contrarians are also quite adept at rallying the factions, often with a healthy dose of conspiracism. They are the Explainers of a mirror world who capitalize on novelty: everything you know is wrong, and they are going to tell you why. You think you know about this historical event, but you were miseducated. You think that the outbreak of Zika was caused by a mosquito, but in reality they were behind it. The Reflexive Contrarians sell counterfeits in the marketplace of ideas. They understand the rumor mill and the tropes that activate it and are adept at the rhetorical stylings used by merchants of doubt in eras past: they’re “just asking questions,” letting insinuation and innuendo do the heavy lifting.36 It’s good to ask questions, after all—Why isn’t mainstream media talking about this? The media lie. Authorities lie. That other political party lies. The universal rejection of an idea by mainstream experts is a ringing endorsement in the mirror world. The Reflexive Contrarians have evolved the paranoid style in American politics: some of their most viral criticisms of elites focus less on tangibles, such as their tax policies, and more on whether or not they are baby-eating pedophiles.37

The Propagandists, as they were in the age of mass media, are tightly aligned with a power center or political party. They produce content and work in alignment with politicians and leaders who hold real power. As in media eras past, their content serves to advance the ideological aims of the faction. Today, however, the new Propagandists present as charismatic individuals, not prominent mass media or shadowy public relations figures. These influencers are often closely aligned with hyperpartisan media, sometimes taking contributor roles at such outlets, but they remain their own brand. Perhaps most importantly, the new Propagandists develop deep ties to audiences as accessible individuals. They are simultaneously trusted opinion leaders—chatting about their interests, hobbies, the latest article they read—and invisible rulers. It’s a potent mix: they are idol, friend, comrade, and persuader.

Because people still largely associate propaganda with “media,” and political influencers present as individuals, they manage to achieve the reach of media while being perceived as somehow exempt from its incentives. In reality, they may well be true believers of an ideology, but they also benefit financially. Candace Owens, with her unique blend of conservative talking points and lifestyle advice, is a signature Propagandist: magnetic, dogmatic. She got her start producing her own content, was picked up by conservative activist organization Turning Point USA, and eventually became a regular voice on the partisan news site the Daily Wire until the site parted ways with her over antisemitic commentary. Throughout, she has maintained her own brand.

There is a particular undertone to the content of many prominent political influencers, one which draws in audiences and is potent for growing factions of the like-minded. And so, finally, there are the Perpetually Aggrieved, who are also professionally aggrieved. They amass significant clout and massive audiences by channeling the real rage felt by a niche public and exacerbating it to create nihilism and more rage—which they sometimes direct at specific political enemies. The Perpetually Aggrieved have a solid understanding of how platform algorithms drive amplification and a nuanced understanding of how to avoid moderation. Being dinged by the algorithm for inappropriate posts can have long-lasting repercussions for visibility and revenue, so many become vocal opponents of platform content moderation and “free speech absolutists” who work to sway policy in ways favorable to their content. Ironically, these influencers often experience less moderation than ordinary users. Platforms are often hesitant to moderate the most inflammatory and prominent political influencers because their audiences and their aligned political elites will become enraged. There’s a threshold at which influencers become too big to cancel.

The Perpetually Aggrieved have a way with words and memes and a knack for the sort of personalized online dunks that can instantly turn targets into the “Main Character” of the day online. (One astute Twitter user pointed out that each day there is one Main Character on Twitter. “The goal is to never be it.”)38 They are chroniclers of the last days of morality and the fall of empire, articulating and creating a center of gravity around a sense of injustice felt by many across the political spectrum. Their ability to tap into this very real sense of injustice—which does not exist in a vacuum—is what makes them so resonant. Brace Belden, for example, is a left-wing provocateur who first gained fame chronicling the Syrian civil war on Twitter from the conflict’s frontlines.39 Today Belden hosts the TrueAnon podcast, which rigorously covers sex offender financier Jeffrey Epstein’s very real crimes—but also leverages them to argue that nearly all institutions are hopelessly corrupt and virtually all elites have the most nefarious of intentions.40

Painting with a broad brush is as old as time, and a grain of truth or real justifiable outrage is what makes this kind of content potent: Mass media often doesn’t cover the powerful as forcefully as they should. There is injustice in the world. Highlighting and channeling outrage is critical to the political process, and influencers are very well positioned to do just that. But, as we will discuss in Chapter 8, the unique superpower of some political influencers is an ability to channel that sense of grievance, turning aggrieved factions into online mobs who attack their perceived enemies both online and off.

Clicks, Clout, Capture, and Cash

All of these influencers, from the Entertainers to the Perpetually Aggrieved, are driven by their desire to have some kind of effect on their target audience. They’re also responding to various incentives—including financial. Influencers are looking to earn money and clout—and, particularly in the political sphere, to amass power.

Influencers compete for their audiences’ time, which means that many hop from topic to topic. They generally maintain the same tone—some are sentient fortune cookies, others are rhetorical bomb throwers—and the same degree of confidence, even as they weigh in on everything from the latest celebrity gossip to attempted Russian coups to imploding submarines.41 This competition, however, leads many to present their opinions in increasingly extreme ways—they have to, in order to grab attention from both algorithms and human followers that reward moral righteousness, provocative claims, and outrageous rhetoric.

As writer Helen Lewis put it while describing online gurus, “The internet is built to enable extremophiles.”42 She highlighted Maajid Nawaz as one example. Nawaz hopscotched from membership in a political Islamist group (during which he was imprisoned in Egypt), to antiextremism activist and advisor to the UK government (at one point falsely accused of being anti-Muslim by the Southern Poverty Law Center),43 to heterodox intellectual, attempted-politician (he was not elected), and talk radio host. He lost his radio host position in January 2022 after nearly a year of recurring conspiracy theorizing: he’d opined that COVID-19 lockdowns were a “global fraud” perpetuated by the Chinese Communist Party, propagated some truly outlandish claims about the 2020 US presidential election, and repeatedly argued that various world events were connected to a “New World Order.”44

In response to his contract ending, Nawaz started a Substack newsletter, Radical Media, and encouraged his followers to subscribe, saying that it was now his family’s source of income. Nawaz’s livelihood, in other words, was now being provided directly by an audience interested in Maajid Nawaz, Investigator of Conspiracies. As one astute analyst of social media dynamics summarized the situation, “Instead of performing real investigation, he [Nawaz] is now merely playing the role of investigator for his audience, a role that requires drama rather than diligence, and which can lead only to his audience’s desired conclusions.”45

Nawaz also became quite vocal about how media and Facebook were silencing him (Facebook had labeled some of his posts); the Wrongly Censored Truth-Teller is a popular and highly monetizable figure today. He currently has 509,800 followers on Twitter and tens of thousands of subscribers on Substack. During the week of a submarine imploding while taking people to view the Titanic and Russian oligarch Yevgeny Prigozhin marching a mercenary army on Moscow, Nawaz simply declared both events to be scams, willfully boosted by mass media.46

Feminist writer Naomi Klein has beautifully described this process of influencers and audiences mutually shaping each other, using the case of Naomi Wolf, Klein’s self-described “doppelganger” and another prominent extremophile who fell deeply into the mirror world of COVID-19 conspiracy theories: “By claiming to possess some secret piece of knowledge that she alone had uncovered, and by claiming she was being terribly persecuted by daring to share it, she was able to insert herself in the middle of countless trending cultural conversations. Where there was heat, there was her.”47 Although most on the outside see descent into a bespoke reality as a fall, the influencers who go down this path still get engagement and influence people. They are still doing what they set out to do: capturing attention, accruing clout, and earning a living.

Influencers of all stripes—even the most dignified—can feel the allure of producing sensational content and capturing audience engagement. I’ve been lucky enough to get to know a few top-notch science and health creators with millions of followers. They’re truly passionate about their work and bubble over with enthusiasm while describing their projects. They are motivated by a deep sense of mission: to teach the world cool things about science and to serve as educators and communicators who make complex concepts accessible and entertaining. They are extraordinarily creative, and they work very, very hard.

They will also tell you that sometimes it’s audiences who do the capturing. Influencers are acutely aware of their engagement metrics, because creating content is their livelihood. It is a struggle, sometimes, to remain true to their vision and eschew putting out spicier takes or clickbait titles that they don’t love but which they know will get that extra algorithmic lift. This is the realm of audience capture48—a feedback loop in which creators produce content their audiences will approve of and gradually begin to internalize it themselves (the fate of Guitar Guy in this book’s introduction). That feedback loop spins and spins and can drive a content creator into a particular niche that’s difficult to escape, taking them in a completely inauthentic or extreme direction. They are aware that they’d have to continue producing more and more sensational content to keep earning a living, because the audiences looking for outrage and conspiracy content are hard to keep satisfied—if they get a sense that the creator isn’t fully aligned with their ideology, they will depart for something more extreme or someone else willing to reinforce their beliefs. This is how an influencer who starts off as an Explainer talking about some anodyne topic—wellness, cooking, yoga—becomes a Reflexive Contrarian ranter going on about GMO crop cover-ups, if it gets them a lot more views.

As these influencers find the community that takes them seriously and even financially supports them, they change, becoming ever more what their audience seems to want them to be.49 It’s sometimes hard to tell, as an outsider, whether they’ve had a genuine conversion or are driven more by financial incentives than deeply held beliefs. Ultimately, their fans will make the call, and they will succeed or fail.

Audience capture happens as a result of influencers’ desire to grow their following. They want to grow their audience, because large audiences enable them to earn more money, accrue more power, and get more clout. These things, too, are related. As Naomi Klein put it, “Clout is the values-free currency of the always-online age—both a substitute for hard cash as well as a conduit to it.”50

In fact, many people who have followed influencers or been active users of social media for years still don’t understand how the people whose content they see every day get paid—and, in some cases, get extraordinarily rich—by posting online. Influencers, even those with followings nearly as large as broadcasters, style themselves differently than media, emphasizing their ordinariness, relatability, and authenticity. Because they seem like ordinary people, even those who understand that media incentives shape coverage—including those most concerned about “corporate media”!—rarely stop to wonder about how influencers’ incentives are shaping what they post or talk about.

Influencers make money in several ways. Some have their own domains and use their social media profiles and content to direct people to visit their websites. They can monetize site traffic with ads or simply sell “merch” (branded products), like Charli D’Amelio’s hoodies, T-shirts, or tote bags (“i hope we have just the right collection of product to create your vibe,” she writes invitingly).51 Some platforms, like Instagram, enable merch selling right in the app. Influencers can also monetize their social media channels and content directly. When MrBeast posts a video to YouTube, YouTube shows one or two short ads before the video plays. MrBeast gets part of this revenue from YouTube. The more people who watch the content, the more money the creator earns as the platforms share the ad revenue. About nine months after Elon Musk purchased Twitter, he introduced a similar model to the platform: the Creator Ads Revenue Sharing program.52 Twitter began giving certain influencers—initially, right-wing political influencers that Elon Musk regularly engaged with—a percentage of the advertising profits generated by their content. The lucky few in the pilot tweeted screenshots showing monthly incomes of between $1,000 and $20,000.53 The program was eventually opened to more users, and many of the payouts began to decline.

And then, of course, there are highly sought-after sponsorships. Influencer marketing is now a fairly established strategy for brands, who recognize that these opinion leaders, trusted by their audiences, have the power to shape culture and drive purchasing decisions.54 They “sponsor” posts with influencers who speak to audiences that they care about. A young mom, posting photos of her messy-but-adorable children on Instagram, sponsored by Tide. A teenage girl, doing a mascara tutorial on YouTube, backed by Maybelline. You get the idea. Subtle product placement and word-of-mouth endorsements were a novel change from slickly produced ads and celebrity spokespeople. A big brand might pay $10,000 to a decent-sized influencer for a two-minute sponsorship pitch at the start of a video and offer the creator a revenue-sharing affiliate link—a code to give viewers or readers that lets the brand track how many new customers click through and purchase the product. The company can see how many sales the influencer delivers while also letting the influencer earn a cut of the profit. It’s very low lift for a creator, who is then also still able to monetize the rest of the video with ads. Collabs—cobranded collections with prominent brands—are another way to generate buzz.

Companies pursue influencers in part because audiences report thinking highly of them. One recent study by Pew Research Center found that three in ten adult social media users have purchased something after seeing an influencer post about it.55 I’ve certainly bought meal kits and kids’ toys promoted by mom influencers on multiple occasions. Edelman’s 2022 Trust Barometer reported that 67 percent of respondents changed their lifestyle in the last six months because of an influencer they followed, such as by starting a new hobby, trying a new beauty style, or supporting a cause. It also found that 58 percent who followed influencers reported trusting what they said about brands even when they were paid.56

A large audience can equal a lot of money; in 2019, brands were paying upward of $50,000 to top influencers to make videos promoting their products—or slamming their rivals’ goods.57 Those with truly incredible reach, like Khaby Lame, were reportedly able to command $350,000 for a post in 2022.58 The Top 50 Creators on the Forbes 2022 Influencer List—which featured Charli D’Amelio right up at the top—have a combined 1.9 billion followers and in aggregate made $570 million.59

Contributor relationships are another avenue; some prominent political influencers produce their own content but move in and out of relationships with niche media outlets. One such political influencer is Steven Crowder, the right-wing provocateur of YouTube and Rumble. In January 2023, Crowder published a YouTube video of himself, outraged, accusing conservative media outlet the Daily Wire of offering him a “slave contract.” The deal would, in his telling, gag him and prevent him from speaking the truth to his audience. But Crowder’s adversarial rhetoric and the attention his allegations attracted inadvertently revealed a much different reality. The “slave contract” simply compelled him to create content that wouldn’t be demonetized—as he had been on several occasions—and it would have netted him $50 million.60 Being a political provocateur can be quite lucrative.

These are the cream of the crop, of course, but there is a very long tail of nano-influencers who make much less, yet still pull in respectable livings or supplements to their income. Influencer marketing platforms that connected massive brands like Clarins and Nike to databases of influencers sprung up in the mid- to late 2010s and still operate today.

And yet, talking about the financial perks—and the incentives they create—is a tightrope walk for influencers who want to project authenticity. The wellness influencer getting a cut from the essential oils she’s touting prefers to keep the focus on how she’s teaching her fans to live their most natural, best lives. The seemingly amateur political vlogger is just sharing his thoughts, though his monetized YouTube channel brings in revenue per view, incentivizing him to make the most attention-grabbing videos possible.

Dark Monetization

Laurence Scott’s history of the influencer “from Shakespeare to Instagram,” published in the New Yorker, noted the emerging power—and danger—of influencers in 2019. Writing during the days of the Donald Trump presidency and Robert Mueller’s report, Scott observed, “It’s no accident that the term [influencer] has entered the lexicon at the same moment that influence of a different sort has become a geopolitical weapon of unprecedented proportions. The social-media influencer has an eerie double in the hacker who covertly shapes political discourse.”61

The methods that Scott describes for marketing—like influencers’ murky commercial relationships with brands and politicians—echo Bernays’s argument that invisible rulers create demand for everything from shoes to candidates. It is not a surprise to most people today that political candidates reach out to high-follower influencers, seeking promotion to their niche audiences. Indeed, during the 2016 election cycle, the Trump and Bernie Sanders campaigns engaged heavily with social media influencers to help with messaging and capturing attention.62 One strategy was to use influencers and their crowds to help get things trending and inform media coverage. The efforts were largely invisible; outreach happened via text messages and direct messaging groups. Then, in the 2020 Democratic Party primary, Michael Bloomberg paid Instagram influencers to publish tongue-in-cheek posts in support of his campaign.63 The effort was funny, and there was no attempt to conceal it, but it prompted questions about how audiences would know, going forward, whether a political post was sponsored (since influencers are not always the best at disclosure).

Databases similar to the influencer marketing platforms mentioned above also exist for political efforts. In July 2022 I received an interesting phone call from Ben Wofford, a reporter at Wired. He was looking into a Virginia-based marketing firm called Urban Legend, which enabled influencers to sign up and participate in paid political advertising campaigns. Urban Legend’s website made no secret of the fact that the firm saw political advocacy as a natural fit for influencers who wanted to earn some money off their audiences while calling attention to a cause or policy they supported. “Meet the Lobbyist Next Door,” Ben titled his eventual article.64

Urban Legend staff combed the Internet looking for the “right” influencers who enjoyed resonance and trust within a particular niche. Reach was secondary, subordinate to the influencers’ understanding of how to communicate with their audiences. Interested influencers identified by the team could sign up with Urban Legend and were given access to look over client campaigns—clients ranged from labor union SEIU to the conservative Heritage Foundation and the National Republican Senate Committee—that they could participate in. Influencers interested in a campaign received a brief detailing the key points they had to make and an action they’d ask their followers to take: like a page, sign a petition, and so forth. To track their conversions, Urban Legend gave each influencer a unique link with a special tracking code that connected the action to the influencer’s specific post. (Social media companies and the Federal Trade Commission [FTC] require that this affiliate marketing be disclosed, but no one is responsible for enforcement.)

Ben had uncovered a particular URL format, known as a shortener, that made it possible to find posts specifically tied to Urban Legend campaigns. He’d gone looking at some of the posts that bore the special affiliate URL code but didn’t disclose it. He was interested in tracking down more and was curious about how this operation compared to other affiliate efforts. Was this new for politics? Should it be regulated?

I’d seen affiliate campaigns before, often undisclosed. For a while they were popular with health pseudoscience communities. Ty and Charline Bollinger produced one quack webinar series, titled The Truth About Cancer, and amassed millions of followers and views by encouraging other pseudoscience pages to boost their content and paying them affiliate fees. The Bollingers followed on this success with a subsequent webinar series, The Truth About Vaccines. The pages that shared it, including those of prominent anti-vaccine leaders like Robert F. Kennedy Jr.’s Children’s Health Defense foundation, made it sound like they were genuinely enthusiastic. Maybe they were. But they also didn’t disclose that they were getting paid, sometimes a lot, to boost the content. One affiliate participant reported income of $240,000.65 The sharer’s audiences, meanwhile, were paying the Bollingers for the content.

After chatting with Ben, I pulled up a tool called Crowdtangle, which Facebook makes available to journalists and researchers who want to search public Facebook posts for particular types of data. I searched for the unique URL shortener that Urban Legend had used, and up came hundreds of posts by very famous political influencers, media figures, and elites. Benny Johnson of right-wing media property Newsmax had posted a Twitter thread culminating in a petition to support pilots against vaccine mandates that cumulatively received over 24,600 likes and 7,900 retweets. Diamond & Silk, the pro-Trump influencer sisters who were frequent guests at his rallies, had posted several campaigns to their Facebook page. Dan Scavino. Laura Ingraham. Donald Trump Jr. posted numerous exhortations: join the “war against CRT,” tell Democrats to secure the border, protect parental rights in schools, all positions that he likely authentically holds. But there was no indication to his followers that in these cases he was positioned to profit from sharing those URLs. Indeed, some of the links posted by the influencers percolated around the internet as their followers shared them along, unwittingly helping the influencer earn even more money in a kind of information cascade pyramid scheme, while making none themselves. The political Left, of course, participates as well; the Democratic Association of Secretaries of State was on Urban Legend’s public client list, and a handful of left-leaning institutions and influencers appeared among those sharing the links on Facebook. 

Influence, activism, and profit are increasingly intertwined. The line between authentic enthusiasm versus paid promotion blurs the line between content and propaganda. It’s not subterfuge per se—but when online presence is monetizable, truth/untruth and interest/disinterest lie along a spectrum. The influencer may genuinely believe what he’s saying but is also benefiting financially or gathering more attention (which increases future monetization potential). The influencer is therefore incentivized to promote the causes that their followers will respond positively to, even if they themselves are not true believers.66 What matters is that the audience believes they are being authentic.

Urban Legend is just one of many companies and political organizations shaping (and responding to) the incentives of the present communication ecosystem. In 2021 researchers found that groups like Turning Point USA and Prager University (both conservative) and The 99 Problems (liberal) were funding what amounted to political ads masquerading as organic content on TikTok,67 despite TikTok’s avowed ban on political ads. And in 2023, the Texas Tribune published an exposé about Influenceable LLC, “a fledgling company… that recruits young, conservative social media figures to promote political campaigns and films without disclosing their business relationship.”68

There’s very little transparency around the money flowing through the influencer ecosystem. From a basic consumer-protection point of view, this is not good: when we see a video touting, say, a pair of headphones, we should know whether the praise is real enthusiasm or a compensated testimonial. If the content is political—calls to sign a petition or call your representative about some prescription drug bill—it’s even more important to understand if the position is paid for by a political action committee or a company.

This is not, of course, a new challenge; celebrities have endorsed products for centuries.69 And, indeed, in 2009, as influencer marketing began to boom, the FTC created what was described as the “mommy-blogger” rule (blogs started by mom influencers were a big deal at the time): any blogger receiving any form of compensation from a company the blogger was reviewing had to disclose it “clearly and conspicuously.”70 This was, interestingly, distinct from rules for celebrities: in 2012 an FTC commissioner argued, “Everybody understands that a celebrity is not going to be in an ad for a product unless they’re paid to do that.”71 However, even as influencer marketing continued to grow, the rule didn’t involve any plan for finding rule breakers (short of responding to news exposés of egregious violations or searching for potentially harmful products such as medicine).72 Since there was minimal enforcement, and it fell to influencers to proactively disclose, most simply did not.73 In the decade since, the FTC has issued updated disclosure guidance for social media influencers several times,74 but still doesn’t seem to be doing much enforcement.75 And so, it was not much of a surprise to see the political influencers of Urban Legend not being transparent either. However, as more and more of our political discourse happens on platforms built for commerce and powered by advertising, the blending of personal expression and commercial and political speech is at the forefront of legal and regulatory debates.76

From Five Filters to Four Fire Emoji

Sponsorships, ad revenue sharing, and—in the case of political influencers—even dark money schemes are all prevalent online today. But joining their ranks more recently is another monetization option that sidesteps the transparency issue entirely: subscriptions.

Subscriptions are hardly a novel idea: newspapers and magazines have relied on them since the nineteenth century. But grafting that model onto the modern influencer ecosystem is a new—and wildly profitable—development. Today, adult performers on OnlyFans and pop culture pundits on Patreon can earn comfortable salaries from their content, even if it reaches a relatively small audience. Substack newsletters—featuring everything from salad recipes to economics commentary to 9/11 truther content (classified under “education”)—are a burgeoning outlet for creators. An influencer with an audience of just two thousand, each paying $5 a month, can bring in around $100,000 per year (Substack currently takes a 10 percent cut; OnlyFans takes 20 percent).

Whatever the kink—from nudes to recipes to conspiracy theories—consumers can find their niche, sponsor it, and share its output across the internet.77

Subscription models, particularly on Substack, have been especially fruitful for the media-of-one figures we mentioned earlier: individuals who brand themselves not as influencers but as journalists of the Fifth Estate. Using social media infrastructure, a lone pundit can operate with the veneer of a traditional newsroom: slick branding, daily newsletters, and other affordances. Of course, the trappings of a traditional newsroom—fact-checkers, discerning editors, ethics policies—are absent. Since social media platforms reduce the cost of providing commentary but not the costs of investigative journalism, these outlets are primarily editorial pages, staffed with one voice and absent the rest of the newspaper. Their creators, however, deeply understand that making content for a niche offers a path to attention, revenue, and clout.

The media-of-one figures who focus on politics and the culture wars regularly position themselves as anti–Big Media; as intrepid Davids battling entrenched Goliaths like network news stations and newspapers of record. This is not an accidental strategy; it is one that Bernays described in his book Crystallizing Public Opinion, which preceded Propaganda and describes instruments and techniques for molding the public mind. Invisible rulers, he argues, are most effective when they discredit not only a specific idea but also the authority that promulgates it. “The council on public relations,” Bernays writes, “after examination of the sources of established beliefs, must either discredit the old authorities or create new authorities by making articulate a mass opinion against the old belief or in favor of the new.”78 Foundationally undermining the trust and legitimacy of the old authorities opens the door not only for one new idea but for whatever the newly trusted emergent authorities want to convey going forward.

And while David versus Goliath makes for a neat narrative, it’s also deeply untruthful. Media-of-one Glenn Greenwald reportedly earned around $2 million from Substack each year;79 a staff editor at the New York Times can expect to make about $100,000 annually. (And Substack was just one of Greenwald’s revenue streams; he also has a Rumble channel with 450,000 followers, a YouTube channel, and in 2023 migrated his print audience to Locals, Rumble’s Substack competitor.)80 The new independent media, the Fifth Estate, may wish to represent themselves as anti-elite, but they are in fact simply a new elite, dominating a new system of shaping public opinion.

Media-of-one figures are still beholden to incentives. They remain at the mercy of Noam Chomsky’s five filters, just slightly updated for the digital age. For example, patronage may depend on patrons, not advertisers. Yet, deviate from what the patrons want, and you lose subscribers—and money. Double down on what they want—embrace the audience capture—and the till remains full. There is little incentive to create content for everyone—catering to a distinct niche that will boost and promote you makes more economic sense. Meanwhile, the “flak” that Chomsky-era media once feared is now coveted. Patrons love drama, and so every political newsletter, every scoop, is encouraged to be explosive and combative. In fact, Substack initially recruited creators to its platform based on how engaged their followings were on Twitter, ranking them on a scale of between one and four “fire emojis.”81

The other filters have been reoriented as well. Sourcing concerns are less about appeasing the powerful and more about platforming those who reinforce patrons’ worldviews. Constellations of ideologically similar creators guest on each other’s podcasts or cross-post on each other’s Substacks. And fear of the other—the worthy versus the unworthy victim—remains a potent filter but is now incredibly granular. It’s no longer the United States versus the Communists; the “unworthy” party is the mom down the street who has different political opinions about charter schools.

The negative effects of these incentives are self-evident; just like Chomsky’s original five filters, the contemporary incentives breed manipulation and misdirection. But rather than creating a single filtered picture of reality, this system enables a galaxy of bespoke realities.

In the 1920s, Walter Lippmann and John Dewey worried about the dangers of irreconcilably fractured publics and stressed the need for a shared understanding of the world. A century later, that objective seems impossible. The public fractures further every day, “coming together” only to assail each other in factional warfare. And while the propaganda machine of mass media was indeed manipulative, it is hard to see what we have now as objectively better. Relentless online propaganda, now at the niche level, entrenches people within bespoke realities, diminishing the chance of bridging perspectives and reaching consensus.

Although influencers are still closely associated with dance videos, e-commerce, and marketing, their role in shaping public opinion—especially around politics—is outsized. Influencers can harness attention, radiate trust, evoke emotion, and direct energy—all to great effect. They capitalize on atmospheric vibes and intuitions, giving people the right evidence to substantiate what they feel intuitively.

Influencers may present themselves as the every(wo)man: Khaby Lame, MrBeast, Candace Owens, and Keffals appear to be just like us, broadcasting from their living rooms and posting goofy memes. Or they present themselves as plucky Davids: Glenn Greenwald appears to run on moxie alone.

But by all measures of influence that matter, they are Goliaths. Influencers are very much a new elite, born of the present information age. They shape the culture not through older establishment power centers, like universities or media, but by forging a new space.

In his New Yorker piece, Laurence Scott aptly summarizes both species of influencer, the apolitical and political: “Both flourish in our increasingly networked world, in which digital influence is sharply double-edged—a salable commodity and a threat to democracy, a commercial dream and a political nightmare.”
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The Crowd

Contagion, Consensus, and the Power of the Collective

“An illusion shared by everyone becomes a reality.”

—Erich Fromm

You’ve probably seen it: a flock of starlings pulsing in the evening sky, swirling this way and that, feinting right, veering left. The flock gets denser, then sparser; it moves faster, then slower; it flies in a beautiful, chaotic concert, as if guided by a secret rhythm.

The flock moves this way not due to an intentional determination to get from its starting point to a landing place but because of a strange quirk of biology: each bird sees, on average, the seven birds nearest it and adjusts its own behavior in response.1 If its nearest neighbors move left, it tends left; if they dive right, then it usually dives right as well. The bird does not know the flock’s ultimate destination and can make no radical change to the whole. But each of these birds’ small alterations, when occurring in rapid sequence, shifts the course of the whole, creating mesmerizing patterns. We cannot quite understand it, but we are awed by it. It is a logic that emerges from—is an embodiment of—the network of potentially thousands of birds. The behavior is determined by the structure of the network, which shapes the behavior of the network, which shapes the structure, and so on.2

This undulating dance—called a murmuration—occurs as information cascades across the flock. Looking only at what any one individual is doing misses the full scope of what is happening. This kind of beautiful, synchronized movement of the whole out of the aggregate actions of its parts is known in biology as collective or emergent behavior. It’s seen in fish, ants, and bees and is, in fact, also a perfect metaphor for the behavior of flocks—or crowds—of people online.

Particularly where trending topics are concerned.

Collective behavior happens when individual members of the flock take cues from each other; there is no deliberate, intentional leader setting an agenda.3 Computational biologists and computer scientists who study collective behavior describe what’s happening in a starling murmuration as “the rapid transmission of local behavioral response to neighbors.”4 Each bird, bee, or fish has the capacity to influence the behavior of its neighbors even though it’s not consciously aware that it’s doing so.

The idea of groups having more power than the sum of their parts and individuals collectively influencing each other appears in human social psychology as well. While we may now be extremely online users of modern technology, our brains remain the same. Indeed, the notion of crowd psychology predates the internet by centuries. Chapter 2 touched on some of the good and the bad manifestations of this: social movements, moral panics, witch hunts.

Social platforms transformed our old networks, reorganizing us into new flocks formed around interests and identities, but they gained traction due to our age-old desire for connection with like-minded people. Information still passes from person to person, as with the rumor mill of old. But now it passes at unprecedented scale and speed and—most importantly—guided by algorithmic nudges that shape what is seen, by whom, and when. Platform design decisions transformed crowds in terms of their organization, what they paid attention to, and by what means they could communicate their message and reach others. Curation algorithms, for example, choose what content or users appear in your feed; the algorithm determines the seven birds, and you react. Design decisions now play a huge role in determining whether groups online are going to behave like civil communities or mobs—and yet, at the same time, the participants in the crowd also have agency.

The internet is where reality is made. You might think that sounds dramatic or absurd—the world existed prior to the internet and is governed by the laws of physics. A tornado will destroy your house whether you choose to believe it’s real or not. But for many other topics, determinations of what is “real,” “true,” or “accurate” come about by way of social consensus. People come together in groups to evaluate rumors, stories, experiences, and information and decide the truth of a matter, so perception shapes reality. Our perception of what’s happening around us today is significantly informed by what we see online. Many people get their news,5 spend their time, and come together to discuss the issues of the day on the internet, particularly social media. And of course, what happens online doesn’t stay online.

The digital crowd is the third part of the influencer-algorithm-crowd trinity. It’s composed of ordinary people, the vast majority of whom aren’t trying to be influencers. In past media environments the crowd was often relegated to the role of “the audience”—the recipient of narratives. But today’s online crowds are extraordinarily influential participants; the flocks that careen around the social web both feed the algorithms and influence the influencers. Crowds are key to virality—they can turn a wayward comment by a random person into the focus of a mob, and they can shape consensus or create a perception of majority opinion simply by making certain stories trend.

Angry Birds

In May 2020, the United States was teeming with crowds as millions of Americans gathered to condemn police brutality following the murder of George Floyd. Most of these gatherings were peaceful demonstrations in both big cities and small towns. Some of these gatherings were chaotic mobs that left destruction in their wake: looted stores, burning cars. And some of these gatherings were strictly online: digital debates about race, law enforcement, and the roiling American landscape.

David Shor participated in those digital debates—and the crowd took notice.

At the time, Shor—about thirty years old—was a data scientist and political analyst at Civis Analytics, a data science firm. He had earned accolades in his field, playing an important role building voting forecast models for Barack Obama’s second presidential campaign.6 But he was by no means a public figure. Yet.

On the morning of May 28, 2020, amid the protests and just months before a presidential election, Shor tweeted an observation about how the two might intersect. “Post-MLK-assasination [sic] race riots reduced Democratic vote share in surrounding counties by 2%, which was enough to tip the 1968 election to Nixon,” he wrote. “Non-violent protests *increase* Dem vote, mainly by encouraging warm elite discourse and media coverage.”7

The tweet cited research from a political scientist at an Ivy League university and featured a thumbnail image packed with text and a busy-looking graph. It was exactly the type of tweet you would expect from a data scientist working in politics amid protests and an election.

But Shor’s tweet didn’t reach a few colleagues and then fade into oblivion. Instead, a handful of left-wing influencers seized on the tweet, suggesting it wasn’t simply an observation about the country’s race issue but rather a manifestation of it. “Go to Minneapolis and fill the protesters in about your findings. Be sure to video it for our viewing pleasure,” responded Benjamin Dixon, a political podcast host and prolific tweeter.8

A couple of hours later, Ari Trujillo Wesler, the creator of an organizing app for progressives, joined the conversation: “Minimizing black grief and rage to ‘bad campaign tactic for the Democrats’ is bullshit most days, but this week is absolutely cruel,” she tweeted. Wesler also tweeted at Shor’s boss, alerting his manager to the perceived “anti-blackness.”9

Shor’s tweet wasn’t quite viral—to this day it has only around five hundred quote tweets—but it was enough to stir up a crowd of angry progressive tweeters, who reprimanded Shor for an alleged lack of grace or, worse, outright racism. That crowd elicited an earnest apology tweet from Shor, but the damage was done: Shor had assumed the dreaded role of Twitter Main Character. In the following days, he was dismissed from his job at Civis Analytics.10

Then the crowd went into overdrive.

Chatter on Twitter about Shor’s firing spilled over into traditional media, bringing the saga to an exponentially larger audience. “Stop Firing the Innocent,” read an op-ed headline in The Atlantic, written by author and political scientist Yascha Mounk.11 “The Still-Vital Case for Liberalism in a Radical Age” was the title of columnist Jonathan Chait’s essay in New York Magazine.12 The media coverage likely contributed to Shor being ejected from a progressive email list,13 which fueled more press coverage and podcast segments, which fueled more tweets. To crowds on the political right and in the center (and even some on the left), Shor was a martyr—an innocent casualty of “cancel culture.” To crowds on the left, Shor remained villainous, an exemplar of tone-deaf white America weighing in on racial justice.

By July, the saga was culture war canon—significant enough to warrant an entire explainer article on the news website Vox.14 Writers across the political spectrum debated whether or not this was an example of “cancel culture”—and, of course, whether cancel culture even exists. Murmurations on Twitter had transformed an unremarkable tweet by a young data scientist into the very center of The Discourse.

There is, perhaps, no clearer illustration of the importance of online crowds than the fact that media today report on the mere existence of fleeting online trends. In prior broadcast and print media ecosystems, the public gathered to discuss the events or ideas that talking heads debated on the nightly news. These days, “some people online are talking about David Shor’s tweet” is newsworthy. Trending moments on Twitter are overwhelmingly pseudo-events—Main Character–driven kerfuffles that are forgotten, sometimes within hours, as the next thing moves in to take its place. But in that moment the entirety of some faction is tenaciously fixated on a thing, absolutely mad with outrage. Indeed, within some of the most vitriolic echo chambers, this happens with such intensity and frequency that pseudo-events string together into a full-on bespoke reality: an unending stream of rumors, fabrications, and manufactured controversies capture attention, reinforcing and further entrenching the beliefs of the already convinced.15 Meanwhile, those outside the faction are wholly unaware of the tempest.

Affordances for Activism

Digital crowds are so potent largely because of the tools that platforms give them, which enable them to assemble effortlessly, to spread information instantaneously, and to achieve nearly global reach. Facebook, Twitter, and others have built tools—and multi-billion-dollar businesses—that expertly facilitate the primal human urge for community.16

This became abundantly clear by the early to mid-2010s, when a series of events dispelled the notion that social media platforms were simple places for posting about a sandwich or checking in on your cousin’s latest party pictures. They were also, it turned out, places for activism, influence, and power. Committed activists used them to topple regimes: the collective behavior of ordinary Egyptians seeing a Facebook invitation to protest in Tahrir Square in 2011 eventually took down a government.17 Activists across the political spectrum in the United States took careful note. More malign forces did as well: Islamic State (ISIS) terrorists began to use crowds of online sympathizers on Twitter to boost their recruitment efforts and share their content, glorifying physical attacks and inspiring copycats. And, unbeknownst to most at the time, governments had begun to participate surreptitiously: by the time of the US elections in 2016, Russia had been running fake accounts and bots for nearly two years, not only creating and disseminating the messages it thought would best serve its own interests but turning crowds of real Americans into unwitting accomplices. The platforms were useful, in large part, because everyone was on them, and everyone was targetable.

The tools that facilitate these crowds—and the consequent revolutions, mustering of armies, and election meddling—are algorithmic in nature. In Chapter 2, we discussed the algorithms that nudge people into joining groups or following influencers, even if those users never proactively search for the person or term. These algorithms are always gathering data to refine their suggestions: if the user responds by clicking, the algorithm has learned that the person—and more importantly, others like them—might be receptive to similar things.

This algorithmic entanglement happens outside the view of the members of the crowd. But platforms have given their users other algorithmic tools to leverage actively and consciously: features for liking, sharing, and commenting.18 Every scroll or hover communicates back to platform algorithms whether a user is interested in something, but liking, sharing, and commenting convey a strong signal—the person has taken time to engage and amplify. Indeed, sometimes a like alone is all it takes for a platform to push that piece of content into the feed of the user’s friends or followers.

Through these tools, even people who aren’t trying to become influencers have the power to influence. Ordinary people spread messages among their own social networks every day. Each discrete action, each like or share, doesn’t matter very much at the individual level. But when there is some momentum, when many users share the same news URL or meme or hashtag at the same time, platform algorithms then push it out to an even broader crowd of people who are likely to be interested.

The principle is simple: information moves faster when many people are connected to many other people. In situations where huge influencers have millions of followers, but those followers are not connected directly to each other, the message travels only so far.19 This one-to-many connection is how broadcasting works on radio or television. But many-to-many connections, decentralized across millions of nodes, enable truly mass dissemination.

The potential for virality depends on the substance and tone of the content, of course, too—no one shares boring material. But the structure is key, and so are the affordances that the platforms give the crowd. On Twitter or Facebook, if there are lots of committed sharers or likers, something can spread easily. If high-follower-count influencers with significant reach get involved, things can move farther and faster. The content won’t necessarily hop across communities, but it will capture attention within the one that is riled up about it. Instagram and YouTube, by contrast, don’t have on-platform sharing functions, so virality doesn’t happen in quite the same way. But tons of attention to a particular hashtag or searches for a specific phrase might make it show up as a topic of interest, and a lot of views all at once might result in the platform featuring a video or image on a main landing page. And, of course, it’s very easy to repost an Instagram meme or YouTube video to Twitter or Facebook.

These affordances are part of the reason digital crowds wield such tremendous power today. People move things from one platform to another, from one community to another, relatively effortlessly. Stories move from the bottom up—mass media is not the only agenda setter. But the power given to us by new computer software at times intersects in unexpected ways with old human software—our psychology.

Open or Closed: The Behavior of Online Crowds

In 1960, Nobel Prize–winning writer Elias Canetti, a Bulgarian-born Jew who fled Austria as the Nazis took power, published a book on crowd psychology called Crowds and Power. Despite long predating the internet, Canetti’s work, like that of Walter Lippmann and Edward Bernays, remains a useful contribution toward understanding human behavior even as it now manifests in a different landscape.

Canetti defined four attributes he believed are universal to crowds across history, from ancient tribes to the roiling masses of the French Revolution to the disaffected citizens of the Weimar Republic. First, the crowd always wants to grow. Second, within the crowd there is equality: all members stand on equal footing, and previous divisions of race, class, or other characteristics are temporarily erased. Third, the crowd loves density: there can be no component parts, just the singular crowd. And fourth, the crowd needs a direction: a shared objective to unite and propel members to act in the common interest. The direction is essential for the crowd’s existence. While crowds have culture, symbolism, and ritual, this shared goal is what keeps them from disintegrating. As Canetti put it, “A crowd exists so long as it has an unattained goal.”20

Much like Noam Chomsky’s five filters, Canetti’s four attributes are still relevant today, but with adjustments to account for the virtual nature of gathering. Online crowds still want to grow and are now unhindered by physical restraints. Online crowds still have surface equality, though internecine fighting and accusations of doctrinal impurity are not uncommon; power struggles sometimes result in highly visible schisms. Online crowds still love density, and our digital accounts can be packed together more easily than our physical bodies; there’s always room for one more Twitter handle or hashtag. And as for direction, well, the shared mission is easier than ever to create given the steady supply of Main Characters and tweet-length hot takes.21 Common enemies and scintillating commentary are abundant and accessible.

Perhaps the most relevant part of Canetti’s book today is his theory about why some groups of people—members of churches and the like—come together, often in large numbers, yet remain relatively peaceful, while other large groups come together more spontaneously and are far more likely to turn violent.

He called the first group closed crowds and the latter open crowds. Closed crowds, he wrote, like churches, Rotary Clubs, and community groups, all have persistent members. They are people who share a common worldview, identity, or purpose and tend to form strong ties over time. There is a set time and place for meetings, an organizational structure. Sure, some closed crowds, including cults and extremist groups, actively dislike “out group” people. But closed crowds, overall, are largely neutral—in fact, they often evolve into institutions.

Open crowds, Canetti wrote, have no such persistence or clearly articulated reason for existing. They are far more spontaneous, emerging out of some kind of disruption and then rapidly growing by drawing people in with an almost gravitational force. The open crowd, Canetti argued, often assembles in response to an outrage. It does not dissipate until there is some sort of release, which is often chaotic or violent.

The theory of open and closed crowds maps neatly onto the dynamics of different social media platforms in the present day. The persistent community groups of Facebook, Discord, and WhatsApp lead to deep relationships and places for strategizing and discussing content with the like-minded. These platforms produce closed crowds. They can still become extreme or even generate violence, but the members know each other, and there is a persistence to their bond. Twitter, meanwhile, operates like an arena—a virtual Roman Colosseum where toxic, highly visible battles are fought within hashtags, and mobs of thousands tweet at (or about) just one or two people, seething with rage as even more bystanders look on.22 The platform produces open crowds. Anyone drawn to the energy can immediately jump in.

An early example of these chaotic, open-crowd battles was a 2014–2015 episode dubbed “Gamergate.”23 The drama had started off as a niche fight: some gamers, mostly male, got angry at (and about) women in the video game industry campaigning to reduce what they saw as sexism and misogyny in game design (female characters with skimpy clothes and exaggerated breasts and the like). These opponents of the effort felt that “political correctness” was ruining video games. There was simultaneously some conspiracy theorizing about how several prominent women in gaming had become prominent in the first place—one woman was accused by her boyfriend of cheating on him and sleeping with a reporter for a gaming website in exchange for better reviews (the reporter had not reviewed any of her games; the ex-boyfriend later blamed the insinuation on a typographical error).

Some gamers saw the rumor about sleeping with reviewers as evidence of manipulative behavior; they harassed the target and others who waded into the controversy, framing their outrage as being about “ethics in video game journalism” and as part of a fight to preserve the gamer identity. The other side, including those who joined in to defend the women who were targeted, argued that this was a social justice issue.

What might once have been a personal fight between a handful of people connected to a specific precipitating incident instead ballooned into a massive harassment campaign tied up with a seething online culture war about feminism.

Some of the early gamer-identity combatants expended significant effort in trying to sway public opinion to their side. A vitriolic subset, however, organized targeted harassment campaigns on the message board 4chan. The goal of their behavior, which included posting private information, hacked nude photos, home addresses, and threats, was to intimidate their targets and drive people out of the conversation entirely. Some fled their homes. Even just tweeting an opinion about Gamergate, as a bystander who happened to see the hashtag, might lead to significant harassment as the mob coordinated to brigade others. Hyperpartisan media, such as Breitbart, began to cover the events—its then executive chairman Steve Bannon later described how instructional Gamergate was, how he’d learned the art of factional activation from watching how its most vicious trolls behaved and realized the potential of online armies in political fights.24 Eventually, mainstream media began to write explainers, describing the “online culture war” and its intersection with offline issues.25

While Canetti’s framing remains relevant, the nature of open and closed crowds has evolved. Twitter’s design creates an opportunity for emergent collective behavior in which bystanders everywhere can instantly jump right into open crowds and start brawling. Yet Twitter’s crowds lack the peak and then dissipation that Canetti described. In the real world, statues are toppled, and protests come to an end; alternately, hatred and violence can be mitigated by looking into the eyes of the target and recognizing their humanity.

But online harassment, brigading, and dogpiling have no similar catharsis. There is no physical requirement to disperse and no achievement indicating that things have come to an end. Instead, there is a perpetual state of simmering outrage or vitriol, ready to boil over at an opportune provocation; Gamergate itself lasted for months.26 As members grew tired of brigading one person or raging against some idea, they simply grasped at the next. And participants in the mobs are often further emboldened by the cloak of online anonymity. There are no consequences for the behavior and minimal potential for de-escalation short of the platform suppressing a trend or suspending accounts of the worst participants—cold comfort, as new members of the crowd will be online again a few hours later to continue the fighting, and still more will appear to complain about “censorship.”

The power of closed crowds has evolved as well. The recommendation engines’ proclivity for connecting the like-minded on platforms like Facebook led to the formation of millions of insular crowds who congregated within persistent virtual gathering places, often built up deep trust between members, and shared long-term goals. Some oriented around a shared political identity, forming persistent places for communion among fellow travelers. The most partisan and extreme groups became echo chambers, where members distrusted outsiders, and opposing viewpoints rarely made it in (unless they were shared to be mocked). They were a small percentage of the groups overall, but they had significant disruptive impact. The proliferation of potential communities and crowds to participate in enabled users to choose their own adventure.

These new dynamics of open and closed crowds have distorted our perception of opinions, events, and even norms. Groups that felt themselves underrepresented in mainstream media conversations—sometimes marginalized or small communities but also conspiracy theorists—realized that by dominating the online discourse they could own share of voice (a marketing term referencing the percentage of media representing the opinion of your company or side in a political campaign compared to that of your competitor). By coordinating in a group chat or Facebook group to come together in a strategic manner on Twitter, activists could ensure that people looking for information about a controversy or debate would see their opinions. If they had few ethical scruples, harassment tactics could be used to discourage the other side from participating at all. A small group could manufacture the appearance of being the majority, in fact, if their opposition didn’t consider the online battlefield equally important or was sufficiently intimidated.

The anti-vaccine movement, for example—while growing—is still relatively small. Recent surveys suggest that those opposed are estimated at approximately 15 percent of the US population,27 even as the view appears to be a majority perspective based on social media vibes. Similarly, polling shows that only 18 percent of Americans support defunding the police,28 but that position often seems quite mainstream on Twitter and other platforms. Yet a small, committed group can game (or more effectively use) a social platform to make their viewpoint seem dominant. A combination of effective networked crowds and compelling influencers means that some of us now perceive minority opinions as the majority viewpoint, outliers as the norm, and embellishments as facts—illusions that happen because the actual majority is silent, not active on the platform, or not creating the kind of content that platform algorithms are curating. Most people do not tweet about their children getting vaccinated and having no side effects; the child gets the routine immunization, nothing happens, and they just go about their day. There are online groups dedicated to spreading the “truth” about a flat Earth—but not a round Earth.

The Political Factions

Recognition of the power of online crowds to shape perception and galvanize action led to a proliferation of online factions specifically dedicated to fighting about politics and policies. In the mid-2010s, emojis became very popular, and Twitter users increasingly began to include emojis, hashtags, and keywords in their usernames and bios to prominently signal their political identity or allegiance.29 The Pepe the Frog meme—a leering cartoon frog popular on alt-right message boards—was distilled down into the frog emoji ([image: image]); many Gamergate trolls began to use it, as did a growing community of young Donald Trump supporters.30 Hillary Clinton’s supporters were slower to embrace Twitter battles, but eventually adopted the blue wave emoji ([image: image]), which stuck for Democratic activists in subsequent elections even as Trump fans moved to American flags. Emoji-in-bio was a quick signal of allegiance, much as warring bands might have used coats of arms on their shields in eras past. By the late 2010s, emoji-delimited factions oriented around causes or ideology had proliferated: the rose of the democratic socialists, the meridian globe of neoliberals, the bike of public transit activists, the avocado of activists calling on their cities to build more housing (adopted after an executive made an ill-considered comment that young people couldn’t afford to buy homes because they spent too much money on avocado toast).31 And, alongside the factions, were fandoms: the bee for fans of Beyonce, the purple heart for the die-hard fans of the K-pop band BTS. Each flock engaged with the others, at times in unexpected ways.

This was precisely the case in 2020, when one San Francisco activist tried to generate a viral moment for his political campaign—and ended up sparking something entirely different.32

Shahid Buttar, a self-described Democratic Socialist, was challenging Nancy Pelosi for her seat in the House of Representatives. One Sunday morning that July, a message appeared in a Discord server (a group chat room) named “Bernie or Vest,” a reference to Senator Bernie Sanders and France’s “Yellow Vest” protest movement—both of which are popular with young left-wing Americans. The server was home to a couple thousand of the rose-in-bio Democratic Socialist activists. The message contained an image of Buttar and asked the members of the server to participate in a social media campaign to boost his candidacy and attract public attention. The goal was to get the hashtag #PelosiMustGo to the top of the Trending Topics list, in hopes of calling attention to a long-shot candidacy that the media had largely ignored. The author of the request included a list of criteria that would make the curation algorithm more likely to push out the individual posts and less likely to penalize the group for trying to game it.

At 11:57 a.m., a Twitter user with a modest seventeen hundred followers jumped the gun on the planned 12 p.m. start time for the campaign: “#PelosiMustGo,” they tweeted. Buttar himself posted promptly at noon: “Why do you think #PelosiMustGo?” he asked his 113,000 followers.33 His tweet inspired several hundred replies and retweets, some encouraging him, others questioning him, others mocking him. More of his followers began to join.

#PelosiMustGo moved up Twitter’s rankings, elbowing aside other topics that were trending at that moment: AR-15s, a golf tournament, Trump’s pardons, and Education Secretary Betsy DeVos. As it reached number seven on the Trending list, GOP congressional candidate (and QAnon supporter) DeAnna Lorraine—who herself had run against Pelosi—noticed the hashtag and tweeted her own contribution to her then 330,000 followers. She and Buttar disagreed on nearly everything—except that #PelosiMustGo.

What happened next was fascinating.

Within three minutes of her post, the hashtag—until then largely confined to the Democratic Socialist faction—began rippling through the right-wing followers of Lorraine. A second faction had entered the campaign! The conspiracy brokers of the QAnon Twitter faction quickly got in the game, appending #PelosiMustGo to their own addled posts about Wayfair and child trafficking (this was mere weeks after Amazing Polly’s viral hashtag). Pelosi supporters—the blue wave emoji-in-bio crew—also materialized, tweeting in an effort to reframe the hashtag in a positive light: “#PelosiMustGo straight to the White House and take over the presidency!”

Forty-five minutes after Buttar’s first tweet, Jack Posobiec—the Far Right Pizzagate agitator and ideological polar opposite of Shahid Buttar—picked up the hashtag. His contribution was a banal observation: “#PelosiMustGo is now #6 trending.” He himself did not even know why it was trending. But his post was enough for his followers to understand the role they were to play. His flock liked his post sixteen thousand times and replied or retweeted it thousands more. They added their own color to the conversation—#DemocraticCriminalNetwork, #PlantationDemocrats, #PuppetRegime—and propelled the hashtag fully into the national political conversation. The trend hit number one. Mission accomplished.

Hyperpartisan conservative media outlet the Daily Wire pulled the trend from social media into the broader media universe, reporting on what some people on the internet were saying, noting the hashtag’s popularity, and quoting some of its most successful left-wing contributions while studiously avoiding any mention of the right-wing faction’s involvement in getting it there. In their telling, the outpouring was wholly reflective of a massive left-wing revolt against Nancy Pelosi.34

Most of the hundreds of thousands of Twitter users who saw that hashtag trend never knew that #PelosiMustGo began because someone gave marching orders in a private Discord channel. The hashtag hit their field of view, and they reacted. They likely assumed that some sizable number of Americans somewhere were spontaneously tweeting against the then Speaker of the House—and clicked on the trend because they were curious about why.

The visible online factions, battling under their emoji banners, are having an impact. Sociologist Chris Bail, head of the Polarization Lab at Duke University, conducts interviews with social media users who become passionate participants in online political factions. They describe these online political fights as attacks on their identity. Seeing opposing views does not inspire careful reflection of the underlying policy or idea—it feels like a personal affront. Some report that the highly visible presence of opposing factions led them to become more entrenched in their own political identity—to study talking points so that they might fight online more effectively. They also described the experience of online conflict as interactive; unlike when passively seeing something on the TV news, they could search for terms, find the latest factional battle, and immediately jump in. “There was a war going on, and [they] had to choose a side,” recounts Bail, describing the experience of one liberal woman.35

People initially come to participate in online crowds because of a mix of algorithmic nudging and personal interest. Being part of a political faction can be fulfilling—there’s a cause and a mission. Fighting a common “enemy” creates camaraderie and a sense of belonging. It can also be fun. But participation in factions may lead to entrenchment, more extreme beliefs, or stronger and more belligerent partisanship. The groups that we’re part of are fundamental to our sense of self; being a persistent factional warrior becomes part of a person’s identity.36

Crowds, Cults, and Extremes

Social networks transformed not only how crowds of people convene and behave but how people within crowds influence one another. In Chapter 3, we discussed the phenomenon of audience capture—when an influencer shapes their content and opinions to fit the mold of what their audience wants. A similar phenomenon can trap crowds too, creating social capture as members reinforce each other’s point of view, and diversity of opinions becomes increasingly scarce.

We decide what information is correct by considering what others think is correct (consensus reality). We also determine what behaviors are correct to the degree that we see those around us performing them.37

Members of groups tend to reinforce each other’s views, often moving each other toward a more extreme point than where they started.38 Factions appear to coalesce around the opinions of the most forceful members, and those who hold differing opinions—maybe more moderate—don’t express them for fear of being ostracized.39 Since beliefs are shaped collectively, new information that conflicts with the group identity or comes from someone with an “outside” identity can simply be rejected; this is one reason that partisans easily dismiss fact-checking if it comes from the “other side.”40

This also happens with group norms and behaviors; people try to conform to the norms associated with their identity, which may also drift toward the more extreme over time. Psychologists have found that norms are followed more strictly if there’s tension with an opposing group41—you don’t consort with the other side while you’re at war!—and in the gladiatorial arena of social media, there is always tension.

The identity of an online faction should ideally reflect their positive beliefs—the things they stand for—but some instead come to be defined oppositionally. The phrase “owning the libs” or “triggering the libs” is a meme that captures the driving motivation of some right-wing factions. It’s a joke, but a revealing one: without liberals as an antithesis, the faction loses cohesion. Indeed, this is one reason why right-wing alt-platforms are slow to see significant adoption: there are no libs around to own. It is more fun to stay on a platform with an opposing crowd.

Loudly railing against an enemy gets engagement.42 As members post and tweet during factional battles, the most extreme voices usually get the most attention; because of the way platforms are designed and how algorithms surface content, they appear to represent the opinion of the whole group. So the most extreme views from one side end up visibly clashing with the most extreme views from the other side. People with more moderate or nuanced views might get harassed, or self-censor, or not even be seen in the discussion… or they might express opinions far stronger than the ones they actually hold in order to fit in.

Performing an identity and achieving uniform opinions within a group is not the same thing as reaching consensus. It’s not a process of evaluating facts, deliberating, taking in a diverse set of opinions, and forming a view of the world. Unfortunately, the incentives to go through that deliberative process are not the ones that drive the influencer-algorithm-crowd system.

Rather, the system tends to reward content that generates strong reactions and aligns with prevailing opinions. People within the faction who are particularly good at mocking collective enemies or ideological dissenters get recognition from their peers; their clout within the group increases. And when mockery, hostility, and nastiness are not only normalized but incentivized, people will deliver. Marxist writer Freddie deBoer described the dynamics well in a critique of an online pro-housing movement (which he broadly supports), though the problem is not specific to any one faction: “Social incentives cut in favor of nastiness and extremity and against nuance and bridge-building, so the forums gradually become ugly places that are hostile to dissent and celebrate excessive expressions of the group’s orthodoxies precisely because they’re excessive.”43

Social media is impacting social cohesion. The networked crowd allows for the exchange of information, facilitates social influence, and—depending on who is influential—has an impact on norms.44 Social media crowds offer us echo chambers but also echolocation.45 People look for a sense of belonging and understanding of social rules not just by being part of a group but by gauging how groups align with or oppose each other. They try to navigate what opinions are popular, often using engagement as an indicator.

Influencers are like beacons for this navigation process. They draw attention, embody popular opinions, and then rally the group toward collective action.

Men of Words and Men of Action: The Influencers and the Crowds

People we admire and find persuasive, particularly those we find relatable, tend to have more influence on us. This is especially true for issues we consider significant or in situations we see as threatening.46

One of Canetti’s contemporaries was author and philosopher Eric Hoffer, who in 1951 published The True Believer. The book studies the members of crowds in mass movements—persistent, large groups united by a fervent and often fanatical devotion to a common cause or ideology. The true believer of the title is someone who becomes deeply committed to the movement’s ideals because it offers the potential for escape from the dissatisfaction he feels in his life. Indeed, one of Hoffer’s chief points, hotly debated by some, is that mass movements and their component parts (i.e., people) are essentially interchangeable regardless of ideology, which explains why people may flip from one movement to another that is seemingly the opposite in its core beliefs. This is because, he argues, mass movements appeal to the same types of people: “All movements, however different in doctrine and aspiration, draw their early adherents from the same types of humanity; they all appeal to the same types of mind.”47

The behaviors and emotions of the true believers, Hoffer explained, add up to define the overarching behavior of the movement. Its traits can be either negative (discontent, paranoia) or positive (an honest desire for constructive change), but objective reality becomes less important as the movement becomes the primary source of hope for the future. Any point that threatens that hope is ignored or actively rejected. Dogma permeates the movements—there is one truth, one goal—and any available tools, including propaganda and coercion, are permissible to sustain it.

Shared values and goals hold movements together, Hoffer writes, but nothing is quite so strong as a shared enemy: “Mass movements can rise and spread without belief in a god, but never without a belief in a devil.”48 Hatred of another group, he argued, “is the most accessible and comprehensive of all unifying agents.” This remained true as mass movements moved online, as was evident, in sometimes amusing ways, even in the earliest days of the internet. In the mid-1990s, for example, as public adoption of the internet was taking off, the open-source software movement was at its peak. What bound the motley collection of contributors together was partially a commitment to collaboration and better software—and partially a loathing of Bill Gates and Microsoft. “If you cared about Linux on the desktop, there was a big list of jobs to do,” remarked technology writer and critic Clay Shirky in a 2003 keynote address at the O’Reilly Emerging Technology Conference. “But you could always instead get a conversation going about Microsoft and Bill Gates… Nothing causes a group to galvanize like an external enemy.”49

People who become active participants in online movements and factions feel called to action. At a time when many people feel powerless and rudderless in their offline lives or disconnected from their communities—the isolation of the COVID-19 pandemic exacerbated this—online communities offer meaning. Recall Amazing Polly, who galvanized thousands of people to post about Wayfair’s secret side business selling children. The participants in the #SaveTheChildren hashtag sincerely believed that they were helping children held hostage by Wayfair—or even, more simply, that they were helping raise awareness of the evil that is child trafficking. QAnon movement adherents believe that their “research” into Q’s cryptic posts will uncover mysteries, expose hidden truths, and, in doing so, hopefully lead to consequences for those whom they deem evil.

Today’s online audiences are not mere passive recipients of information from influencers. Members of online factions sort themselves into particular roles suited to their temperaments and talents. Studies of online extremist movements describe a variety of ways that the crowd collectively works toward capturing attention and growing its numbers, even absent deliberate coordination.50 Some accounts act as solicitors, or recruiters, drawing others to the movement; ISIS accounts, for example, targeted disaffected young men and women, promising them friendship, comradeship, and glory.

Some create content that educates observers about the group’s theories or claims, intellectualizing it and often pointing people to relevant discussions on other platforms or message boards. There is often a fear that some platform will decide that the group is no longer welcome, and so creating redundancy and a place to preserve group knowledge is important. Many highly factional crowds, as well as extremist groups ranging from white nationalists to ISIS to QAnon, maintain propaganda websites or wikis that define terms and convey group lore that is often below the radar of media explainers.

Then there are the shitposting agitators, whose accounts primarily focus on rage and inciting anger. These often attract the attention of algorithms looking for highly emotionally engaging content or draw members of other factions into fighting about some hashtag or meme.

Meanwhile, much of this activity is observed by a second tier of crowd members: sympathizers, or “fanboys,” who support the movement more passively, perhaps retweeting and amplifying or even just quietly liking the content. They are often disseminators, not creators, but their actions can potentially trigger trending algorithms or provide enough engagement to boost a tweet or post to wider curation by platform algorithms.

Researchers who study the ways all these different members of the crowd interact note that the educators and solicitors were influential in getting the other members to spread content about the group, but the agitators were often more active in spreading content that people would think of as “fake news” or information that was deliberately false but highly engaging.51 

When it comes to classifying members of the crowd, Hoffer’s seventy-year-old analysis once again proves salient. The same characters are also discernible in The True Believer. Hoffer identified the “men of words”: those who seed the initial ideas of a movement and lay the groundwork for a mass of true believers. The success of a movement depends on discrediting the prevailing order and institutions and familiarizing the potential of the new—as Bernays described, the work of the invisible rulers. The men of words might be novelists or muckraking journalists or propagandists—or, today, firebrand influencers—and they craft the doctrines and slogans of the new faith as they create the demand.52 Then come Hoffer’s Fanatics, the disenchanted and angry chaos agents willing to believe the unbelievable, who spread the word and generate the gravitational pull of the early crowd. Today, Fanatics may be a more polite name for shitposters, the more nihilistic foot soldiers of the faction. Finally come the “men of action”—those who step up to helm the movement, who hoist the oriflamme and eventually build the power structures necessary to crystallize the vision. Think Donald Trump.

The leaders who rise to steer the true believers, Hoffer explained, are characterized by audacity and joy in defiance; by brazen disregard for consistency; by delight in symbols and spectacles; and by deep understanding of human nature, like the craving for communion.53

Canetti’s dynamics and Hoffer’s archetypes are easier to spot today because social media have enabled them to proliferate. Content production and dissemination is free and easily available for the men of words; dangling bait for the crowds has never been easier—all it takes is a hashtag. Fanatics are legion, loitering on Twitter or within Discord servers. And men of action are watching eagerly, quick to capitalize on the latest “belief.”

The concept of individuals and crowds taking action has always been integral to propaganda. French philosopher Jacques Ellul, writing about propaganda in 1962, argued that it seeks not to change minds but to stir people to action. “Action makes propaganda’s effect irreversible,” he wrote. “He who acts in obedience to propaganda can never go back… He is obliged to continue to advance in the direction indicated by propaganda, for action demands more action… He is forced to accept the new milieu and the new friends propaganda makes for him.”54 Ellul likely had Vichy collaborators in mind when he penned these words, but he might as well have been talking about QAnon supporters or any other die-hard, always-online faction.

Perpetually online crowds are the new normal—and their evolution is powerfully transformative. Movements that might have grown over time as they built up an infrastructure for organizing can now spring up overnight. This velocity change carries new challenges—while online crowds are adept at capturing attention and sometimes achieving an objective or two, they are also often fragile and conflict ridden, lacking the organizational depth or capacity to achieve meaningful change. They may struggle to build alternatives rather than simply tearing things down.55 But they nonetheless offer the potential to galvanize nonviolent movements for justice and human rights.

The Online Crowd and Consequences

We have focused heavily on political crowds and warring factions, but the power of online crowds is broad. In January 2021, anyone who was still naive enough to believe that online crowds don’t have bearing on the offline world was quickly disabused of the notion. No, this isn’t a reference to the events of January 6 at the US Capitol—we’ll talk about that in the next chapter.

This is the story of stonks: an extraordinary series of events involving online crowds, their murmurations, and billions of real-world dollars.

The online forum Reddit has traditionally been a place for people with shared interests to gather and discuss movies, sports, celebrities, board games, current affairs, or any number of other topics. Reddit’s groups, known as subreddits, can range from ordinary (spaces for people to chat about the latest blockbusters) to the truly unconventional (like r/BirdsWithArms, where members post pictures of birds with arms photoshopped onto them).

While debates can get heated among enthusiasts of this movie or that game, the chats are usually fairly innocuous. But in January 2021, a small group of mom-and-pop investors posting in r/wallstreetbets (tagline: “Like 4chan found a Bloomberg terminal”) decided to take on powerful hedge funds that were trying to short-sell the struggling video game company GameStop. By the time they were done, the group—most of whom only interacted on the subreddit—had gutted one of the most successful hedge funds in the world.

Why did they do it? It was partly out of nostalgia for GameStop, which had been a major chain store in the 1990s, before video games were easily downloaded direct to consoles, and was now trying to move into the online market. And it was also meant to stick it to the man, to thwart the greedy capitalists who, like sharks, had sensed the weakness of the flailing video game company and were shorting its stock for a quick buck.

Whatever the exact motivation, the movement started with a simple meme: a crudely drawn man in a business suit standing next to a stock trading board with an orange arrow shooting upward and the word stonks written on it. The versatile meme had been around for years and was often used to mock experts who gave bad financial takes, to poke fun at people making bad financial decisions, or to express disdain for the unnecessary complexity or surrealism of modern financial markets.56 The funny misspelling of stocks was, of course, deliberate. In this incarnation, it became a rallying cry. Wall Street hedge fund traders had long mocked small-time retail investors as blundering bumpkins, but now the crowd was gearing up to take them on.

The hedge funds knew GameStop was in trouble and were trying to short it—that is, borrowing the company’s stock at one price, selling it (in massive quantities), and buying it back on the cheap before returning the borrowed shares. In effect, they were betting that they could drive the price down, since other people who held the stock might see the momentum and try to get out of their own shares as well. In the unlikely event their market research was wrong and the stock for some reason went up, they would be on the hook for billions.

The small-time traders on Reddit decided that they were going to stop them. They started buying up modest quantities of GameStop shares online, using investing apps like the appropriately named Robinhood. There was no actual planning—just a sudden, almost spontaneous move to buy GameStop shares and stymie the corporate raiders. As word of what was happening spread, it started trending on Twitter and other social media, where other day traders joined in, and a chorus of digital onlookers cheered them on.

Even Elon Musk, an extremely online billionaire with a complicated relationship to market manipulation, added his voice—a single-word tweet reading “Gamestonk!”57 It was seen as a rallying cry for the masses, further fueling the fire. The stock price spiked immediately following Musk’s contribution.58

Before the short squeeze began, GameStop shares were trading at around $19. As r/wallstreetbets users weighed in, it approached nearly $500 per share at its peak.59 The big investors were facing a catastrophe. Robinhood and other brokerages eventually suspended trading, citing insufficient funds to cover investors’ stock. This outraged the crowd, which saw it as an effort to protect the hedge funds.60 Robinhood chatter popped up across social media platforms as people darkly speculated about its motives.

By then it was too late for hedge funds like Melvin Capital, which had started the month of January 2021 worth more than $12 billion and saw more than half of its value wiped out by the collective hijinks of the Reddit users. Its founder, Wall Street star investor Steve Plotkin, later quietly announced he was shuttering his fund.

The rout was complete.

The Power of Murmurations

It was not just short-selling hedge funds that were wiped out, of course; many of the people in the crowd who were drawn to the momentum and excitement bought near the top and lost significantly. There were plausible market-fundamentals angles at the core of the GameStop trade, but millions of observers and participants were sucked in primarily by the David versus Goliath story—the highly relatable narrative of nihilism, retribution, and lulz.61 Narratives have always had the power to move markets—the tulip bubble occurred prior to the invention of radio—but social media has transformed the way that incentivized crowds parlay online narratives into real-world economic events.62

This bottom-up social network amplification chain—this human murmuration—is incredibly powerful. It can surface civil rights violations, spark protest movements, move markets, and help the public follow breaking events, whether traditional media choose to participate or not. But it’s also how a daily parade of rumors, pseudo-events, and conspiracy theories are made to trend: #Ivermectin, #SaveTheChildren, #StopTheSteal, #TheJews. Although they are the target of invisible rulers, monetized by influencers and platforms alike, the power of the crowd in shaping perception today is profound.

This is the new normal; each day there are new hashtags that suck in tens of thousands of people, capturing attention and also sparking factional vitriol. Momentarily viral narratives swell up and then recede like waves. The specifics are often forgotten, but the rage, the tribalism, is further reinforced with each new battle. Whether organic or contrived, these moments are propelled by influencers, amplified by online crowds, and curated and pushed out to specific factions by algorithms that reward engagement with yet more engagement. A giant web of interconnected users, each with an agenda, shouting at one another to pay attention.

What you see in your online crowd or in your bespoke reality is often wholly different from what is rippling through others’. There is consensus and cohesion within the crowds but often not across them. Every crowd proclaims itself the public, while it is merely a public.

It is a good thing that we are no longer restricted to hearing the voices and opinions approved by institutions or filtered by media elites. But the fractured system that has replaced its predecessor is hardly an improvement: a maelstrom of viral hashtags competing for attention, hopping from community to community, amplified by crowds of true believers for whom sharing and retweeting are akin to religious ritual. Each individual act of clicking or resharing may not feel like impactful, but in the aggregate those acts shape conversations, beliefs, realities.63

Influencers, algorithms, and crowds are increasingly defining reality. And America’s political and civic norms have not yet adjusted to these conditions. We may not be entirely sure why something popped up in our feed, but that doesn’t obviate the nagging feeling that we should pay attention. We are now surrounded, at all times, by urgency; by demands to question elections, howl about censorship—and even storm capitals.







PART II







5

Propagating the Big Lie

Ali alexander entered American politics around 2007, working as an unremarkable campaign staffer on John McCain’s failed presidential bid. Twelve years later, he rose to national prominence when, campaigning for Donald Trump’s 2020 reelection, he helped popularize a now infamous slogan, “Stop the Steal,” as the rallying cry of a political movement.1

Alexander’s transformation can be viewed on one level as an individual one: the journey of a provocateur troll who grew increasingly unhinged in his rhetoric, accusing a Democratic representative of marrying her brother, then questioning Kamala Harris’s blackness, and finally calling for coups both at home and abroad.2 

But his transformation is also representative of a larger change—a paradigm shift in the political landscape, resulting from the smashing together of the rumor mill and the propaganda machine. Although the McCain and Trump campaigns were both run by Republicans and separated by little more than a decade, they were wildly dissimilar. McCain viewed traditional media as essential allies; Trump viewed them as bitter enemies.3 McCain struggled to gain traction on then nascent social media; Trump was Twitter’s most famous user.4 McCain’s campaign reportedly chastised Alexander when he entertained the notion of voter fraud; Trump’s campaign made the allegation of it their centerpiece.5

Alexander’s story, and that of the 2020 election more broadly, is one of influencers, algorithms, and the crowds around them operating in concert to make bespoke realities—and history. It’s the story of propaganda and rumors swirling together, compounding, and—tragically—undermining the 237-year tradition of peaceful transfer of power.

But how did it happen? Depending on the political party you align with and the media you follow, you may have heard the president and his inner circle—longtime political operatives like Rudy Giuliani and Roger Stone—pushing allegations of fraud.6 Or you may have seen those claims covered (or fact-checked) by large broadcast media outlets. But this top-down, elite-driven propaganda machine was only half the story. The online rumor mill simultaneously operated in overdrive throughout the 2020 campaign as the new elite—the political influencers and their aligned factions—boosted story after story that purportedly provided evidence of the president’s claims. Some participants were true believers, while others knew better. They were united by one common purpose: to repeat the narrative so many times that it became a reality.

They achieved that purpose. A complex system of small lies and rumors snowballed into the vast conspiracy theory known simply as “the Steal.” And the result was real-world violence.

February 2020

The first factional skirmishes of the 2020 election happened on the left. The emoji-in-bio political factions proliferated as the Democratic primaries got underway: the bee for Kamala Harris’s “#KHive,” a hibiscus flower for supporters of Hawaii native Tulsi Gabbard, and the long-standing rose of Bernie Sanders–supporting Democratic Socialists.7 Interestingly, while moderates such as Joe Biden and Pete Buttigieg had plenty of supporters, they did not have prominent emoji-branded fandoms; the center seems less inclined to visibly activate on social media platforms.

Yet the first contest—the Iowa caucus on February 3, 2020—was unexpectedly won by Buttigieg, the former mayor of South Bend, Indiana, with Bernie Sanders coming in a close second. Perhaps because he had a far less visible social media fandom than more progressive challengers, Mayor Pete’s win was incomprehensible to some of the more passionate progressive influencers; surely if he was popular, they would have noticed that on social media? Despite the fact that Senator Sanders did not dispute the result himself, a highly visible portion of his faction of supporters began conspiracy theorizing about its legitimacy. The local Iowa Democratic Party, it turned out, had hired a contractor, Shadow Inc. (the conspiracy theories write themselves), to build a new vote-counting app for $63,000 with a two-month turnaround.8 Not enough money, not enough time. On caucus day, it didn’t work. Results were delayed as caucus organizers reverted to a manual tally.

Rather than presuming incompetence, the rose-in-bio faction leapt to malice. They alleged a plot to steal the primary from Bernie, just like Hillary Clinton and the Democratic National Committee had purportedly done in 2016.9 Verified Sanders-supporting “blue-check” influencers, high-profile journalists, and politicians participated in the rumor mill, implying that the Iowa Democratic Party was stalling because it was unhappy with a Sanders win, that local party loyalists had in fact rigged results for Buttigieg, or that Buttigieg had somehow engineered the situation.10 Supporters of other candidates wondered if Russia had been involved—absent any evidence.11 #MayorCheat (rhymes with Pete) trended.12

As the debacle unfolded, some of the more conspiracy-minded settled on a scapegoat: Robby Mook, Hillary Clinton’s 2016 campaign manager. Mook’s name began to trend on Twitter, with tens of thousands of tweets darkly speculating about his role in the Shadow Inc. app (he had none).13 These insinuations, too, were retweeted by high-profile influencers and journalists,14 increasing their reach. Mook himself tweeted a denial, but as usually happens, his rebuttal got less attention than the theories; the engagement it did generate consisted primarily of further attacks.15 This intraparty fight, meanwhile, was noticed by prominent Republican influencers: Turning Point USA founder Charlie Kirk, other Make America Great Again (MAGA) faction activists, and right-wing media boosted both the conspiracy theories and the more accurate stories about general incompetence.

While it’s impossible to determine the identity of every rose-in-bio or MAGA tweeter whose engagement propelled Robby Mook into the villainous Main Character role that evening, the conversation appeared to be overwhelmingly driven by real, authentic, domestic influencers and passionate online factions. This wasn’t a problem of “foreign interference” or “Russian bots,” despite some of the online chatter: this time the conspiracy theorizing was coming from inside the house.

As I watched the fight unfolding in Twitter’s Trending Topics feature that night, it occurred to me once again that terms like misinformation and disinformation—which media tended to use to describe moments like this—weren’t quite right. The right was opportunistically amplifying the chaos unraveling their opponents, of course, but on the left the trends were driven by what seemed to be genuine, heartfelt rage and sincere belief in the claims. People were trying to make sense of the world in the moment, even as the facts couldn’t yet be known. And yet, there was something alarming about how quickly the rumor mill had leapt to the assumption of malice, pulling out the “Man Behind the Curtain” trope and implying a deliberate effort to try to steal the Iowa caucus from the rightful winner. The online crowds were direct participants, digging around to find evidence that Mook was duplicitous, as political influencers poured gasoline on the trend. Other people, including Buttigieg’s supporters, tried to counter the claims, but that too primarily perpetuated the trend. Sensationalism and conspiracy theorizing had become the norm.

A similar event had played out quite differently eight years prior. In 2012, before Twitter and Facebook had become gladiatorial arenas for warring political factions, Mitt Romney had been declared the victor in the Iowa caucus during the Republican primary. However, after amended counting, the victor flipped to Rick Santorum. And yet archives of Facebook posts and media coverage turn up very few allegations of malice or wild conspiracy theories about how Republican Party insiders were trying to rig the caucus. There was still plenty of partisan media in 2012—talk radio and cable news influencers and a growing social media ecosystem. But in the eight-year period between the Iowa caucuses of 2012 and 2020, something significant changed. Influencers, algorithms, and crowds had created new norms.

April 2020

The factional infighting in the Democratic races, however, was nothing compared to what would soon emerge in the campaign between primary victor Joe Biden and incumbent Donald Trump. Although the online rumor mill had churned with various theories propagated by the Democratic factions, the wild allegations of “rigging” were not amplified by the candidates themselves. When left-leaning mass media covered claims of fraud, they did so overwhelmingly to debunk them.

But in April 2020, as the United States was largely under lockdown for the COVID-19 pandemic, President Trump began to criticize mail-in ballots. They would lead to fraud, he argued. “Mail ballots—they cheat. OK? People cheat,” he said in a press conference. “There’s a lot of dishonesty going along with mail-in voting.”16 The claim became a drumbeat, restated again and again, for months, in press conferences and on social media.

 There had been occasional incidents of ballot fraud in past elections, which offered a grain of truth to point at. But there was no evidence of significant or systematic fraud associated with mail-in ballots; Trump’s own voter integrity commission examining the 2016 election had found no significant fraud,17 and Trump himself had previously voted by mail.18

No matter: mail-in ballots were now a partisan grievance. Right-wing media began to write about them. Right-wing influencers began to talk about them. The partisan propaganda machine was in play, framing the topic for its audience.19

The belief that American elections were unfair, while not novel (see Bush v. Gore), had gained in prominence since 2016.20 Trump and his supporters, in fact, had spent the last few weeks of the 2016 campaign declaring that the race would be stolen from him—a narrative that the storied Russian trolls had eagerly boosted, looking to delegitimize the election ahead of Trump’s assumed loss.21 When he unexpectedly won, groups of vocal Clinton supporters (and Clinton herself) became convinced that the victory was due to an assist from fake news on social media or from Russia.22 Suspicions of Russian meddling snowballed into a series of investigations, which found little evidence of collusion23 but incontrovertible evidence of interference;24 the whole mess was munged together under the term Russiagate, and consensus on what had happened split along political-identity lines.25 Now, in 2020, rumblings of stolen elections had begun again—originated by Trump, the sitting president of the United States.

The question was, What to do about it?

The Big Tech platforms did not want a repeat of the post-2016 hearings and investigations into how they’d failed to defend free and fair elections. Since 2017, they’d debuted new content moderation policies around election integrity. They’d developed policies specific to hacked materials (if, for example, Russian military intelligence again dumped a cache of one candidate’s emails).26 Facebook also laid out an overall enforcement rubric—“remove, reduce, and inform”—describing a collection of interventions, the most severe of which involved the removal of posts or accounts.27 “Reduce” throttled distribution via algorithmic downranking, pushing content into user feeds less frequently. “Inform” involved attaching a pop-up notice or label to a post to add context and alert the viewer that the content had been fact-checked or might be disputed. Other platforms used different terminologies, but their toolkits were largely the same.

The platforms had also developed “coordinated inauthentic behavior” policies—rules to prevent, for example, fake Texas secessionists located in Saint Petersburg from piggybacking on or disrupting the political expression of real Texas secessionists. In 2018, most reasonable people agreed that interference in politics by foreign trolls was a bad thing. And so, Facebook, Twitter, and Google had built up integrity teams that had gotten quite adept at taking down networks of inauthentic accounts tied to foreign governments all over the world. They communicated with relevant government leaders and agencies worldwide about some of these findings and delivered briefings to media. The tech platforms had also begun to run “war rooms” during major global elections—America was not the only target.28

But inauthentic foreign actors weren’t the sole problem. There had been several instances29 of domestic groups using manipulative, inauthentic tactics as well: in 2016, the frog-in-bio pro-Trump faction used automated “bot armies” to dominate Twitter’s Trending Topics lists and shape the conversation.30 That same year, a prominent pro-Trump troll propagandist, Douglass Mackey, spread a meme encouraging Clinton voters to text their votes or vote on different days; he was found guilty of voter suppression in 2023. Thousands, it seemed from the legal filings, had been tricked.31 At Mackey’s trial, another pseudonymous troll, “Microchip,” testified about the broader effort, including work to salaciously reframe the Clinton campaign’s hacked emails—the foundation of Pizzagate. There was nothing particularly surprising or sinister among the emails, Microchip noted, though at the time he’d posted thousands of messages suggesting otherwise: “My talent is to make things weird and strange, so there is controversy.” When a prosecutor asked whether he had believed what he’d posted, Microchip didn’t hesitate: “No,” he said. “And I didn’t care.”32

In late 2017, several different groups on the political left ran fake Facebook pages pretending to be right-wing media outlets in the special election for an Alabama Senate seat.33 I knew of one such effort, run by a company I later worked for, which had created Facebook pages that looked on the surface to be made by center-right Alabamans but in reality were run by outsiders.34 When the story about the efforts broke a year later, Facebook suspended the accounts of those responsible for the fake pages.35

By this point, however, the sense had taken hold that politics on social media was going to be the Wild West. Online manipulation became part and parcel of brass-knuckles politics; some party politicos and activists speculated aloud about whether they were at a disadvantage if they were not using all of the tactics that social media made possible.36 And so it was unsurprising to see similar efforts appear again in 2020. A contractor named Rally Forge, working on behalf of Charlie Kirk’s pro-Trump right-wing youth group Turning Point Action, was exposed for running hundreds of Facebook, Twitter, and Instagram commenter accounts that masqueraded as a grassroots conservative groundswell.37 The accounts, some run by teenagers, played down COVID-19 and cast aspersions on the integrity of mail-in ballots—echoing the president’s talking point.38 A different network, of nearly thirteen hundred domains masquerading as local news39 (owned by activist Brian Timpone),40 got in the game as well: the “Milwaukee City Wire” made false allegations about Milwaukee having more votes than registered voters. This story was picked up by Sean Hannity41 and then shared by Governor Scott Walker, laundering the propaganda from blog to media to social media.42

By this point, both foreign and domestic trolls, influencers, and crowds had mastered the art of propagating “unfair election” allegations. Platforms were hustling to address this phenomenon and crafting policies specific to election-related content—but to their dismay, the trolls had by then also mastered the art of “unfair moderation” allegations.

The “Censorship” Pretext

Right-wing elites and media had claimed for years that Big Tech content moderation policies were biased against conservatives—recall Facebook’s Trending Topicsgate in 2016. The chorus increased as platforms began to take a more proactive approach to moderation to reduce harassment and hate speech. Over time, removing, reducing, and informing all became the target of a deliberate, strategic reframing campaign to brand any content moderation—even the mere addition of a fact-check label—as “censorship.” Who are platforms to be the arbiters of truth or to determine what is hate speech? What about the First Amendment? went the arguments. Alternative social media companies like Gab, Rumble, and Parler had emerged by this point, catering to MAGA audiences with rhetoric declaring their commitment to free speech.43

There is, of course, no legal requirement for a private company to adhere to the First Amendment, though all of the major social media platforms generally, and rightly, attempted to balance moderation and free expression. The value is important—we should want to maximize it! And yet, the design of the social media ecosystem had changed the dynamics of rumors and propaganda, lies and counterspeech so significantly. To thread this needle, in 2018 my colleague Aza Raskin at the Center for Humane Technology and I broached a way of thinking about the distinction between hosting and promoting content: “Freedom of speech, not freedom of reach.”44 Platforms should ensure that users could express themselves, but there was no right to algorithmic amplification. Decisions about what to suggest and what to curate were a function of complicated trade-offs made by companies with a business incentive to keep as many customers as possible happy, at a global scale. While it was important to be transparent about their policy enforcement, platforms did have their own right to moderate and curate. They might decide to host, for example, an alternative-remedy cancer group that touted juice fasts, but that didn’t mean they were obligated to actively promote and recommend it to others.

There are real debates to be had about how platforms moderate and rightful concerns about unaccountable private power setting the rules of democratic debate on global communication platforms.45 But the framing battle to redefine all content moderation—even labeling an article—as “censorship” is purely a political ploy.

Howling “censorship”—a word with bad moral connotations—has become a favored tactic for working the refs. Painting the entire endeavor of content moderation as morally reprehensible or illegitimate makes even nuanced policies suspect and reframes those who violate them as victims of tyranny. It positions private-company business decisions to maximize a positive user experience as the equivalent of authoritarian governments deliberately suppressing viewpoints (ironically, authoritarian leaders do try to force platforms to silence dissidents). The word censorship has become a thought-terminating cliché. One need simply levy the accusation to put the accused on the defensive.

All that said, however, there was no demonstrable or quantitative evidence that platforms were actually ideologically biased against conservatives.46 Studies consistently found the opposite: that conservative viewpoints tended to dominate social media.47 An independent audit of Facebook uncovered no evidence of systematic anticonservative bias.48 The Trump reelection campaign’s actions did not suggest a deep belief that they were censored; it spent more money on Facebook ads than any of Trump’s Democratic rivals even while criticizing the company.49 Peer-reviewed research conducted by Twitter found that the political Right enjoyed higher amplification compared to the political Left in six out of the seven countries examined.50 Yet the perception of right-wing censorship persists among American Republicans, with 90 percent believing that social media sites censored their political views as the 2020 presidential campaign entered its peak.51

Right-wing influencers and hyperpartisan media also enjoyed a significant advantage over the academic experts painstakingly evaluating bias data: they could simply ignore any inconvenient facts and yell. Any moderation action against right-coded figures or media—even if accidental and immediately reversed—could be framed for the MAGA online faction as further evidence that Big Tech hates you, riling up the crowd for a viral social media moment. The result was a burgeoning class of Perpetually Aggrieved influencers and media-of-one persecution profiteers, each with hundreds of thousands to millions of followers, beloved by the recommendation engine and often heavily monetized across multiple platforms, wailing incessantly about how the elites, mainstream media, and Big Tech were silencing them—and, by extension, you.52

Trump, in fact, had played up this narrative in 2019, soliciting stories via a web form from ordinary people who thought they’d been censored by Big Tech53 (nothing appears to have come of the effort) and hosting a gathering at the White House for “censored” influencers.54

One of those who attended the influencer forum was Ali Alexander, then thirty-five years old. Alexander had increased his profile since Trump’s 2016 election victory by stoking online conspiracy theories and building ties to established figures in Trump’s sphere, such as conspiracy theorists Alex Jones and Laura Loomer, as well as Roger Stone, a former Richard Nixon advisor who had made a name as a “dirty trickster” for the right. Alexander had also cultivated support from more extreme figures in the Republican congressional caucus such as Representatives Mo Brooks of Alabama and Paul Gosar of Arizona. And he appeared to have some clout with tech leaders; then Twitter CEO Jack Dorsey had asked his opinion on whether or not to ban Alex Jones.55

Alexander had first gained prominence among those who followed the shenanigans of online political discourse when he accused the Somali-born Democratic representative from Minneapolis, Ilhan Omar, of marrying her brother. He went on to denounce then presidential candidate Kamala Harris for not being an “American Black” because her father had been born in Jamaica.56 That earned him a coveted retweet from Don Jr., Trump’s son; though later undone, it nonetheless helped to cement Alexander as a rising star of the Far Right ecosphere at the time. He was a talented influencer, acutely aware of the power of trolling and online vibes; in his own words, he was an “interpreter of energy for this period.”57 But he would only shoot to national celebrity—and infamy—as one of the key organizers of the “Stop the Steal” rally on January 6, 2021.

May 2020

The moderation aggrievement cycle truly took off in May 2020 with yet another Trump tweet about mail-in voting, “There is NO WAY (ZERO!) that Mail-In Ballots will be anything less than substantially fraudulent.”58 On the surface, it was just one more post in a litany of repetitive claims to establish and reinforce the pretext that if Trump lost, fraud was to blame. Once again, the fact-checkers got to work.

This time, however, Twitter’s moderation team chose to apply the “inform” option to the president’s post and labeled the tweet with a link to a fact-check declaring the claim “unsubstantiated.”59

The decision was incendiary. Republican political leaders, media, and influencers exploded. Trump raged over the label in a subsequent pair of tweets: “@Twitter is now interfering in the 2020 Presidential Election. They are saying my statement on Mail-In Ballots, which will lead to massive corruption and fraud, is incorrect, based on fact-checking by Fake News CNN and the Amazon Washington Post… Twitter is completely stifling FREE SPEECH, and I, as President, will not allow it to happen!”60 The post hadn’t been taken down. It was fully visible. But it had been contextualized—using the counterspeech of a label. Two days later, Trump signed an executive order61 calling for the regulation of social media companies that attempt to censor or engage in “political conduct,” stating, “One egregious example is when they try to silence views that they disagree with by selectively applying a ‘fact check.’”62 (Biden revoked Trump’s order the following year.)63

The platforms chose to expand their election integrity policies ahead of the 2020 race because—both in- and outside the United States—the propaganda of election delegitimization presents a risk to democracy.64 Delegitimization matters because it rejects the meaning and authority of democratic processes, institutions, and officials, hollowing them out and incapacitating them over time.65 This is distinct from healthy skepticism or mistrust of a specific politician or policy or evidence-based concern about an election outcome. Delegitimization rejects reasoned inquiry in favor of demeaning, undermining, and threatening or making baseless, conspiratorial accusations about its targets. The problem is not as simple as a losing candidate declaring himself the real victor and inciting political violence. Delegitimization has a cumulative impact, eroding belief in both the value of elections and the rightful authority of the government.66 There had already been a demonstrable and growing deluge of lies, dirty tricks, viral rumors, and influence operations happening on platforms globally, particularly around elections. Doing nothing would have been unethical.

Despite the stated policies, the largest influencers—and the president himself—were treated with kid gloves. They had massive followings, and if their posts were moderated or their accounts banned, they and their factions could air their aggrievement loudly on other platforms, often going viral in the process. And so the sitting president and his surrogates, aligned media, and top political influencers began to tell crowds of his supporters—online, on television and radio, and in print—that the election was going to be stolen from them—over six months prior to Election Day. The leader of the free world, with his 80.2 million Twitter and 29 million Facebook followers, began his 2020 reelection campaign by undermining the very democracy he wanted to represent.

It was in this environment that the Election Integrity Partnership (EIP) began its work.

July 2020

By the summer of 2020, efforts to preemptively delegitimize the election had become almost formulaic: Trump would catastrophize—absent any evidence—about rigged elections, often on Twitter. The claims were covered across the media ecosystem: Fox News and other right-wing media discussed the allegations, while mainstream media debunked or contextualized them. Influencers and prominent figures would share the resulting stories with their audiences.67 But something else was happening as well: ordinary Trump supporters had begun to proffer “evidence” to support the theme—things they observed happening around them, now interpreted in the context of voter fraud. A decidedly bottom-up process had begun: rumors advanced by members of the faction, based on little more than a photo and an assumption, snowballed from the bottom to the top, as influencers, media-of-one figures, hyperpartisan media, and sometimes Trump himself boosted them.

It seemed clear that social media would be the main front in something more akin to a sustained information war than a normal presidential campaign. The American public was going to be barraged with messages from both authentic networked activists and also malign actors. Who was responsible for determining the difference, and what was the appropriate response?

Some political factions had dedicated themselves to creating the kinds of networks necessary to move information in the modern communication ecosystem: influencers with hundreds of thousands of followers and crowds in the millions; media-of-one creators and hyperpartisan-aligned outlets that could turn tweets into content for subsequent rounds of viral sharing, across all platforms; a deep understanding of how to move a claim not only from the top down (from elites to the public) but from the bottom up. They understood the dynamics of both the propaganda machine and the rumor mill and had strategies for each.

State and local election officials, fact-checkers, and those tasked with trying to counter misleading viral stories about the integrity of the election did not.

It reminded me of my experience with the fight over the California vaccine bill in 2015: the people with the most accurate information were still on the periphery. They could communicate with mass media or publish a fact-check, but there was not much of a strategy for networked communication or rapid response. And it wasn’t clear whether the audience would trust what they had to say.

Recognizing this challenge, a handful of student research assistants at the Stanford Internet Observatory approached our director, Alex Stamos, about the lack of support for election officials dealing with viral claims and disinformation. This led Alex to propose a joint effort with other research institutions to observe public social media conversations about voting and election integrity, with the goal of trying to triage what was starting to spread rapidly. That way, counterspeakers could quickly respond to burgeoning rumors.

The students had interned at the Department of Homeland Security’s Cybersecurity and Infrastructure Security Agency (CISA), where they had worked on the services that the federal agency was providing to the roughly ten thousand local and state authorities who actually run elections in the United States. While communication lines on direct cyberattacks against election systems were open, they recognized that there was little in the way of communication between social media researchers, who could see when stories were getting lift, and state and local government officials tasked with ensuring free and fair elections. State and local officials had a difficult time determining what was worth responding to. They found it hard to tell whether something was likely to go viral or was just a post by a random guy with six followers who was wrong on the internet; small cases were better ignored to avoid inadvertently amplifying a lie with a correction. If a correction was needed, however, getting it out quickly mattered quite a bit.

Disinformation campaigns by hostile state actors were also a significant source of concern; investigating evidence of foreign manipulation had to happen during the campaign, not after. Tech companies would have to be included, since this would all be playing out on their infrastructures; they’d stated clearly that they would be on the lookout for foreign trolls and violations of their election integrity policies, but having another pair of eyes on their effort was important.

The government was, of course, undertaking its own independent efforts: CISA, run at the time by Trump appointee Chris Krebs, announced a plan for a Rumor Control website that would put out official clarifications of stories that attracted national attention.68 The Federal Bureau of Investigation’s Foreign Influence Task Force, established in 2017 by Trump appointee Christopher Wray, and the State Department’s Global Engagement Center, tasked with countering foreign propaganda campaigns, were responsible for assessing state actor shenanigans. Adjacent to those efforts, the Elections Infrastructure Information Sharing and Analysis Center, a nonprofit group of state and local election officials from all parties and spanning all fifty states, had been established in 2018 to share information around cybersecurity and other threats to elections; addressing misinformation about election procedures and voting fell under their remit as well.69

There were many different stakeholders trying to ensure a free and fair election, but everyone was largely working in silos. Tech and government discussed threats, and there were communities of researchers within civil society and academia who occasionally collaborated, but there had as yet been no attempt at a nonpartisan, networked response in which entities good at detection collaborated with those adept at rapidly countering misleading claims. Politicians, tech companies, and academics had been talking about a “whole of society effort” to mitigate online election manipulation for years by the time the 2020 campaign kicked off. Now, the Election Integrity Partnership was going to try to create one.

Our team at Stanford Internet Observatory had studied narrative dynamics and disinformation campaigns in several non-US elections already. We regularly identified and examined inauthentic networks and state propaganda campaigns, publishing research and briefing the media, Congress, and relevant agencies about our findings. The other three core members of the EIP had similarly deep experience: the University of Washington’s Center for an Informed Public was expert in how rumors spread during crises; Graphika, a company of “internet cartographers,” specialized in online network analysis; and the Digital Forensic Research Lab of the Atlantic Council (a nonpartisan think tank) had years of experience investigating the mechanics of state actor and violent extremist manipulation campaigns globally.

Beyond the inner circle, we set up a tip line for outside partners, which included civil society organizations like the NAACP and AARP.70 We reached out to the Democratic National Committee and the Republican National Committee (the latter never responded). And we set up basic “ticketing” infrastructure using a commercially available tool called Jira to keep track of what kinds of narratives were appearing and going viral, not only for the purposes of rapid response but so that we could do a comprehensive academic study of 2020 election narratives after the fact.

Most importantly, the Election Integrity Partnership scoped our work solely around false and misleading claims related to voting, including those that attempted to delegitimize the election; we had no interest in following every fib that one candidate told about another. Politicians lie; leave that stuff to the fact-checkers. We cared about understanding viral narratives that might impact people’s right to vote or shape public opinion about the legitimacy of the election itself.

As it turned out, there was no shortage of those.

September 2020

The sitting president of the United States didn’t just lay the groundwork for allegations of a stolen election months before voting began—his campaign also conscripted an “Army for Trump” to watch for shenanigans and provide “evidence” of his claims. Mail-in ballots loomed large. Allegations began to pop up about found mail, destroyed mail, lost mail, dumped mail, and, of course, forged or fake ballots. The rumor mill diligently worked whatever it could generate, no matter how flimsy, into the broader frame of the massive steal.

On September 23, for example, a couple of trays of mail were found in a ditch in Grenville, Wisconsin. Local media reported accurately on the story, noting the presence of three trays of mail that included some absentee ballots.71 However, the story was quickly picked up by Jim Hoft, founder of the hyperpartisan conspiracist outlet Gateway Pundit. In his hands, the facts turned into dog whistles: “Democrats are stealing the 2020 election. Two trays of US mail were discovered in a ditch near Greenville, a rural area north of Appleton, Wisconsin. According to local officials the mail included mail-in ballots. The USPS unions support Joe Biden.”72

The flimsy innuendo did its job—Hoft’s story went viral on Twitter as political influencers like Turning Point’s Charlie Kirk shared it to their millions of followers, who in turn amplified it themselves.73 A few days after the viral moment, Wisconsin election officials clarified that the mail had not included any Wisconsin absentee ballots; months later, in February, further investigation revealed that a disgruntled postal worker had been responsible and that seven Minnesota ballots were returned to the state and processed.74 

In another instance, a person took a photograph of ballot envelopes in a dumpster in Sonoma, California, and reached out to dozens of influencers, including one named Elijah Shaffer, who was working at the time for Glenn Beck’s right-wing media outlet TheBlaze. “SHOCKING: 1,000+ mail-in ballots found in a dumpster in California,” Shaffer tweeted. “They were allegedly discovered in the Republic Services of Sonoma County central landfill. The zip code ‘94928’ on the ballots matches the county. These are original photos sent to me. Big if true.”75

It was not true. Nonetheless, within hours after Shaffer posted, the Gateway Pundit wrote the theory into a news story: “EXCLUSIVE: California Man Finds THOUSANDS of Unopened Ballots in Garbage Dumpster—Workers Quickly Try to Cover Them Up—We are working to verify.”76 The first paragraph of the article contained the ever-present phrase “big if true.” Other right-wing influencers and QAnon influencers began to retweet Shaffer’s tweet and share the Gateway Pundit’s article; eventually Donald Trump Jr., who had 5.7 million followers at the time, boosted the theory.77 It went massively viral.

Local election officials tried to clarify that the mail in the dumpster consisted of old envelopes from the 2018 election that had been disposed of in accordance with the law.78 It may not surprise you to learn that their tweet got a fraction of the attention—a few hundred likes and retweets. Gateway Pundit appended its headline in response—“County Says Returned Ballots from 2018?”—but then added a sentence undermining the effort to correct the record: “The county says the ballots were already opened. You can judge for yourself.”79 Everything is just a matter of opinion.

The most remarkable thing about the myriad “Waylaid Ballots” stories was how formulaic, how tropey, they actually were. The rumor mill sometimes directly repurposed old content and images, using them to imply that a new Waylaid Ballot event had just happened or had happened in a new place. The political influencers and hyperpartisan media exaggerated the facts or used innuendo to concoct a villain even if there was absolutely no justification. The crowd shared each rumor with professions of outrage, tagging in political influencers, fueling the algorithm. If the claim got enough attention or did a particularly good job of advancing the drumbeat of pervasive, perpetual fraud, huge influencers, like the president’s sons, his inner circle, or the president himself, might also get involved. The effect of that potent formula—familiarity, novelty, and repetition—managed to create the perception that a handful of disparate events were frequent, connected occurrences. After all, where there’s smoke, there’s fire. The repetitive drumbeat of rumors about ballots reinforced Trump’s framing that mail-in voting was bad and created a perception that any individual anomaly was part of a sinister plot to steal the election.

In each case of an actual misplaced or destroyed ballot, local media diligently pursued follow-up investigations; none revealed politically motivated fraud. However, the influencers and hyperpartisan media that boosted the rumors didn’t promote the findings of those investigations. “Big if true!”—but not worth clarifying if proven false. By the time the facts were out, incentivized propagandists had already redirected the audience to the next outrage.

As the 2020 campaign progressed, hostile state actors were still in the mix, pretending to be Americans: Russia and China created some fake accounts and spammy propaganda. Actors linked to Iran ran a rather bold anti-Trump effort pretending to be the Proud Boys and sent emails threatening registered Democrats with violence if they didn’t change their registration and vote for Trump; the Election Integrity Partnership worked on this investigation after receiving a tip from a group whose members were threatened. The intent of the Iranian effort, perhaps, was to get press coverage that reflected poorly on Trump supporters.80 But, in all of these operations, the engagement was comparatively very low. While foreign interference remains a serious concern, the accounts that truly made claims go viral were the real American influencers and their factions, leveraging the mill and the machine.

Rumors Versus Misinformation Versus Propaganda

Armies of fact-checkers from PolitiFact, the Washington Post, the New York Times, and other publications worked hard to try to correct the record about viral rumors. But their contextualization of the stories primarily as mis- or disinformation misdiagnosed what was happening.

So let’s pause the retelling of 2020 to address semantics. Again, rumors are not the same thing as misinformation. Where misinformation is false or misleading, rumors are unverified and ambiguous—the truth isn’t yet known. Participants in the rumor mill share (and contribute to) a story that is evolving; the rumors that go viral are salient and seem plausible to the community.81 Sharing them is a form of social participation.82

This distinction between rumors and misinformation may sound like some niche academic terminological debate, but here’s why it matters: fact-checking efforts focus on correcting the record around very specific claims. A fact-checker may take nearly forty-eight hours to research and post. That’s a lifetime in the age of social media, and the people sharing the rumor have long since arrived at some consensus about what happened. Political influencers, hyperpartisan media, and the faction have already cocreated a reality. The fact-checkers, meanwhile, are outsiders, often distrusted, from a different media universe. By the time their version of events is released, the invisible rulers have moved on.

Rumors are better managed with a rapid response that explains what is known, transparently acknowledges what is presently unknowable, and gives frequent updates—as CISA’s Rumor Control website and local election officials’ tweets and posts tried to do during the 2020 election.83 Ideally, the person pushing back on the rumor is also trusted by the community—a local journalist, perhaps, or a local government, community, or religious leader.

But trust is the element in shortest supply. The rumor mill has always been an alternative to the official narrative, and rumors are most potent when people harbor suspicions about whether government, institutions, or media are telling the truth. Even though Trump was the head of the US government, many of his supporters saw him as outside it—fighting the Deep State, at war with the bureaucracies—and therefore trustworthy, while his own appointees were viewed with suspicion. Aligned political influencers—fellow members of the faction!—were seen as trustworthy. Institutions, mainstream media, and others on social media were not. It should not be surprising that in this time of low trust and high polarization, we are awash in viral rumors.

The influencer, as noted in Chapter 3, participates in both simple contagion, spreading basic, already-accepted ideas, and in the reputationally riskier complex contagion of bringing new theories from the periphery to the masses.84 In the MAGA faction, the idea of a massive steal was not remotely risky—it was widely accepted. Political influencers amplified fraud and theft claims over and over again during the 2020 election campaign. When they did advance something riskier, it was by way of “just asking questions,” with “big if true!” caveats, which offered a reputation-preserving way to participate even while advancing outlandish ideas.85 While this manipulative rhetorical distancing is not new, it often goes unrecognized—especially when the rumor confirms preexisting biases.86

This problem is compounded by the incentives for influencers and crowds to spread rumors today. They offer the sharer an opportunity to look important and in the know, to grab attention in the factional conversation by dropping something shocking or sensational. The influencer has the power to decide, with a few clicks, whether a rumor about destroyed ballots will get a much wider audience or a mere handful of people will sit around discussing it in a lonely thread. And, of course, trading in rumors and outrage can also pay handsomely: it can drive people to a media-of-one outlet’s article, or YouTube stream, or monetized podcast to learn the salacious details. The bombast and innuendo of Charlie Kirk has earned Turning Point USA millions and millions of dollars—many of which end up in Kirk’s pocket, according to an investigation by the Associated Press.87

Members of a crowd are also incentivized to be part of the rumor mill. People gain clout within their communities by being the person who uncovered a connection or found the hidden “evidence” that retroactively fulfills the criteria of a popular allegation.88 During Election 2020, ordinary people regularly tagged prominent influencers in their posts theorizing about suitcases outside polling places or envelopes in dumpsters. It was not uncommon to see users with MAGA-emoji-laden profiles that proudly listed the political influencers who followed or retweeted them: “RT’d by @donaldtrumpjr and @charliekirk11.” People have always spread rumors to compare their thinking to that of others, to persuade or influence their communities, or just to feel the pride of being the person with the novel, shocking, or plain-old-fun gossip. The psychology of rumors hasn’t changed; it’s the technology for spreading them that has.

And, of course, once something is gaining some attention, hyperpartisan media is incentivized to cover what some people online are saying: “Maidengate Scandal Breaks: Democrats Allegedly Registered Women Under Their Previous Names,” read one headline, giving oxygen to yet another Ali Alexander conspiracy theory.89 The article then rambled on,

A resourceful American using the Twitter handle SomeBitchIKnow has uncovered what appears to be one of the ways that fake votes were harvested in the 2020 election when she discovered that her mother’s vote had been cast under here [sic] maiden name. Posting her discovery using #MaidenGate she spurred other women to check their ballot status under their maiden names at previous addresses and what happened next appears to have uncovered one of the ways that fake mail-in ballots for Joe Biden were harvested and counted.

The sentences in articles like this are couched in innuendo and insinuation. The headline focuses on the claim, which is often softened in the article with qualifiers like “allegedly” or “appears to have.” This is the art of propaganda that goes into solidifying a rumor, introducing the claims to people who may have missed the moment on social media. It provides monetizable content for the hyperpartisan media, and people who go on to share the article may give the controversy a second bout of attention.

Some of the claims that spread in the 2020 election were demonstrable misinformation: elections are not held on Wednesdays, the dates of primaries are not a matter of subjective opinion, and Sharpie markers are actually just fine for plenty of ballots. But much of what went viral were rumors, insinuations about overwhelming conspiracies. These ricocheted between the mill and the machine with impressive velocity, solidifying further into “fact” with each repetition.

November 3, 2020: Election Day

Election Day began within this environment of pervasive mistrust. It was a hectic twenty-four hours for the Election Integrity Partnership: allegations of voting irregularities proliferated on social media across all platforms. Some were statements of frustration: people complaining about lines and machines, as we all tend to do. But the ones that tended to go viral were from people who had a bad experience with voting—a machine didn’t read their ballot—and leapt to conspiracy as the explanation: The poll worker in Maricopa County, Arizona, was giving Sharpie markers to Trump voters deliberately so the machine wouldn’t tally the vote!90

The theory about Sharpie markers, in fact, became one of the most viral rumors that day. The “Sharpiegate” conspiracy theory, as it came to be called, claimed that the use of Sharpie permanent markers by voters in Maricopa County invalidated their ballots. People who spread the theory alleged that election officials intentionally provided Sharpies to Trump supporters, knowing that the ink would not be properly read by the voting machines and would lead to their votes being discounted. Interestingly, conversations on platforms like Parler—in which nearly everyone was a like-minded Trump supporter—were fairly reasonable and initially skeptical of conspiracy theories as the rumors began; as EIP analysts saw these threads, we wondered if the fact that these folks didn’t anticipate nasty attacks from other factions on the largely homogenous network put them in a more deliberative frame of mind. Some Trump voters even argued against the conspiracy theory, noting that the Sharpies had worked just fine for them. But as the rumor snowballed on other platforms, like Facebook and Twitter, the angrier voices prevailed.

Election officials and experts quickly debunked the conspiracy theory. Maricopa County officials publicly announced that Sharpies were, in fact, the preferred writing instrument for their voting system.91 They emphasized that all properly marked ballots, regardless of the writing utensil used, were processed and included in the final vote count. But as always, their efforts at clarification did not get nearly as much attention as the initial rumors.

Fox News unexpectedly called Arizona for Joe Biden at 11:20 p.m. Eastern Time92 on November 3, 2020, effectively calling the election. Three hours later93 President Trump made a speech claiming victory nonetheless.94 Mainstream media outlets interrupted the broadcast to point out that the president’s claims were not legitimate—an unprecedented moment. Far Right broadcast outlets such as the One America News Network (OANN) and Newsmax, however, and the online machine of hyperpartisan media and influencers began alleging an outright steal. In the bespoke reality of those who had been immersed in fraud propaganda and rumors for months, Trump’s prediction had come true.

Both MAGA influencers and the right-wing media machine kicked into overdrive, flooding the zone with possible explanations for how the loss—the steal!—had occurred. A voting machine company, Dominion, became a bogeyman, accused of flipping votes.95 Steve Bannon hosted a guest who went on about a Central Intelligence Agency supercomputer changing votes in favor of Biden. Even those who did not make explicit allegations became merchants of doubt: Tucker Carlson, who privately texted his producer mocking the Dominion theory, gave an on-air master class in innuendo and insinuation. “We don’t know how many votes were stolen on Tuesday night. We don’t know anything about the software that many say was rigged. We don’t know. We ought to find out.” Sean Hannity, Maria Bartiromo, and other prominent anchors took a similar tack.96

Since the call had been made in Arizona, many theories of theft focused heavily on the Sharpie markers of Maricopa County. #Sharpiegate and #StopTheSteal exploded. By the next day, November 4, #Sharpiegate was continuing to build, amplified by right-wing influencers like Charlie Kirk, Dinesh D’Souza, and Steven Crowder. Local media and election officials in swing states like Pennsylvania and Michigan tried to stem the spread of panic by posting fact-checking articles about the use of Sharpies in their regions. But by that night, the outrage had shifted offline. Protesters gathered outside the Maricopa County Recorder’s Office, waving signs, Sharpies, and, in some cases, firearms. The event was livestreamed for those following along in other states. The next night, a group of protesters returned and were met by Alex Jones, who added to the chaos by shouting his own wider-ranging conspiracies through a megaphone.97

November 2020

Election Day receded, but its drama did not. Now the social media companies had to decide how to handle this postelection unrest and whether to implement the “Break the Glass” measures (Facebook’s term) they’d come up with during scenario planning exercises about election violence.98 Break the Glass measures had been deployed before—for example, in advance of an election in Myanmar. Facebook limited reshared content and replaced it in the feed with more content from friends; the intervention reduced viral inflammatory posts and hoax photos.99 Similarly, for the United States 2020 presidential election, the measures were designed to downrank content related to the election, including debunked claims about voting and fraud, and the distribution of live videos related to the election—an effort to balance preserving free expression with minimizing the risk of political violence. However, because of the distinctly one-sided nature of the claims, the policies also presented an optics challenge: the overwhelming majority of people violating them were supporters of President Trump. Taking action in response required a series of hard calls.

First, there was the question of the election misinformation itself, which had become centralized around one party’s most prominent elites and influencers as they worked aggressively to delegitimize the election they’d lost. Fox News and other outlets reported stories of “irregularities” alleged to have occurred on Dominion machines. (The subsequent defamation lawsuit was settled for hundreds of millions of dollars; it revealed text messages showing that several famous pundits who were airing the theory publicly were at the same time privately dismissing it.)100

Meanwhile, Ali Alexander was on Twitter and its erstwhile video livestreaming app Periscope pushing the #MaidenGate conspiracy theory.101 Steve Bannon’s War Room podcast continued promoting the supercomputer conspiracy theory.102 It sounds insane, but this theory—known as “Hammer and Scorecard,” after the names of the alleged supercomputer and its supposed election-rigging software—and others like it were also aggressively promoted by none other than Rudy Giuliani and presidential advisor Sydney Powell, including in official lawsuits trying to, in their words, “stop the steal.”103 That phrase, coined by Roger Stone and made a rallying cry by influencers like Ali Alexander, was no longer simply an online hashtag. It was repeated, everywhere, in top-down propaganda from the president’s most elite insiders.

Despite the outrageous implausibility of the theories, platform leaders were afraid of looking politically biased; they were fully aware that it would be easy for sympathetic congressmen and right-wing media to spin any content moderation as yet another example of purported anticonservative bias: Big Tech hates you and your values. Or, alternately, Big Tech hates free speech. There had been one particularly notable incident during the 2020 campaign in which Twitter made a terrible moderation call on a story that Republican elites cared a lot about—and that turned out to be true. On October 14, 2020, the New York Post had reported on a laptop it had obtained, belonging to Hunter Biden, full of sensational images of drug use and nudity.104 Other media outlets, including Fox News, were hesitant to report on the story without the ability to verify the material; the specter of Russian hack and leak operations, with forged documents mixed with real ones, loomed large.105 The social media platforms, which were on high alert for a repeat performance by Russian intelligence and had “hacked materials” policies, had to decide how to moderate.

Facebook chose to “reduce” the story, limiting its distribution for a few hours while waiting for validation of the facts (EIP did not look at this incident, as it was out of scope; I personally thought this was a reasonable call).106 Twitter, however, chose to block not only sharing of the photos from the laptop—which contained a lot of graphic nudes—but the link to the Post’s reporting as well, including in private direct messages between users.107 Even after Jack Dorsey, then Twitter’s CEO, apologized for the call and lifted the ban,108 it became the canonical example that right-wing influencers could point to where “big if true!” had, in fact, been true. The suppression of a news story became emblematic of Big Tech censorship and overreach for right-leaning audiences, eventually becoming the centerpiece of exactly what the platforms had feared: a congressional inquiry by a highly partisan committee angry about content moderation.

As the unrest continued, new moderation concerns emerged. Facebook Groups, that tool of closed crowds, had become the de facto infrastructure for #StopTheSteal organizing. Several groups that popped up in the immediate aftermath of election night grew very large, very quickly: one had amassed more than three hundred thousand members in a twenty-four-hour time frame, with over a million more waiting to join.109 Facebook implemented an array of Break the Glass policies: posts into groups that were frequent rule violators now required group administrator approval; users looking to share election-related content had to click through notices pointing them to reputable information sources; posts classified as having a high potential to incite violence were reduced in the feed; content from groups ineligible for recommendations was reduced in the feed.110 It also began to take down certain large #StopTheSteal groups advocating for violent retribution, such as hanging the purported thieves (election officials) for treason.111 Internal research from Facebook, leaked in 2021, documented the issue: “Stop the Steal movement was propagated by a small core of individuals coordinating to send thousands of invitations to Stop the Steal Facebook groups”—a form of growth hacking—“often using multiple accounts to do so—itself a violation of the platform’s terms of service,” one report read.112 Yet the company took action against only a small fraction of the activity. A whistle-blowing former employee, Frances Haugen, released an internal after-action assessment titled “Stop the Steal and Patriot Party: The Growth and Mitigation of an Adversarial Harmful Movement” that detailed Facebook’s missteps: “Because we were looking at each entity individually, rather than as a cohesive movement, we were only able to take down individual Groups and Pages once they exceeded a violation threshold,” the report explains. “After the Capitol Insurrection and a wave of Storm the Capitol events across the country, we realized that the individual delegitimizing Groups, Pages, and slogans did constitute a cohesive movement.”113

Another one of Haugen’s leaked documents reveals the internal metrics that informed Facebook’s decision: quantitative assessments of the percentages of hate, violence, incitement, slurs, white supremacist phrasing, militarized social movement terms, QAnon terms, and election delegitimization content within the posts of a given group. “Growth hacking may not always be bad,” the mitigation assessment report reads, noting that “a democratic movement, a movement seeking human rights, or an advertising movement, may all employ legitimate techniques to grow their audience quickly. However, when the growth is mixed with the signals of harm we described above, this rapid growth indicates the spread of harm, and may indicate coordinated harm.”114

Rather unsurprisingly, the report name-checks Ali Alexander. As BuzzFeed summarized, “Alexander, an early promoter of ‘Stop the Steal’ as a slogan, ‘was able to elude detection and enforcement with careful selection of words, and by relying on disappearing stories’” (an ephemeral content feature in which posts disappear after a fixed period). “We also observed [Alexander] formally organizing with others to spread the term [‘Stop the Steal’], including with other users who had ties to militias.”115

In a since-deleted clip on Periscope, Alexander—who had started his political career working on John McCain’s 2008 presidential run—highlighted his collaboration with GOP representatives Andy Biggs, Mo Brooks, and Paul Gosar. “We four schemed up [ways] of putting maximum pressure on Congress while they were voting,” he said. That plan aimed to “change the hearts and minds of Republicans who were in that body, hearing our roar loud from outside.”116

But even if Facebook was more aggressive in defusing #StopTheSteal, social media had begun to decentralize. The human social networks, assembled through People You May Know and recommendation algorithms and real-world friendships so long ago, simply reconstituted themselves on other platforms that were less likely to moderate them. Indeed, as Facebook took down the large #StopTheSteal groups, they reassembled in channels on Telegram—a platform that largely will not moderate—and even popped back up again on Facebook itself under different names (the Whac-A-Mole problem of content moderation).117

Then came a lull. In late November 2020, the threat, it seemed, had begun to wane. As the immediate threat of unrest passed, platforms shed their Break the Glass measures and returned to normal operations—for a time, anyway.

December 2020

EIP spent the months between the election and the insurrection reviewing the most viral rumors: the myriad ballot controversies, Sharpiegate, Dominion, MaidenGate, and Hammer and Scorecard, among others. As we studied the data in detail, what emerged was that a fairly small number of influencers were repeatedly successful at transmuting rumors of fraud into a massively viral propaganda campaign spanning media and social media. In addition to Trump’s inner circle (such as Donald Jr. and Eric Trump), twenty or so “repeat spreaders” kept appearing in data archives chronicling the most viral rumors.118 These were the modern-day propagandists, it seemed, with a unique talent for framing things just so for their highly active followers. Gateway Pundit and Mark Levin, media-of-one (or two). Charlie Kirk and Tom Fitton, longtime hyperpartisan power players. Jack Posobiec, of #PelosiMustGo and #Pizzagate fame. Extremely online shitposters like “Catturd2,” as well as QAnon influencers like “prayingmedic.” Between them, they had tens of millions of followers, a remarkable reach.119

It was clear that from the earliest days of the election, President Trump and his influencer entourage—alongside Republican officials, media-of-one figures, and hyperpartisan outlets like the Gateway Pundit—had undertaken a sustained effort to relentlessly assault the credibility of the American electoral system. The extent to which it was coordinated is unclear; in certain instances, videos and messaging were posted independently by core players at almost exactly the same time.120 What matters more, perhaps, is that explicit coordination was no longer required.

The online factions driving The Discourse know what they’re supposed to do when a sensational claim or pseudo-event drops: ideologically aligned influencers amplify the message; the crowd shares the content across platforms, propagating it alongside the algorithm; other influencers join in to offer their take, continuing to harness the outrage; and the cycle continues, until hopefully the claim trends, which can be parlayed into broadcast and print coverage. If something about the content or the trend violates platform terms of service and gets downranked, removed, or labeled, the influencers and the faction cry censorship—and may get a second-order trend about that as well.

Interestingly, however, the Right seemed to be much more effective at operating this kind of machine. While it would be nice to diffuse smears accusing us of left-wing academic bias by saying that the American political Left also did this—“both sides!”—the scale was not even close. There was an undeniable asymmetry in the rumors that went wildly viral during Election 2020: of the top 150 “repeat spreader” accounts, only 11 appeared to be Biden supporters.121 And among those on the right, just a few dozen invisible rulers played an outsized role in helping major rumors to go viral.

The finding that right-wing “repeat spreaders” were involved in key viral false election rumors and that they had a powerful effect in shaping (or at least steering) public opinion in the 2020 election was not a shocking revelation for anyone paying attention. If you were on social media and followed primarily left-leaning or mainstream media, you might have encountered only the wildest rumors when they trended or were fact-checked. But if you were following a handful of the repeat spreader accounts, you would have been barraged by their content, transported into a bespoke reality in which the election was being seized.

The Right and the Left have different online norms and cultures, but they also have evolved a different digital media ecosystem. Many of the now prominent right-wing political influencers and media-of-one figures prioritized Facebook, Twitter, and YouTube from the beginning. A 2018 book titled Network Propaganda122 by three prominent Harvard researchers traced the evolution of right-wing media, noting that by 2016, it already functioned very much like a closed system, with Fox News at the center overall and Breitbart having dominance on social media. Competition among the other outlets led to a steady ratcheting up of intensity of content in an effort to grab audience attention. This cycle led to the production of increasingly more sensational claims, innuendo, and insinuation, on broadcast as well as social media. Rumors about voting and election legitimacy did, of course, pop up on the left as well, as they have in elections past; the Network Propaganda authors note that what is shared on social media tends to be hyperpartisan on the left as well. In 2020, left-wing election rumors often involved theories of imminent right-wing violence, such as unverified allegations that spread on TikTok claiming that the Proud Boys were planning to show up to the polls to suppress or intimidate Black or queer voters. There were rumors that the US Postal Service, run by a Trump appointee, was going to slow down mail and take mailboxes out of circulation. But rumors and misinformation were unambiguously far more prevalent on the right, which has for years invested in an extensive propaganda ecosystem, spanning media, social media, and alt-platforms and supported by influencers.123

When the authors of Network Propaganda turned their attention to the 2020 election, looking at some of the same ballot accusations that we’d examined during EIP, they described the efforts to delegitimize mail-in voting as a disinformation campaign, highlighting the role that right-wing elites and the media propaganda machine played in perpetuating the claims.124 Our work offered a look at the other side: the rumor mill provided bottom-up support, enabling the stories to ping-pong from one sphere to the other, despite the absence of any concrete evidence of widespread fraud or wrongdoing. Elites, and most prominently the president himself, created the frame of the “rigged election,” setting an expectation of fraud among pro-Trump audiences.125 The rumor mill generated “evidence” as the crowds of supporters worked to fulfill that expectation. Elites worked the new evidence into the overarching fraud narrative, reinforcing the “rigged” frame with each new story. Conspiracy theorizing is a collaborative endeavor: a group of true believers and accompanying questioners try to make sense of the world. Rumors are similarly collaborative and improvisational. Just like a melody passed back and forth by jazz musicians, these stories have a certain structure and purpose but are shaped through spontaneity and participation.126 This has always been true, but there is now a technological infrastructure that propels the rumors and theories squarely into the view of not only the online audience but the elites in the propaganda machine who then continue to leverage them, picking up the melody and taking it further.

In the story of the Sonoma ballots, journalists at hyperpartisan media outlets initiated a rumor based on reader-supplied photographs, initially believing they had evidence of ballot fraud. However, when the facts emerged, they did not unambiguously recant. Instead they cast doubt on the correction and moved their audiences along.

In Sharpiegate, after encouraging supporters to keep close watch at the polls to uncover voter fraud, the Trump campaign helped to elevate the conspiracy theory generated from the anecdotal evidence. Again, local election officials’ attempts at clarification were rejected and ignored—some influencers even reframed the clarifications as part of the plot.

In MaidenGate, Trump supporters saw the claims of a random woman online telling them what they wanted to hear—that there was a clear mechanism by which voter fraud was happening—and began to search for evidence to corroborate the theory. With the help of the mobilizing capabilities of Ali Alexander and the #StopTheSteal organizers, they made these rumors go viral. They never produced any hard evidence, however, to support their claims.

Meanwhile, election officials who had the actual facts about voting machines, Sharpie markers, and ballot drop boxes, especially at the state and local levels, were simply unable to break through. And when they spoke up, they were often harassed or threatened. Indeed, well into 2022, election deniers were still directing significant vitriol at the people who had studied, or tried to counter, the Big Lie.127 One prominent allegation was that the Election Integrity Partnership had deliberately “targeted” these conservatives because of their beliefs. This was nonsense, of course, but the performative aggrievement played very well among the Far Right factions on Twitter.128 

Social media companies did try to moderate this morass: they removed some posts, reduced others, and put labels on many more. They tried to adapt their policies to new and emerging claims and tactics. But enforcement was often irregular and ad hoc, which further fed resentment.129

Two months later, when the crowd gathered outside the Capitol on January 6, “Stop the steal!” was what they screamed.

January 6, 2021

On the morning of January 6, 2021, three distinct but overlapping online communities congealed in the real world, forming one angry crowd at the Capitol: QAnon believers, militia members, and ordinary Trump supporters. QAnon and the militia folks had been planning various actions in chat rooms and on message boards since Trump’s loss. When he tweeted on December 19 that there would be a “big protest” in Washington on January 6—“be there, will be wild!”—rhetoric began to heat up. Twitter’s Safety Policy team noted an escalation in violent language, and Discord shut down a server (a type of chat room) that began “coordinated planning.”130

Groups like the Proud Boys had been banned from mainstream social media as far back as 2018. QAnon had been officially kicked off Facebook in October 2020, under the company’s Dangerous Organizations policy. Some of the more vitriolic influencers from these communities had lost their mainstream accounts as well. As a result, several prominent Far Right influencers, such as longtime social media troll “Baked Alaska” Gionnet, were livestreaming the action in front of the Capitol on a collection of alt-platforms promising minimal moderation,131 which had been steadily growing in popularity. In these places people who had been deplatformed on major sites could post threads speculating about whether to use “gallows or guillotines” or debate what kind of zip ties might best subdue congressmen.132

But the last group of the three is perhaps the most interesting: a large crowd of generally law-abiding people had come into town to express their support for the president. On that day, however, they broke through a security perimeter, attacked police, stormed the Capitol, vandalized the building, stole from the offices, and, in some cases, threatened representatives and called for the hanging of the vice president. Anti-Defamation League director Jonathan Greenblatt, who studies extremism, wrote that “79% of those arrested had no explicit connection to extremist groups. This suggests that a significant number of seemingly ordinary Americans decided that mob violence was an appropriate response to the election results.”133

What convinced the ordinary people to join the mob?

Several factors lead groups toward extreme beliefs over time: members are largely like-minded; out-groups are demonized; individual members can see themselves in relation to more extreme members, which opens the door to become more radical; and dissenters can easily leave the group rather than fight to change norms or beliefs.134 Some features on social media platforms inadvertently support these factors. Social media often facilitate “high-homophily” communities135 (including via recommender systems), and it’s easy for people to see just how many more followers and likes a more extreme member of the community may be getting with their rhetoric. This creates an incentive, for some, to become more extreme so as to garner some of that attention and clout for themselves.136 Meanwhile, it’s also easier for those who become uncomfortable to exit an online group—leaving, after all, only takes a click.

Over the months of the campaign, millions of nonextremists had come to hold the belief that the election would be stolen—and then, that it had been stolen. The president himself, whom they trusted and admired, asked for their help. His rhetoric at the rally was inflammatory. There was energy and excitement in the crowd at that moment and a shared belief in the righteousness of their cause.137 As those who came planning for violence began their action, the energy cascaded through the crowd, which had been mobilized for action by influencers and elites not only at the rally but for months prior.138

One of the key influencers whipping up enthusiasm for the rally was the ubiquitous Ali Alexander. On December 7, 2020, he tweeted that he would “give [his] life for this fight.” That message was highlighted by the Arizona Republican Party, who quote-tweeted, “He is. Are you?”139

Using a variety of social platforms, as well as live speeches in front of gatherings of Trump supporters, Alexander worked to inspire the crowd he hoped would attend his “Stop the Steal Rally.” On December 23, a post attributed to him on Parler warned, “If D.C. escalates… so do we.” A week later, he implicitly threatened a Washington hotel that had announced it would close to the public during the rally. “Let me just tell the media right now: if something bad happens to the Hotel Harrington, don’t ask me to denounce it. I’m not taking your call. If something bad happens to the Hotel Harrington because they violated the civil rights, I’ll call it karma.”140

Directing his wrath at Congress, should it certify Biden’s legitimate victory, Alexander cited the size of the crowd he expected to show up on the Mall that day. “Everyone can imagine what me and 500,000 others will do to that building,” he wrote on Twitter. But he added, “We’re going to convince them not to certify the vote on January 6 by marching hundreds of thousands, if not millions, of patriots, to sit their butts in D.C. and close that city down, right?”141 He also noted, ominously, that those “patriots” might have to “explore options” if their sit-in proved unsuccessful.

And then, after months of hearing from influencers, right-wing media, and the sitting president—and after months of discussing the claims with the like-minded online—when the crowds converged at the Capitol, they chanted Ali Alexander’s hashtag, under which the rumors had congealed: “Stop the Steal.”

Notably, however, even as the normies stormed the building, many of the prominent influencers who had served as agitators earlier in the day or as speakers at one of the two rallies stayed a safe distance from the violence—and from accountability. Alexander bravely livestreamed from a rooftop several blocks away once the violence began.

At around 4:30 p.m., roughly two hours after the rioters stormed the Capitol, he posted a since-deleted video of himself overlooking the crowd, claiming it was peaceful and praising those who didn’t go inside, but also noting, “I don’t disavow this. I do not denounce this.”142

Two days later, as the enormity of what they had done began to dawn on some of the participants, Alexander posted another video. “I didn’t incite anything,” he insisted. “I didn’t do anything.” He also used the growing backlash as an opportunity to fund-raise from his followers, saying that he was in hiding and needed $2,000 a day to pay for bodyguards and other expenses.

Oddly, he also appeared to claim he was being targeted by supernatural forces. “Witches and wiccans are putting hexes and curses on us,” he said. But even as he tried to distance himself from actual participation in the attack, he could not resist defending it. “I do believe we own that US Capitol,” he said. “So I’m not apologizing for nothing.”143

I was watching a different livestream on January 6, 2021—one by Russian state media outlet RT, which subsequently covered the events with considerable glee. I felt frustrated; there had been ongoing academic debates about whether propaganda worked, whether rumors mattered, whether “fake news” had an effect, and whether online content could truly precipitate offline action. We debated whether media or social media bore “more” responsibility, as if those systems were still distinct. Yet here were crowds of people screaming the online slogan “Stop the Steal” and smashing Capitol building windows. It certainly suggested that what happened online did, indeed, matter offline—online vitriol wasn’t just performative. Maybe just a small number of people had been sucked into the most divergent bespoke realities—but that small number of people had succeeded in making a spectacle certain to impact American politics for decades to come.

There were many influencers like Alexander who’d spent the months of the 2020 campaign continuously riling up the online crowds with one rumor after another, turning to ever more outlandish claims and explanations for how “the steal” had supposedly been carried out. The apex of this stream of lies, smears, and innuendo was a riot at the Capitol—an attempt to prevent the certification of the 2020 election for the victor, Joe Biden. And within forty-eight hours after a horrified nation watched the violence unfold, the rumor mill and propaganda machine would be at it again: It was antifa that had breached the building. The Deep State had planted hundreds of agitators in the crowd! Tucker Carlson, whose private text messages later revealed a full awareness that the fraud allegations were lies even as he’d entertained them, referenced the mysterious “they” in his evening monologue: “We got to this sad, chaotic day for a reason. It is not your fault; it is their fault.”144

January 2021

After January 6, the major tech platforms found themselves breaking glass again: shutting down groups, downranking content, blocking hashtags, and removing accounts and posts that contained vaguely threatening language. On January 10, Ali Alexander was banned from Twitter, Venmo, Cash App, and PayPal—cutting him off not only from his audience but from his main methods of online fund-raising. The next day, Facebook and Instagram both banned him too.

Another very notable user was moderated in the days after January 6 as well: the leader of the free world. On January 8, 2021, Trump lost his Twitter, Facebook, and YouTube accounts (his suspensions were lifted in 2023). On January 12, approximately seventy thousand QAnon accounts were booted off Twitter. Facebook’s News Feed curation algorithm was refocused to curate nonnews stories: the platform temporarily took its users back to the baby announcements and wedding photos of the olden days—the sort of content unlikely to spark political violence.

Moderation is a series of value judgments made by people who are trying to apply existing policies to make the best possible decision in the moment. Were the suspensions the right calls? It’s hard to say; how should a platform enforce its policies if a sitting world leader decides to incite violence? Analysis of who got moderated suggested, to me, that policy enforcement was rather backward. Prominent accounts appeared to have misleading content labeled more frequently, which made sense. However, small accounts seemed far more likely to be taken down than powerful influencers with political clout whom platforms feared. But it was precisely the large accounts that had the actual power to incite, to make online rhetoric cause offline harm, because they had followers willing to listen to them. With great power comes great responsibility—and enforcement should reflect that.

As Facebook and Twitter culled some of the moderately sized repeat spreaders, however, these accounts moved to less moderated, conservative-aligned alt-platforms like Parler, free-for-all broadcast channels like Telegram, or encrypted group chat apps like Signal and WhatsApp, where they continued to grow their audiences. Only now, they branded themselves as martyrs who’d been victims of anticonservative censorship. (Several years later, in 2023, Elon Musk would give them “amnesty”—inviting tens of thousands of accounts back to Twitter after he purchased the company.)

In the days following January 6, there was an influx of new users on the alt-platforms. Some were left-wing trolls there to antagonize Trump supporters following the insurrection. The majority, however, were there because they anticipated that mainstream social media platforms might crack down on them too. It was a migration for the true believers: the connections were already present, the beliefs already entrenched, and these cozier spaces enabled the bespoke realities to flourish undisturbed. Amazon and Apple cracked down on one alt-platform, Parler, that had been used to coordinate the insurrection because they did not want to host unmoderated violent content.145 This, too, was a very polarizing decision. People across the political spectrum were alarmed that an infrastructure provider could take down a whole platform.

Content moderation is a thankless, never-ending game of Whac-A-Mole. In the case of election misinformation or rumors, the reality is that the largest influencers can simply reconstitute their communities elsewhere. Hyperpartisan media, podcasts, and livestreams find a place to thrive. While social media have created an infrastructure for the propaganda machine and rumor mill, demand for the content (and the social connections surrounding it) mean that no one platform’s moderation policies can make it go away or wrench people out of bespoke realities.

January 8, 2023: Brazil

The bespoke reality in which Trump had won and actual reality in which the votes had clearly gone in the other direction came into violent contact on January 6, 2021. The propaganda machine primed the audience to believe that the election would imminently be stolen from them, and the rumor mill produced “evidence,” amassing photos of everything from discarded ballot envelopes to hapless poll workers. Influencers mediated between the two, serving as opinion leaders for content coming from the top and producing their own, which in turn was picked up by crowds, algorithms, and often eventually media. The effort spanned the entirety of the social media environment as claims were discussed on both mainstream and alternative social media platforms, on message boards and Telegram channels. Rather than the public discussing what the media reported, the media often reported on the online chatter: People on the internet are saying…

Following the Trump presidency, a number of Trump acolytes turned their attention to Brazil. Supporters of the outgoing Far Right president Jair Bolsonaro—a former army officer dubbed “the Tropical Trump” for his pandemic tirades against masks and allegations of election fraud—were denouncing the October election of leftist Luiz Inacio Lula da Silva, more commonly known as Lula, and calling for a military intervention.

Bolsonaro’s Far Right supporters used Facebook, Instagram, and Telegram to broadcast their calls for action, while using the encrypted chat app WhatsApp for more detailed planning. Former Trump advisor Steve Bannon coined the phrase “Brazilian Spring” while protesters wielded signs in English saying “#BrazilWasStolen.” Ali Alexander went onto social media to effectively argue in favor of a military coup to overturn the election, saying, “Military can step in. This is why they’re rewriting the Electoral Count Act. We were legal Jan 6th. Military in Brazil would be legal now.”146

On January 8, the massed crowds that had gathered to camp out in the capital, Brasília, rose up and stormed the presidential palace, the congress, and the supreme court, smashing windows, vandalizing statues and artwork, and occupying official offices. Ali Alexander once again remarked on the situation from afar, this time posting to Truth Social: “I do NOT denounce unannounced impromptu Capitol tours by the people.” A day later, he was reinstated to Twitter as part of billionaire tech entrepreneur and self-declared “free-speech absolutist” Elon Musk’s amnesty program for previously banned users.

However, there was a key difference between January 8, 2023, in Brazil and January 6, 2021, in the United States. On January 8, 2023, Lula had already been sworn in. And Bolsonaro was ensconced in a friend’s Miami home, sleeping in a child’s Minions-themed bedroom. The resulting riot, therefore, was more of an inchoate rage than a serious effort to stop the transfer of power, and the police dispersed the throngs in the days that followed.

These perpetual outrage machines—and the fact that so many people leap instantly to the assumption of malice or the creation of a conspiracy theory when their preferred political outcome doesn’t materialize—should scare us. While rumors may feel compelling in the moment, where the US election is concerned, the claims have consistently been found to be false, even nonsensical, when dispassionately investigated. The 2020 election has now been litigated in at least sixty-three court cases, and none has found evidence supporting a “steal.”147 Text messages from right-wing media elites reveal full awareness that Trump lost. And yet certain factions remain firmly rooted in bespoke realities; although the percentage of Republicans who believe that the election was stolen peaked in January 2021, it has remained above 50 percent through 2023.148 Elected officials such as House Republican Jim Jordan, who voted not to certify the election, began to pander to that base by targeting the people who studied the Big Lie.149 His effort reframed work examining the viral narratives underlying Stop the Steal—including the work of the Election Integrity Partnership—as a plot that had somehow suppressed these viral claims. This was nonsense, but as we will discuss in Chapter 8, the performative aggrievement played very well among the Far Right factions on social media, and the investigations and lawsuits took a significant toll.150

As for Ali Alexander, in June 2022 he testified for three hours in front of a federal grand jury looking into the January 6 attack and gave US House’s January 6 Committee all of his communications with Roger Stone from the day of the riots. He was briefly involved in the proto-presidential campaign of Kanye “Ye” West in early 2023 but was then caught up in a scandal related to inappropriate solicitation of personal imagery. Amid the internecine squabbling among Far Right factions vying for Trump’s attention in the wake of the defeat, and with social media mostly shunning him after the scandal, Alexander largely receded from public view. But his contribution to the election delegitimization canon—“Stop the Steal”—is indelible.
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Agents of Influence

It began with a picture of a dead horse.

“Another poor animal [image: image],” the Instagram poster noted, adding the hashtags “#ColumbianChemicals #NewOrlean.” What seemed like a typo in the name of the famous Louisiana city would prove significant much later.

It was September 11, 2014, the thirteenth anniversary of the attacks on the World Trade Center and the Pentagon. And, as on every September 11 since 2001, residents of the United States were more on edge than they were on other days. Each anniversary brought with it trepidation about a copycat taking advantage of the day’s somber significance to launch a new attack.

And so audiences reacted with some alarm as ominous posts suddenly began appearing on several social media platforms. The hashtag #ColumbianChemicals, referring to a black carbon factory in Centerville, Louisiana, began to appear alongside other hashtags like #chemicalaccidentLouisiana and #DeadHorse, seeming to suggest that something had gone horribly wrong. The proliferating tweets referencing #ColumbianChemicals were implying that there had been an explosion—and a possible leak of dangerous chemicals—at the factory. Some accounts promoting the hashtag were tagging prominent American politicians to make them take notice: “@PatrickBuchanan ‘Patrick, is this really ISIS who is responsible for #ColumbianChemicals? Tell @Obama that we should bomb Iraq!’”1 Other accounts linked to YouTube videos showing smoke and explosions or doctored screenshots of a website with “CNN” in the URL and a “Breaking News” caption alerting the world to the explosion.2

The content wasn’t limited to accounts posting into social media hashtags. There were also clones of local news websites that covered the situation. Some local residents reported receiving text messages alerting them to an explosion in the area. A Wikipedia page describing the supposed incident materialized, and a Facebook page called “Louisiana News” posted an article about what had purportedly occurred; the page had been created sometime in August 2014 and by September 11 had amassed over six thousand likes.3 A video appeared on YouTube showing footage of the Islamic State (ISIS) claiming responsibility for the attack; the Facebook page made note of the claims, and the video was cited on the Wikipedia page.

Meanwhile, baffled Columbian Chemicals executives posted a press release refuting the claims and text messages: there had been no explosion. And local reporters found no evidence of any dead horses or billowing smoke in the vicinity of the plant.

Yet, on social media, the conversation continued. Social media researchers noted nearly one thousand distinct participants talking about the supposed event.4 And then the chatter gradually muted and fizzled, as online conversations tend to do.

No one scanning their screens on Twitter that day knew what had actually happened. The event was deemed a “hoax”; we weren’t yet applying the vocabulary of propaganda eras past, like “disinformation campaign,” to describe online manipulation. There was no immediately obvious attribution; some people speculated that perhaps the fabricated explosion story was retaliation for a business dispute, intended to harm the company’s reputation. But baked in to how this particular incident was faked, and how the rumor materialized online, was an ever-so-slight clue—something that would prove to foreshadow an insidious new arena of politics and electioneering in America. Some of the posts used curious grammar: the typo “New Orlean” in some tweets, which was a rough transliteration of the city’s name in Russian. A few social media researchers wondered if the hoax had been a Russian effort.5

It would be another nine months before New York Times investigative journalist Adrian Chen would attribute the hoax to the instigators behind it.6 It was the work of the Internet Research Agency (IRA), a “troll farm” seemingly owned by a man named Yevgeny Prigozhin, an oligarch with close ties to both Vladimir Putin and entities useful for Kremlin operations ranging from the informational (the propaganda outlet Federal News Agency) to the kinetic (the private military company Wagner Group).7 Prigozhin would go on to become far more famous and notorious for running a multiyear operation targeting American citizens with disinformation and propaganda during the 2016 US presidential election,8 for his extensive involvement in the 2022 Russian invasion of Ukraine,9 and finally for marching Wagner troops into Russia in an act of mutiny and then dying in an “aviation incident” two months to the day later.10 The Columbian Chemicals hoax, it turned out, was one of the first salvos in a rapidly evolving Great Power information war that the United States wasn’t fully aware it was fighting.

And it took the form of an online rumor. The propaganda machine and the rumor mill had merged, not only for ordinary people but for nation-states as well.

A New Shade of Gray

Governments have run propaganda campaigns for centuries. Sometimes they aim to influence the government’s own citizens: recall that Edward Bernays got his start as a propagandist for the Creel Commission in World War I, selling the war to the American public.11 Democracies throughout history have wrestled with establishing appropriate directives for how the government should work to persuade the public, trying to draw lines between persuasion or public service content and propaganda. Following World War II, Congress passed the Smith-Mundt Act—formally known as the US Information and Education Exchange Act of 1948—significantly limiting the United States in propagandizing to its own citizens while permitting it to peddle propaganda internationally. By the 1940s, many democratic nations had created state-funded outlets, such as Voice of America (1942) and the British Broadcasting Corporation (BBC) (1922). There was a spectrum of entanglement: Some outlets enjoyed editorial independence even if their funding came primarily from the government. Some countries established restrictions for state media engagement with domestic publics. Others did not.

Authoritarian regimes did not wrestle quite so much with the ethics of propagandizing to their own citizens. Establishing leaders as demigods, building cults of personality, and aggressively promoting the party line are long-established authoritarian strategies carried out through controlled media. The leaders who leverage such campaigns deliberately point the messaging apparatus of the state inward, using it to reinforce ideology and slogans to keep their publics in line. They often also work to limit the presence of outside information, restricting access to or banning outlets and channels from abroad.

In the information ecosystems of earlier eras, it took significant resources to amass a media apparatus suitable for running propaganda campaigns. Broadcast technology was not cheap. However, given the importance of persuading (or controlling) one’s own citizens and the value of propagandizing to citizens of rival nations, many powerful countries invested in building up the resources necessary to spread their messages far and wide. As new communication mediums emerged and technologies evolved, state actors quickly incorporated them into comprehensive propaganda strategies. Every emerging technology with the potential to reach large audiences was loosed onto the playing field. Radio, for example, created the opportunity to reach massive numbers of people at once, without the heavier lift of distributing print content.12 Indeed, “modern” propaganda, Jacques Ellul argued in the 1960s, would not have been possible without the technological advances of mass media.13

State propaganda was often conducted in overt and attributable ways: demonstrably state-affiliated media properties, or white propaganda, were clearly the voice of the government, and there was no question about the agenda of the messenger. But there have always been more covert efforts in the mix as well. Military theorists and propaganda scholars use the metaphor of the monochromatic spectrum to describe attributability: gray meant that the source of the message was concealed enough to offer plausible deniability (funding or personnel ties between the outlet and government might be found with some digging), while black referred to content or outlets that were actively misattributed. Black propaganda outlets, sometimes also called front media, were designed to look wholly independent of the state. They were deliberately positioned as if they belonged to someone else entirely—and sometimes even as if they belonged to the target of their messaging. This active misattribution strategy tacitly acknowledged that people are more inclined to trust particular speakers, such as members of their own communities or local media; thus, front outlets masqueraded as messengers that would be well received to increase their persuasive power.14

The propaganda machine has long been a deliberate, strategic, top-down system; media and government (sometimes synonymous) played a significant role in what was communicated to the public. With each technological shift—from print, to radio, to TV—governments worked to maintain control of the information environment, and propaganda adapted to fit what the new medium made possible (while still leveraging older distribution channels as well).

And then the internet arrived.

By 2012 the world understood that social networks, particularly Twitter, YouTube, and Facebook, were profoundly powerful tools, giving ordinary people significant influence and reach. Scholars described a battle for perception between the elites who controlled broadcast media and the activists who used digital media: people could learn more about what was really going on through images and commentary online, particularly in countries where the government largely controlled TV and radio.15 Messaging platforms for convening and inspiring online crowds to act in the “real world” could topple regimes. The Arab Spring in 2010 and 2011 became emblematic of the real-world power shifts that networked activism could achieve.16 Authoritarian governments had taken notice, and so had US leaders. Alec Ross, a technology advisor in the Barack Obama administration, observed from his experience working in the White House, “I think the Internet is the single most disruptive force for the sovereign nation-state since the concept was founded with the 1648 Treaty of Westphalia.”17 Ever-larger audiences became chronically connected to a burgeoning collection of social media platforms; influencers, algorithms, and crowds as we know them today took shape; and we entered the age of computational propaganda.18

Early Efforts

Activists and crowds of ordinary people indeed had more power than ever before, but formidable, well-resourced governments certainly did not simply give up. Governments around the world began to realize the power of the new bottom-up system of influence—and, as in all technological shifts past, set about incorporating it into their own propaganda strategies. Strategies already used on broadcast media were tweaked for the new infrastructure.

In the United States, the Pentagon began to maintain overt, attributable propaganda websites, Facebook pages, and Twitter accounts in 2008 through a program called the Trans-Regional Web Initiative (TRWI).19 Military combatant commands, at the time largely focused on counterterrorism, used them to communicate US views to locals in the regions where the military operated. These sites, which did contain language declaring who was behind them, were a natural technological evolution from pamphlets, news articles, and radio broadcasts.

State media from other countries began to go online as well, taking advantage of the opportunity to cheaply reach large audiences: Russian state media outlet RT established a presence on YouTube and was particularly adept at recognizing the lift it could get from algorithms inclined toward the sensational. Some of the earliest RT YouTube content, beloved by the recommendation engine, was disaster porn such as footage of amusement park ride collapses and tsunamis—the kind of content that users would engage with, reinforcing to the algorithm that RT content should be suggested to others.20 As far back as 2009, some of China’s flagship state media properties had established Facebook pages, using jaw-dropping images of landscapes and cute pictures of pandas in their audience-growth strategies.21 By 2023, several Chinese state media outlet Facebook pages had hundreds of millions of followers—reaching the publics of other countries even as the Chinese Communist Party (CCP) prevented China’s own citizens from accessing Facebook. Governments primarily still used social media as a broadcasting tool: posting content but not engaging with the audience. Still, platforms delivered significant potential for new reach, particularly because paid ads made it possible to target posts at specific audiences worldwide.

Even as the propaganda outlets of other states came online, however, the US Congress decided in 2013 to cut funding for the TRWI as its impact was unclear. Was anyone reading the messaging on the ten or so websites producing the content? Engaging with the accounts? The effort was something of a mixed bag. And so Congress terminated the contract.22

In a rather remarkable turn of events, multiple laid-off US contractors who’d worked on the program were quickly picked up… by Russian state media outlet Sputnik. The division between Congress and the Department of Defense (DoD) on the importance of modern information operations played out in the media: “What seems to be clear is that the anti–status quo powers in the world today—Russia, China, Iran, and the Islamic State—know the value of information warfare and invest heavily in it,” former Voice of America director and DoD information strategy advisor Robert W. Reilly commented in 2016, reporting on the former US contractors’ move to Sputnik.23 “It’s a powerful illustration of who takes information warfare strategy seriously and who doesn’t.” One of the employees, who rose to a leadership role at Sputnik, argued that the decision to work elsewhere was a matter of not patriotism but rather simple economic self-interest. (Years later, in 2017, websites that shared technical indicators with the TRWI came back online; the Pentagon, it seemed, had decided to try again.)24

By 2015, “white propaganda” online had become the purview of not only states but also insurgent groups and terrorist organizations. Social media helped capture audiences’ attention by pulling them directly into the action. ISIS, a radical Islamist terrorist organization operating primarily in Iraq and Syria, was particularly good at recognizing how to capitalize on online amplifiers. It had begun to amass a following and a recruiting operation on Twitter as it worked to position itself as a caliphate, a force to be reckoned with. The propaganda was not subtle or in any way concealed: the prominent black flag iconography throughout was instantly recognizable to anyone who saw it. Photos glorified fighters as they rode in convoys on the backs of pickups, bearing potent weapons. Terrible videos showed beheadings and other atrocities to instill fear and awe. Recruitment videos that looked like video game promo reels trolled the global powers, pointing to US coalition losses on the battlefield while entreating young men to come join the victorious side. The content was, essentially, brand-building—another example of the fine line between propaganda and public relations. It told a very old story: join us in this righteous cause, and we will give you meaning, comradeship, and glory. But it was uniquely “online”: the jihadi brides posted like any other lifestyle influencer, sharing photos of themselves in black chadors next to rugged fighters and new babies, as the fighters tweeted selfies in which they fired guns, prayed, and even cuddled kittens.25 Recruiters reached out to digital fans, directing them to secret chat rooms to continue the radicalization process.

ISIS’s online content appealed to individuals, often disaffected twentysomethings who felt they had very little else going for them. The propaganda spoke to a deep human need to belong, to have a mission. On multiple occasions, ordinary people, inspired by what they saw, declared allegiance to ISIS in social media posts and went off to commit atrocities—creating “propaganda of the deed”26 that the terrorists used to generate more attention and further recruitment.

Even though they ran print magazines and a radio station, ISIS focused heavily on social media propaganda. The passionate online faction—the few thousand highly active accounts working to amplify ISIS’s messages27—used social media as it was designed to be used. Twitter’s algorithms inadvertently helped ISIS along, suggesting jihadi accounts via “who to follow” recommendations, even as Twitter hemmed and hawed about how to handle the approximately forty-five thousand to ninety thousand accounts linked to the group.28 ISIS made regular use of automated bots to aid in its distribution, and the black flag iconography was pervasive—both tactics that were easily discoverable with moderation technology. But whether to moderate was the question for some time: “One man’s terrorist is another man’s freedom fighter,” said an anonymous executive in 2014,29 noting that Twitter had long permitted political dissidents with extreme views. If Twitter were to moderate ISIS, would that open the door to the expectation that it would moderate other groups or define who was a terrorist and who was not? Facebook, meanwhile, banned the group as part of a comprehensive antiterrorism policy.30

After several incidents, including the terrible and tragic beheading of US journalist James Foley, Twitter began to reevaluate its policy and took down some of the accounts—leading ISIS to issue death threats against executives at the company.31 Yet ISIS accounts were still easily visible in November 2015; after the Bataclan massacre, in which ISIS killed 130 people at a concert venue and stadium in Paris, fanboys celebrated on Twitter.32

ISIS illustrated, once again, that propaganda could have an effect in the “real world”: women were responding to the influencer content of the jihadi brides and heading off to Syria;33 disaffected young men were pledging allegiance to ISIS and then committing acts of terrorism. The appeal did not have to be widespread to have profound repercussions. The US government, meanwhile—still primarily accustomed to broadcast messaging—was both limited and not particularly adept in the social media space.34 State Department bureaucrats began tweeting earnest messages at teenagers and twentysomethings—“Think Again, Turn Away”—but it was unclear if they were dissuading anyone who found ISIS content appealing.35 The digital-native ISIS fanboys, steeped in internet culture and having an innate sense of what actually went viral, eviscerated this messaging with memes—which were increasingly becoming the preferred form of propaganda for the extremely online.36

I had followed the rise of ISIS’s propaganda machine, enthralled and horrified by their ability to co-opt social media platforms like Twitter. This was shortly after I’d spent months deeply studying anti-vaccine networks and narratives. Here was another distinct community, I thought, that was having far more success capturing attention online than their real-world numbers would have predicted. Then the two things unexpectedly came together: I was invited to participate in a 2015 United States Digital Service project, working with the State Department to assess both ISIS’s social media presence and the US government’s response. It was fascinating work spanning both network analysis (how the messages spread) and brand analysis (what ISIS was trying to portray). I often thought of Adrian Chen’s article on the Russian trolls—“The Agency”—which had stuck with me. If political activists and terrorist organizations alike had devised ways to use these systems to enhance their reach and power, surely adversarial nation states like Russia and China had as well. If they were running bot accounts, who was looking for them? Surely they would be doing it more covertly. What was the appropriate response? The US government countertrolling terrorists didn’t seem to be particularly effective, but it was also unclear how the social media companies would come down on addressing the problem… or whether they should be making such important strategic decisions on their own.

Social media researchers working on the ISIS challenge began to lay out early visions for a path forward that might prevent the unwanted censorship of dissidents while limiting the reach of violent extremists: moderation had to be transparent so that the public could understand why users were being suspended. Given the tendency of accounts to “respawn” when platforms paid attention to other issues, moderation had to be consistent. There had to be recognition that platforms should not be the single authority for dealing with the issue; governments should collaborate, and input from activists worldwide should be taken into account.37 And yet, takedown requests from governments were also a potential source of concern and should be handled very carefully. These early principles were broached by both platform teams and outside researchers, but often separately and with little discussion between them.

The State Propaganda Machine Co-opts the Rumor Mill

The internet, and then social media, expanded propaganda in terms of who could produce it, what channels it appeared on, and what style it adopted. Now that state actors had access to both broadcast and social media, they enjoyed new capabilities: overt broadcast (i.e., white propaganda on television) expanded its messaging channels into overt social media (white propaganda on Facebook). Covert broadcast—front media outlets—also expanded into creating online websites. But the new capacity of “covert social” changed the game for states interested in manipulating adversary publics outside their borders, inspiring new strategies useful not only for persuasion and activation but also for distraction and disorientation.38

There is a rich history of black propaganda, or disinformation, campaigns leveraging fake personas and front media to persuade or demotivate adversaries. This type of campaign also evolved with the technology of the times. In 1941, for example, Winston Churchill created a black propaganda team to target Germany, led by Denis Delmer, who’d worked as a German-language broadcaster for the BBC. They worked to create perceptions of military campaigns going poorly and tension on the German home front (stories about wives of deployed soldiers sleeping with Nazi officials), mixing the propaganda with popular music and cover-appropriate rants about the evil Brits. One operative working on behalf of the British effort, German exile and writer Peter Seckelmann, took on the persona of “Der Chef” (the chief), a disgruntled but committed Nazi officer who delivered lurid nightly broadcasts expressing outrage at the lazy and compromised Nazi military leaders who were failing Adolf Hitler—failing the cause. Der Chef used explicit, graphic language to describe their duplicity; stories of sexual depravity and egregious behavior abounded, alongside persona-appropriate criticism of the enemy (Churchill, in this case, was condemned as a “drunken old cigar-smoking Jew”). Delmer called it “propaganda by pornography.” Aiming low and creating something sensational and shocking, he knew, would ensure attention: “I took an enormous amount of trouble over the Chef’s erotica and devoted many hours of patient research to finding ever new forms of sexual depravity to attribute to our victims in the Hitler machine.”39 Der Chef was one character among many; other personas were a bit more professionally news-like. While it has always been difficult to measure the effects of propaganda campaigns, British assessments at the time suggested an “ever-widening audience,” and interviews with U-boat prisoners found that German servicemen had been listening.40

Human nature has largely held constant in the intervening eighty years: sensationalism still sells, and algorithmic incentives make its dissemination ever easier. Social media’s unique affordances, however, revolutionized black propaganda and disinformation campaigns, making persona accounts and front media properties significantly easier to run.41 It became effortless to simultaneously conceal one’s identity and connect directly to targets on social media by way of ads, audience building, and one-on-one chats. State actors have long leveraged fake personas in broadcast and print outlets, with made-up journalists authoring or laundering propaganda from one outlet to the next. But it was extremely risky, costly, and difficult for state actors to participate directly in peer-to-peer chatter networks (like those in Decatur) that more directly influence group opinion; they would have to find ways to become part of the community, and the potential reach was too limited to justify the effort in most circumstances.

Some governments, including those of the United States, China, and Russia, attempted to achieve deep influence within targeted communities via covert operations involving agents of influence: people with ties to a community the state wished to target, recruited to surreptitiously advance its aims.42 Sometimes agents of influence are paid; often they are ideologically aligned. Generally they enjoy a high degree of credibility and usually enough visibility to be useful for shaping public opinion—be they artists, academics, journalists, or government officials. Another covert influence operation strategy was to infiltrate dissident groups or protest movements, including directly via spies, but this was a risky and time-consuming process. One mistake could undermine the whole dangerous and extremely costly operation.

But the culture shift brought about by social-networking platforms made it both easy and normal to make new online-only friendships and chat for hours without ever seeing the other person’s face. Joining Facebook groups and Discord servers for activism and participating in direct messaging channels with people whose real names we may not even know are common online behaviors. There’s an old saying from a New Yorker cartoon of a dog at a keyboard drawn during the days when anonymous chat groups were just becoming popular: “On the Internet, no one knows you’re a dog.”43 Social media made anonymous friendships normal. They made it easy to be whoever you wanted to be. And it was free! Now the propagandist could participate very directly in shaping public opinion, speaking as a fellow member of the community from a seat at a desk an ocean away. Trolls run by foreign governments could in effect drive the rumor mill, offering a whole new set of opportunities both for steering consensus reality and for tearing it down.

From Russia with Likes

In 2018, two and a half years after the work examining ISIS propaganda, the bipartisan leadership of the Senate Select Committee on Intelligence (SSCI) asked me to gather a team to examine a large data set of the IRA’s activities from 2014 to 2018. The data had been turned over to SSCI by Alphabet, Facebook, and Twitter; the companies had attributed the accounts to Russia and estimated that over a hundred million users had seen the content.44 The data set included both paid and organic content from the IRA’s Facebook pages, YouTube channels, and Instagram and Twitter accounts, as well as engagement counts and some metadata. Using the data provided by the platforms as a jumping off point and adding in lists of accounts published by Reddit and tumblr, my team quickly found additional IRA presence across the internet—on websites, in comment sections, and even on Pinterest, the game Pokémon Go, and the Far Right alt-platform Gab.

In its early days the Internet Research Agency ran a few more Twitter campaigns similar to #ColumbianChemicals. One, which involved a rumor about poisoned turkeys from Walmart, was posted on a message board on Thanksgiving 2015; it, too, was backstopped with a fake Wikipedia page and fabricated news coverage.45 However, once again, the hoax claims were outlandishly sensational, and the accounts hadn’t built up any credibility. Accounts springing up to talk about dead horses and poisoned turkeys, with no prior history and few followers, were not particularly persuasive—they might be able to temporarily capture attention and cause confusion, but they did not have nearly the kind of reach or resonance that authentic participants in a conversation could have. Their potential for impact was limited. Thus, by late 2015 the Russian trolls had evolved their strategy: they prioritized creating distinct personas with very specific identities, building up followers, and connecting with a community. Since American communities on the internet had already sorted into identity-based and partisan factions, the IRA found itself in the convenient position of primarily throwing gasoline on already-lighted fires.

Much of the media coverage of the IRA effort focused on its election shenanigans. But the broader story of how they operated reveals quite a lot about how adept propagandists can leverage internet culture by performing an identity and building up relationships and clout within an online faction over time—even via simple actions such as inserting fake persona accounts into viral-hashtag games or trying to catch the attention of influencers with a well-timed, quippy reply.46 

The Russian interference effort was happening at the same time as the State Department’s rather lame efforts to tweet at ISIS and shortly after Congress cut military spending on overt propaganda. But the IRA was staffed by twentysomethings familiar with meme culture who recognized that identity was foundational to influence on the internet and that segments of the American public were already living in factional bespoke realities. Memes and in-group language didn’t replace the long-form narrative propaganda of front media or overt state messaging, but they were a critical addition—with potential for far more direct impact.

On each platform, the trolls presented themselves as members of the American communities they targeted. The propagandists behind the accounts were not infallible geniuses—indeed, in the early days they occasionally slipped into the uncanny valley as they mimicked, for example, American slang in ways that were just not quite right. They extensively targeted Black audiences and attempted to infiltrate their online communities,47 but their inaccurate use of African American Vernacular English at times raised red flags.48 However, the data set revealed that Russian trolls continuously adapted: they hired people who had a better command of the English language but also began to simply plagiarize from the vast ecosystem of vitriolic American trolls across the political spectrum. They cribbed memes from partisan activist groups like Charlie Kirk’s Turning Point USA, a right-wing network for college conservatives, replacing the Turning Point logo with logos for their front media meme accounts (with names like “Army of Jesus” and “Angry Eagle.”)49 They cribbed material from a feminist T-shirt shop for their “Being Liberal” account. Why invent the voice of a feminist from New York when you could pull from her content directly?

The IRA’s personas performed somewhat stereotypical identities: belligerent Texas secessionists, bitter descendants of Confederate soldiers, sanctimonious feminists, Black women interested in hair, leftist activists with mixed feelings about America, downtrodden veterans, Christians obsessed with Donald Trump. Their profiles described their politics and interests and included hashtags to signal belonging to relevant factions. While some of the content was cheesy, several of the troll account operators had a knack for resonance: Twitter persona “WokeLouisa,” a “progressive Black woman deeply concerned about social justice,” played her role so convincingly that Twitter CEO Jack Dorsey retweeted her, amplifying her messages to his millions of followers.50 Pro–Second Amendment activist personas were retweeted by right-wing influencers such as Dinesh D’Souza.51 Major American media outlets inadvertently embedded IRA troll posts as exemplars of man-on-the-street—“someone on the internet is saying”—commentary in their coverage of online conversations. Some of the accounts on Instagram, Facebook, and Twitter managed to accrue hundreds of thousands of followers; overall, the effort generated hundreds of millions of likes, shares, reposts, and other engagements across all social platforms.52

As I pored over hundreds of thousands of memes and posts that had appeared on Facebook and Instagram, I was struck by how well the people running them—outsiders—tapped into facets of the American experience that were barely visible to me as an insider. Over thirty distinct accounts purported to belong to Black Americans, split into a range of focus areas: pride, beauty, Baptist faith, liberation theology, Black excellence, and Pan-African spirituality.53 Right-leaning accounts offered an array of options from flags-and-plains Reaganite patriotic content to the nihilistically ironic memes of the alt-right. There were highly specific identities; one account focused on life with an incarcerated spouse. And the posts—and ads soliciting new followers—were always written as if the author shared the identity of the target audience:

“Let`s be real. Our hair is always political.”

“Power to the People! We have to grow up, we have to wise up. We don’t have any other choice this time but boycott the election. This time we choose between two racists. No one represents Black people.”

“Do you support Trump? Wanna #MakeAmericaGreatAgain? Wanna see your kid on our account? Take pictures, make videos, send them to us via DM or tag #KIDS4TRUMP and we’ll make a patriotic team of young Trump supporters here!”54

After speaking as members of the community, reinforcing pride in a shared identity over time, the Russian trolls then deftly cast those identities in opposition to each other. If there was a central theme, a question asked repeatedly, it might be best summarized as, Who is a real American? or Who is America for? Trolls pretending to be American veterans wondered why politicians were spending money on Muslim refugees. Meanwhile, on their fake Muslim accounts, they wondered aloud why Americans hated Muslims so much that they would turn away refugee women and children fleeing conflict zones (in wars caused by American aggression). Fake southern personas expressed deep pride in ancestors who had fought for the Confederacy, then attacked the positions of the Black Lives Matter accounts (run by other trolls) and argued that Americans were trying to “rewrite history” by tearing down Confederate monuments. The efforts spilled off the internet and into American cities and towns at times: for example, the trolls worked to galvanize distinct audiences to protest, and counterprotest, at the site of a Confederate monument in Stone Mountain, Georgia.55 The audiences of a pro-Muslim and pro–Texas Secession Facebook page were each convinced, by people sitting at desks in Russia, to attend a single rally in downtown Houston—to support Islamic culture or to fight against the growing presence of Islam in Texas—and when they showed up, police had to separate the crowds.56 The IRA regularly made efforts to recruit protest attendees to send in video and photos, which they could mine for future posts.

And then, of course, in addition to the propaganda, there were the rumors: in one remarkable example, the Russian IRA trolls worked to boost social media chatter discussing right-wing media allegations about the murder of Seth Rich, a Democratic National Committee staffer. Rich, you will recall from Chapter 3, was the subject of Jack Posobiec’s conspiratorial rumors and subsequent misleading coverage on Fox News. Their insinuations that his murder was payback for Rich’s leaking DNC emails were remarkably helpful to Russia’s trolls… since those emails had actually been hacked and leaked by Russian military intelligence.

Media coverage of the IRA effort to “sow social division” often focused on the divisive trolling in the Twitter arena. But this oversimplifies the strategy that the IRA pursued within the closed crowds it brought together on Facebook and Instagram: the methodical, painstaking work of community building and creating content to engender community around pride in a distinct identity, then leveraging that entrenchment to denigrate other identities. IRA trolls were speaking to and exploiting the factions.

Propaganda, in most people’s minds, is a strategy for persuasion. But within each faction, users tend to already have similar beliefs; the IRA created spaces for those who were already convinced and called on them to be more vocal. The goal of propaganda targeting a faction today is to activate it. The IRA data sets showed that the trolls only rarely made an effort to change minds. Two topics stood out as exceptions: they tried to shape Americans’ opinions about the Syrian War—a matter of great interest to Russia.57 Most American factions did not have particularly strong opinions about the war. Most Americans really didn’t pay attention to it. But the Russian trolls made an effort to explain to Black communities that the United States should get out of the war because Flint, Michigan, didn’t have clean water—the United States should concentrate on fixing its problems at home. They made anti-imperialist arguments to the pro–Bernie Sanders, feminist, Muslim, and liberal audiences. On the right-wing pages, they argued that American involvement in the war would generate more damned refugees. They understood what arguments would resonate with which faction of America.

The other persuasion effort involved a series of posts that aimed to galvanize voters in the Republican Party to support a particular primary candidate. No, not Donald Trump—Rand Paul. After Paul flopped in early primaries, they refocused on Trump, working to mock Marco Rubio and to drive Ted Cruz’s supporters to Trump: “Texas supports Donald Trump, not Ted Cruz. We know that many Texans support Ted Cruz as he is kind of Texan (born in Canada by Irish-Italian mother and Cuban father) and his ideas kind of attract many people of Texas. ‘Kind of.’ Sorry, Ted, Trump is everything you are not… Vote for Trump y’all.”58

Full-Spectrum Propaganda: A Global Challenge

Russia remains the specter that has captured the imagination of the public (and academics) when it comes to influence operations. Although the impact of its troll factory efforts is not as profound as many on the left believe, it is prolific and brazen and invests significant time and resources in strategic manipulation. The Kremlin achieved an early, and deep, understanding of the mill-machine dynamic.

Russia is only one of many state actors worldwide that recognized what social media made possible. Creating persona accounts and front media properties online is now a standard playbook around the world. The most well-resourced states incorporated social media propaganda into their existing broadcast and print capabilities, creating a full-spectrum propaganda capacity: overt to covert strategies, deployed across both broadcast and social media channels, often in very integrated ways.59 Social media didn’t replace their other messaging efforts—it was additive. The full-spectrum approach let propagandists reinforce messaging across different mediums. They could use social media profiles and ad-targeting tools to push state-aligned or front media to whatever niche audience the state wanted to reach: young people on TikTok, right-wing American audiences on Truth Social, people who watch RT, or all of them at once.60

But more importantly, by using a combination of broadcast and social media channels, a state actor can run strategies beyond persuasion or activation. Creating confusion and distraction is easier than ever. The Chinese Communist Party, for example, is no stranger to using social platforms to its advantage—its “50 Cent Party” of paid commenters, who pseudonymously post “grassroots” commentary on Chinese social internet spaces, has been a long-standing participant in domestic social media conversations. Members of this cadre primarily use high-volume covert activity on social media forums to distract Chinese citizens from scandalous or inconvenient topics, pushing unfavorable threads or content out of public view by redirecting the attention of Chinese “netizens” to other matters.61

This redirection strategy is more challenging to execute on American social media platforms, where content moderation algorithms on platforms like Twitter quickly downrank spammy accounts doing high-volume posting. The dynamics of the online rumor mill, however, enable a different strategy: proliferate rumors within a trending hashtag to make it too difficult to know what really happened. Flood the zone with potential explanations for an event. Which story is actually reality? Who knows!

Russia used this strategy early on, in 2014, as it tried to wiggle out of accountability for shooting down a passenger airliner (MH17) in a conflict zone62 (using fake accounts to suggest that some people were saying that there had really been a bomb on board) and for poisoning an ex-spy on British soil in March 2018.63 Explanations proliferated, some given by state media, others by anonymous accounts. Then state media could report on the allegations of the anon accounts, and the anon accounts could in turn share the state media coverage.

Saudi Arabia took note: after operatives linked to the country’s government murdered journalist Jamal Khashoggi in October 2018, an army of social media accounts offered overlapping and conflicting narratives, from denying the murder, to claiming it occurred elsewhere, to attacking Khashoggi’s character.64 (The kingdom’s online trolls had also harassed him, incessantly, while he was alive; Saudi Arabia’s interest in Twitter extended to buying an ownership stake65 and also surreptitiously placing a mole as an employee at the company to track dissidents.)66

In the age of full-spectrum propaganda, an online rumor can be quickly bolstered by articles written by state-controlled outlets. Fake personas can boost engagement on real, official government social media accounts—like those of diplomats who are “just asking questions.”67 As Peter Pomerantzev, a journalist who chronicled the rise of this strategy, put it, “Nothing is true and everything is possible.”68 The effect is disorienting.

The strategies are not always well executed. In 2019, a large protest movement took shape in Hong Kong; protesters were initially rallying against a new, strict bill related to extradition, though the movement expanded to have a broader pro-democracy focus. During a clash with policemen, one of the protesters was shot in the eye with a beanbag round by the police—images and footage traveled around the world instantly, and she became an icon.69 The protests now had a human face—an extraordinarily potent turn—and other protesters began to wear gauze over their eyes in solidarity, generating more international coverage. The CCP responded with a barrage of activity to get their version of events into the mix, using a combination of what appeared to be real pro-CCP posters (who hopped over the Great Firewall to post on Twitter) and a flood of fake personas. These accounts began to reply to prominent Western media and other Twitter accounts that expressed support for the Hong Kong protesters, trying to cast doubt on reality with alternative explanations.70 The protester’s own comrades had shot her by accident, some state media outlets claimed; other accounts argued it was all a false flag to make China look bad. The deflection tactics were similar to the Russian and Saudi efforts.

Unlike Russia’s trolls, however, the Chinese fake-persona accounts showed no indication that anyone had invested time in making them look plausible. Chinese state-linked accounts in the influence-operations data sets I’ve worked with most often have usernames consisting of a generic Western first name followed by a bunch of numbers: Sarah12513593402 suddenly has very strong opinions about Hong Kong protesters. Accounts often appear to have been compromised at some point, possibly purchased; they used to be fans of British pop bands but now care a lot about Chinese politics.

Meanwhile, even as clusters of fly-by-night fake accounts pop into hashtags and are quickly taken down, real Chinese Ministry of Foreign Affairs officials and other diplomats—known as the “Wolf Warriors”—mix things up using their own authentic, verified social media accounts, aggressively amplifying conspiracy theories, bad press, and controversies about their ideological enemies while stridently defending the CCP party line.71 These are the authentic, overt voices of the state—yet they in turn get engagement from the networks of fake accounts.72 Overt and covert tactics are deployed in concert.

Meanwhile, even as these attention brawls happen in the arena, China’s overt state media outlets, some of which have amassed over one hundred million followers on their Facebook pages (some real, some likely fake),73 calmly and consistently post pro-China stories featuring beautiful images and videos of Chinese culture, and run ads to target this content at audiences around the world.

While much of the media coverage of influence operations in the United States focuses primarily on Russia, China, and Iran interfering in American electoral politics, this is a global issue. The Middle East is a hotbed of influence operations; regional rivalries play out as social media propaganda wars. In 2021, my colleagues and I looked at forty-six operations that originated in Middle Eastern countries from August 2018 to March 2021. Iran targets Saudi Arabia and Egypt—but also Morocco, Senegal, and Sudan, among others. Saudi Arabia, Egypt, and the United Arab Emirates (UAE) target Iran, Yemen, Libya, and Qatar.74 Some of the content in these regional operations is old-fashioned persuasion propaganda in which a country boosts itself and denigrates its rivals, now enhanced by the use of fake social media personas pretending to be citizens of the targeted country. These supposed “men on the street” argue in favor of some local politician or policy favorable to the country secretly running the influence operation, sharing content from a combination of real and front media expressing the same point of view. They tout how great a particular regime is: Iran stands up against neocolonialism for the oppressed people of the region; the Supreme Leader’s wisdom and devoutness is a stabilizing force for the region. Saudi Arabia, in its own propaganda, positions itself as an ally to the West, as domestically successful and far more stable than Iran. The UAE positions itself as worldly, a global power player; personas made to look like European and Australian tourists praise the country for its hospitality and beauty.

As more state actors take advantage of social media, their propaganda is taking on a new patina; as in past media environments, the structure influences the substance. ISIS terrorists created content that looked like video game promos in 2014; members of Yevgeny Prigozhin’s private military company, Wagner Group, created TikTok video clips of themselves shooting things, set to soundtracks of Russian black metal bands, to appeal to recruits as the 2022 war with Ukraine began.75 Unaffiliated fan accounts made tribute videos glorifying the group. Ukraine, meanwhile, proved extraordinarily adept both at making memes (some engineered by the government, others produced by cadres of digital volunteers in Telegram channels)76 and also at putting its leaders forward in livestreamed, personal, and engaging videos posted to social media platforms. They captured the attention of a global audience.77 Both the attacker and the defender in the conflict prioritized creating material that audiences would boost and share, incorporating bystanders into the propaganda war.

While some content put out by official accounts clearly has a political objective—and people share to signal support for one side or another—this digital conscription is often very subtle. To galvanize the rumor mill—to turn ordinary people into unwitting propagators of state messaging—state propagandists have adopted the rhetoric of conspiracy theorists: Some people on the internet are saying… When Russia invaded Ukraine, for example, it leveraged conspiracy theories plucked from the dregs of American social media to advance allegations of “bioweapons labs” in Ukraine, which Ukraine was purportedly operating in cahoots with the DoD. This theory, first popularized on Twitter by American QAnon influencer “WarClandestine,” was leveraged by Russian state media to serve as pretext for the invasion—Russia had to shut the labs down!—after other pretexts (such as the supposed need to “denazify” Ukraine) failed to generate popular support.78 China promptly picked up and boosted Russia’s bioweapons conspiracy theories, complaining about the involvement of the United States. “US owes world an explanation on bio-labs,” admonished Chinese state media outlet Global Times, implying, shamelessly, that the labs were working on bat coronavirus samples at the time of the COVID-19 outbreak.79 The Wolf Warriors tweeted complicated infographics purportedly exposing the “US’ BIO-WEB.”80 The rhetoric was virtually indistinguishable from the run-of-the-mill conspiracy theorizing that regularly powers the rumor mill: “What is the U.S. hiding in the biolabs discovered in Ukraine?”81 Indeed, remarkably, the question was echoed on Fox News by anchor Tucker Carlson.82

Hacked documents later revealed a bilateral agreement between Russia and China, signed in July 2021, to cooperate on news coverage and propaganda narratives.83

When it comes to actually executing these influence operations, professional PR and media firms—those original invisible rulers—are often behind the wheel. Regional firms that successfully manage the social media accounts of real individuals also run fake networks on the government’s behalf. Indeed, an international industry has emerged: the governments of Honduras and Guatemala allegedly contracted with a US- and Venezuela-based firm to target their internal rivals.84 One Israeli firm boasted to undercover reporters about being involved in more than thirty election “black ops” efforts.85

The State and the Crowd

State actors don’t rely solely on fake personas when leveraging the rumor mill. The current ruling party of India, the Bharatiya Janata Party (BJP), blends bots with an organization of real supporters; authentic participants in pro-BJP WhatsApp groups work collectively to make things trend on popular platforms.86 Some of the support is real grassroots activism. However, the BJP also relies on micro-influencers paid to praise the government and target its rivals, blending propaganda and rumors with a significant helping of harassment.87 The “information yoddhas” (warriors), organized into thousands of regional cells, introduce content into the WhatsApp groups that real participants organically spread; at times, rumors have led to mob violence.88 Other Indian parties, such as the Indian National Congress, have leveraged a mix of authentic and inauthentic tactics in their own efforts against the BJP.89 The parties recognize that a narrative coming from trusted sources—for example, a friend-of-a-friend story forwarded by your aunt—is often more persuasive than something from a newscaster.90

Because WhatsApp is encrypted, it’s difficult for Meta (which owns it) to respond to manipulation tactics as it does on Facebook or Instagram—the crowd is less visible. It has tried limiting the number of people in the groups and the number of times messages can be forwarded to avoid the spread of viral, decontextualized rumors. Civil society has created fact-checking initiatives whereby individuals can voluntarily flag content to a fact-checking team that will publish a quick blog post explaining the situation. Of course, as in the United States, the audience must be receptive to the fact-check. Bespoke realities are not limited to the United States.

Much like the ref-working domestic activists, state actors become unhappy when platform responses interfere in their interactions with useful crowds. Efforts to disrupt manipulation networks in India, for example, have seen platforms threatened with state retaliation. Jack Dorsey, former CEO of Twitter, asserted that Prime Minister Narendra Modi’s government had gone so far as to threaten to shut down tech companies’ in-country operations and raid the homes of their employees if tech companies did not moderate in accordance with the ruling party’s demands; the Indian government denied his claims.91 There have also been allegations that Meta has treated political accounts in India with kid gloves.92

Exposing influence operations can generate a lot of performative indignation and sometimes an aggressive response from those who ran or benefited from the campaigns. The responses include smear campaigns against the independent researchers involved (numerous state-controlled media outlets have written unflatteringly about Stanford Internet Observatory!). There are threats, sometimes implied, of legal or physical retribution—particularly if a researcher or tech company employee has family members who live within a country that is the subject of a takedown. Fear of retribution against family sometimes deters researchers with the deepest cultural knowledge or language skills from investigating disinformation campaigns by those governments or putting their names on their publications.

The Mass Production of Unreality

Influence operations happen on a constantly evolving playing field: every new platform becomes a target that propagandists can exploit as its user base grows. Any emerging technology that helps people create or share content transforms what’s possible. When, for example, generative adversarial networks (GANs)—a type of AI that can be used to generate human faces93—began to produce images of people on par with those in stock photos, manipulators quickly incorporated the technology into their playbooks, using them as profile pictures for fake accounts.94 Stock photos and stolen pictures of real people had been relatively easy for disinformation researchers to detect: a quick Google image search could surface the original, which was a red flag that a profile was not what it claimed to be. GAN-generated faces eliminated that easy tell.

Yet the “photos” of people who did not actually exist were not entirely undetectable. The eyes, noses, and mouths produced this way were located within specific regions of the photo. The AI also often screwed up details like teeth, ears, and the border between hair and background. Things that humans expect to be symmetric—collars, earrings, pupils—often weren’t. The GAN-created pictures included dozens of tiny giveaways that enabled researchers to say with a high degree of confidence that a profile picture was likely AI generated—the new technology came with its own red flags.

After 2018, disinformation researchers began to see these fakes everywhere, sometimes used by state actors in propaganda campaigns, other times leveraged by spammy companies trying to make connections for outbound sales.95 As fake faces became more common, even on platforms like LinkedIn, social media platforms began to invest in technology to detect them.96 Media wrote explainers to help the public recognize the signs. But even as tech companies gained the upper hand and much of the public became versed in the identifiers of fakery, generative AI using a different type of technology—generative pretrained transformers (GPTs)—became more widely democratized.

In 2020, OpenAI released GPT-3, a text generator that works by predicting the next word in a sentence with remarkable sophistication.97 At the time, I was studying the long-form propaganda that Russian military intelligence (the GRU) had written for its front media outlets manipulating the conversation around the Syrian war.98 The effort had been detected in part because the GRU’s fake journalists plagiarized content—including from their own fake colleagues!99 As I simultaneously spent time in the summer of 2020 reading Russian propaganda and exploring the potential of GPT-3, it occurred to me that the technology would enable a propagandist to easily avoid the detection traps that had ensnared the fake journalists whose output I was reading. It could quickly and inexpensively produce original content, replicating the style and tone of any given community down to the in-group language and slang.100 There would be no need to plagiarize anymore. The “copypasta” repetition and the little uncanny-valley malapropisms and misplaced punctuation we’d used as signals in detecting state actor disinformation campaigns were likely to disappear.

The technology democratized quickly with the launch of ChatGPT. Widely available text-to-image generation quickly followed: if you can describe an object or a scene, AI diffusion models like Stable Diffusion and MidJourney will draw the picture you’re imagining in vivid detail. These tools, too, had early “tells”—just as the GAN-generated faces often had botched teeth and weird pupils, AI-generated pictures of people frequently included extra fingers. But within a few months, that tell was largely eliminated. It is now easy to create photorealistic images of people who do not exist, in places that do not exist, depicting events that never happened. It’s possible to create audio of things that were never said, even in the voices of ordinary people. Video is on its way to being equally accessible. In other words, it’s possible to mass-produce unreality.

Generative AI technologies are powerful and very useful for many applications. As with many technologies, this means that there are also malicious applications. After a few interactions with GPT-3, it became obvious that generative text tools, which produced writing indistinguishable from that created by people, would also be transformative for propagandists, simultaneously increasing the quality and quantity of their output while reducing the cost to produce it.101 Large language models have the potential to make automated social media bots useful again, by powering chatbots responsive to users who try to interact with them.102 Synthetic video clips, AI-generated images, or fake “leaked audio” can be used as the underpinnings of sensational viral stories. Technology evolves, and trolls adapt.

On the morning of May 22, 2023, someone on Twitter posted a photo of a black cloud of smoke and a building with the caption “Large Explosion Near the Pentagon.” It went viral and caused a brief dip in the stock market.103 This wasn’t the first hoax on Twitter to create ripples in financial markets. But this time the image was AI generated. Investigative reporters found that the first account to post the content was a purported “news” account—it had “news” in its username, at least—that had paid to receive a blue check (account verification) on Twitter.104 The account had previously posted QAnon content and sometimes pro-Putin commentary.105 Other accounts involved in spreading the faked image included imposters piggybacking on the brand of reputable news outlets (“BloombergFeed,” which had no affiliation with Bloomberg) as well as the Russian state media outlet RT and antiestablishment blog Zero Hedge. Interestingly, the building in the image didn’t actually look like the Pentagon. The physics of the fence posts and building pillars were simply wrong. But some people found it persuasive, so they shared and reacted to it. The stock market blip was likely the result of trading algorithms lazily reading Twitter. But the scenario reminded me of #ColumbianChemicals and how much easier technology has made it to create hoaxes today.

Social media democratized content dissemination, making it possible for anyone and everyone to share a message, target an audience, and grow a community. Generative AI takes the cost of content creation to zero. The technology promises incredible benefits for the majority of the honest, authentic people in the world who use it. Society is unlikely to collapse under a proliferation of AI-generated manipulation campaigns simply because the tech exists; audiences must trust the messenger and believe the content is real for it to be influential. But it is likely that we will see these kinds of hoaxes increase in the near term, even as platforms begin to implement tools to check for watermarks or other signs of content authenticity. Influencers, particularly those with large followings, will become targets as manipulators try to convince them to share synthetic media to their large audiences.

Generative AI enables us to manufacture unreality: to produce images from worlds that don’t exist, audio that speakers never said, and videos of events that didn’t happen—the kind of magic that was formerly the purview of big movie studios or people with deep technological training or artistic skill. But another consequence of this technological revolution is even more important to understand: the liar’s dividend, in which awareness of the existence of the technology enables a person to cast doubt on things that are real.106 That leaked audio of real, hot-mic comments the politician wishes they hadn’t said? Just dismiss it. It wasn’t me; it was AI generated.

This is not merely theoretical. On October 7, 2023, a terrible act of terrorism happened in Israel: militants from Hamas massacred over eleven hundred Israeli civilians at a music festival and in dozens of locations near the Israel-Gaza border. Some of the militants, who were themselves killed, had worn GoPro cameras.107 Footage from these cameras, as well as from the first responders who arrived on the scenes, flooded social media, appearing first on alternative platforms like Telegram before being picked up by users and shared elsewhere. Twitter influencers, some of whom were chasing clout (or profit from the monetization program that Elon Musk had started), made sensational and inflammatory claims and shared atrocity footage—including, unfortunately, from completely different atrocities that had happened long ago in other places.108 The world was transfixed and searching for information, but it had become very difficult to know what was true on the platform that had previously been the best source of real-time information in a crisis.

As the horror of what had happened on October 7 was revealed, a handful of news outlets reported word-of-mouth rumors about a high number (forty) of beheaded infant victims. President Joe Biden commented on the claims, though it was unclear whether he’d personally seen the evidence or it had been relayed to him by advisors. Later that evening, an administration official told CNN that Biden had not personally seen pictures or confirmed reports of infants beheaded by Hamas, clarifying that the president’s remarks were referring to public comments from media outlets and Israeli officials.109 Media and fact-checkers subsequently sought to uncover the truth about the scope and means of death, even as highly polarized pro-Israel and pro-Palestine influencers and factions battled on social media about whether the allegation was all Israeli military propaganda.110 As with the Russian invasion of Ukraine in February 2022, the fog of war made it difficult to know what was happening; rumors flew before the facts were known.

However, the Hamas attack and Israel’s subsequent military response also became the first major conflict to play out in the era of democratized generative AI. Millions of people knew that highly realistic fake content could be created by machines. And so, people began to dismiss real atrocities as AI-generated fakes. When the government of Israel released photos of several murdered infants, some influencers ran the images—which were partially blurred in spots—through AI image detectors, at least one of which was fooled by the blurs and declared the images to be generated by AI. People who distrusted the Israeli government latched on to the false positive; some accused Prime Minister Benjamin Netanyahu of fabricating images of murdered children.111 As the conflict continued, AI-generated images repeatedly went viral, and real images were dismissed as AI. Anything that was inconvenient to one side or another could be dismissed as a fake by an incentivized faction.

The combination of easily generated fake content and the suspicion that anything might be fake allows people to choose what they want to believe. Unreality—and its specter—will continue to compound our splintering into bespoke realities.112 Although technological detection of generated content will continue to improve, it will never be a perfect solution. The problem is once again not solely technological—it’s very much an issue of what sources and content audiences trust.

The Regulatory Arbitrage of Content Moderation

In the decade since #ColumbianChemicals happened on September 11, 2014, state actors have taken full advantage of the collision of the propaganda machine and the rumor mill. While many state-run influence operations (at least, the ones we find) often do not appear to be particularly impactful (some are), we nonetheless see sustained creativity and ingenuity from state actors as they incorporate new platforms, features, and technologies into their operations. It’s a cat-and-mouse game, with the role of the cat primarily played by the tech companies.

In the years since late 2017, as governments, people, and platforms became aware of the details of the IRA’s expansive covert social effort, tech platforms scrambled to address the situation. Facebook began to disclose information about the accounts behind ads on the platform and to require people running political ads to confirm their identity.113 Facebook pages began to display the location of the page administrators and previous names of the page. The platforms established integrity teams staffed with dedicated employees to find and take down networks of fake accounts before they grew into something impactful, and a new policy area emerged: “coordinated inauthentic behavior.” Networks of accounts came down if platforms determined that they were “inauthentic”—if, for example, the people behind the accounts were pretending to be something they weren’t or were using multiple accounts in concert to manipulate engagement.114

The Russian troll factory employees in Saint Petersburg were saying many of the same things as authentic Texas secessionists or Black Hebrew Israelites, but their accounts came down because they, or the tricks they used to amplify their messages (such as automated bots), were not what they seemed on the surface. Platforms released public reports and made data sets available to researchers, like my team, who then did independent analyses and provided even more context and transparency to the public.

Friction in the gears didn’t make manipulative state propagandists go home, but it did force them to update their tactics. To try to get around identity checks they could use virtual private networks, or hire people who had gotten verified, or buy old accounts. To bypass integrity teams and their investigations, they could hop to less moderated platforms or to new ones that were just becoming popular and hadn’t yet staffed up defensive efforts. Rather than creating fake journalist personas, they could simply hire unwitting real people to write for online front media outlets.

As influence operations have evolved, the job of dealing with them has fallen largely to the social media companies. It is (rightfully) very difficult for a democratic government to write regulations for content policies because of the speech and expression implications. However, very few people want to spend time within a free-for-all of unreality, propaganda, and manipulation. Therefore, even as regulation has been sporadic, platforms have put in place synthetic media policies and announced watermarking initiatives as techniques like generative AI have become widely available. Google recently announced it would also leverage its image search tool to alert users to AI-generated images.115

In business and finance, regulatory arbitrage is the practice of exploiting differences in regulations across regions to gain a competitive advantage or reduce costs. There’s regulatory arbitrage in content moderation too: bad actors increasingly set up shop on the platforms least equipped, or least likely, to moderate them away.116 If Facebook is watching closely for fake accounts trying to manipulate the conversation around an American election, well, there’s always Gettr, Truth Social, Gab, and even Telegram, which host relevant audiences and have made a commitment to little, if any, moderation. They have a right to set their terms of service. But their choice not to have integrity teams means that state-linked accounts taken down by the big platforms often remain active on anti- or minimal-moderation platforms.117

One memorable example that we saw after the Russian invasion of Ukraine was a fan page for popular US musician Kid Rock on Truth Social that suddenly had a lot to say about the war.118 While the alt-platforms often have much smaller audiences, the fake Russia-linked Kid Rock account managed to achieve a few breakout successes as its content was reposted by its audience to other, more mainstream social media platforms. Donald Trump Jr., for example, reposted one of the alt-platform fake–Kid Rock memes to Instagram.119 These accounts may not get massive engagement or reach, but they can propagandize to niche audiences relatively undisturbed.

Telegram, not widely popular in the United States but huge in other countries, has long made clear that it has no intention of investigating who is behind even the most seemingly manipulative channels. It makes no effort to moderate disinformation campaigns, although it did respond to EU sanctions on Russian state media outlets and, in a limited way, to Apple and Google app store requests to restrict access to Hamas channels.120 Given the platform’s hands-off policy, it was unsurprising to see many manipulation campaigns related to Russia’s invasion of Ukraine emerge from, and go viral on, Telegram. One notable example was the devastating claim that victims of a war crime in which Russia bombed a maternity hospital in Mariupol, injuring or killing multiple pregnant women, were really “crisis actresses” hired by Ukraine.121 That bit of propaganda was quickly snuffed out on Twitter and Facebook, which took down state media and official Russian embassy tweets lying about the women and put up fact-check labels on related posts as quickly as possible.122 However, the blitz of lies captured attention on Telegram, spread on the web, and even managed to temporarily trip up Google Search: for a few hours after the claim went viral, searching for the name of one of the young mothers who survived returned links to state media outlets smearing her.

Does It Work? Does It Matter?

These state-run influence operations affect the people whose lives they upend and the communities they target and mislead. Whether the state actor behind them is targeting its own citizens or those of a rival nation, the campaigns are manipulative and wrong.

Given these implications, we should not rely solely on tech companies to investigate what’s happening; nor should we accept their findings without further verification. After 2018, academics, media, civil society, and tech platforms began to work more collaboratively to investigate state-sponsored influence operations.123

However, those outside the platforms can only see so much. Uncanny content, similarities in posting patterns, AI-generated profile pictures, and ties to past networks or domains are interesting signals, but not enough to concretely attribute a campaign to a state actor. A meaningful attribution has to be based on more than circumstantial evidence. This is why academic researchers often reach out to representatives of the social platforms after gathering initial intel about a seemingly inauthentic network; tech companies have visibility into far more data, including data related to devices used by the account or where accounts may be logging in from. For several years following the discovery of the Internet Research Agency’s efforts to manipulate American society, tech companies shared findings with those who provided the initial tip and subsequently made data sets and a takedown report available to the public. But as of 2023, several tech companies have begun to walk these collaborations back as communication between platforms and researchers has reframed by bad-faith actors as some sort of conspiracy to suppress certain voices or political beliefs.124

In reality, these collaborations enable everyone to better understand disinformation campaigns and ensure that state power is checked. Transparency is key to making sure the public understands how duplicitous campaigns work.

Propagandists don’t simply stop running influence operations after a network is discovered and attributed; there are rarely significant consequences for being caught. The state may lose most of its fake accounts, but they will inevitably eventually respawn. As long as targeted communities are reachable and the benefits of the operation outweigh the costs of running it, this Whac-A-Mole game will continue.

Not all state-run operations are resounding successes. Many flop. But not disrupting the network—simply not imposing any costs on manipulators—means that they will continue to grow.

State-sponsored disinformation and propaganda campaigns today don’t need to reach a large audience or persuade entire societies—or even majorities of people—to think a certain way. In a world of splintered publics, such campaigns can target and activate specific factions. They can use the existing rumor mill and real online crowds to unwittingly propagate state-aligned messages125 or even nonsense conspiracy theories like Pizzagate. It is enough, sometimes, to crystallize and exacerbate existing distrust and to entrench people further within bespoke realities.

Indeed, domestic media, domestic influencers, and crowds of real activists remain the invisible rulers running the show, as state actors piggyback and exploit existing dynamics. As the United States experienced protests and racial unrest in the summer of 2020, Russia, China, and Iran were very much in the mix to exploit the real grievances: Russian propaganda outlets, some easily attributable, some gray propaganda, produced content to amp up unrest at every opportunity.126 Some of the outlets supported the left-leaning protesters calling for an end to policing; some supported the right-leaning pro-police perspective. China and Iran frequently weighed in as well, proclaiming the failure of democracy.127 But these state-linked efforts are usually most effective at exacerbating something that’s already happening: juicing a rumor mill or laundering narratives through propaganda channels. They don’t have even close to the kind of impact that authentic influencers within a community can have. And this is, in fact, one reason why state actors have increasingly begun trying to simply hire influencers128—often surreptitiously—to produce content on topics ranging from mundane cultural commentary (China paying people to say nice things about the 2022 Winter Olympics)129 to war propaganda (Russia paying creators on TikTok to spread Kremlin talking points).130

We should be able to hold two things in our heads simultaneously. First, nation-states have enthusiastically adopted social media as another channel in a full-spectrum propaganda strategy. They have adapted “agents of influence” strategies to the virtual world—recruiting unwitting journalists and influencers and infiltrating communities. This is happening globally: invisible rulers worldwide want the power to shape public opinion—to topple adversary governments or parties, disrupt societies, and move markets. Authoritarian governments in particular, which block Western social media platforms and work to prevent their citizens from organizing, aggressively take advantage of the free-expression affordances conferred by the internet and Western laws to manipulate the citizens of their adversaries, undermining their trust in foundational democratic processes and manipulating consensus. Democracies are more vulnerable to these types of attacks because our commitment to free expression leaves us inclined to permit content—unless we are absolutely certain that it is coming from an outsider—that explicitly undermines our leaders, institutions, and social cohesion; that exacerbates distrust; and that uses outright lies and conspiracy theories to do it.131

Second, the mere effort of state actors does not mean that state actors are effective. Overreacting to their efforts by elevating them to the stuff of legend actually serves the propagandists’ aims.132 Underestimating the threat of foreign influence can enable adversaries to flourish. But exaggerating the threat risks undermining public trust in the information ecosystem and fostering the sort of paranoia in which anyone you disagree with online can simply be dismissed as a Russian troll.133

Yevgeny Prigozhin invested in sending his company’s trolls on trips around the United States to get a firsthand sense of what drove American communities.134 Very few other efforts have put forth that kind of initiative. The well-informed mercenaries got good click-through rates on their ads; their targeting was on point. Some of the Americans who followed the accounts joined in-the-streets protests set up by the trolls, promoted their content, and occasionally chatted with them on Messenger. However, even though the IRA persona accounts amassed hundreds of thousands of followers, researchers still debate whether they affected the United States in any material way.135 An agent had done something to a target, but was it influential?

It’s highly unlikely that the IRA effort swung the election. Their political content was a small fraction of election-related content, even within the specific factions. The hack-and-leak operation by the GRU—the leaking of Clinton campaign chairman John Podesta’s emails, among others, did demonstrably shift the national political conversation. The first email dump helped redirect national attention away from the “Grab ’Em by the Pussy” Access Hollywood tape (and the announcement earlier the same day that Russia was believed to have hacked the DNC).136 But the GRU hack had another lasting societal impact: Podesta’s emails about ordering food were the inspiration for the Pizzagate conspiracy, the precursor to QAnon, and the Russian trolls were right there to boost both. They gave domestic American faction members an assist as they fell into a bespoke reality in which Hillary Clinton and Podesta were running a pedophile ring out of the basement of a pizza place that had no basement. And, of course, eventually a man showed up with a gun.

Russia and the IRA took advantage of our own internecine fighting. Foreign actors might have been accelerants—but Americans provide the kindling.

Pandemic Propaganda

Four years after the 2016 election, the emergence of COVID-19 and a new pandemic-inflected reality created an explosion of mis- and disinformation, fueling the rumor mill and triggering expansive efforts by propaganda machines worldwide. The pandemic became the primary concern of almost every nation on the planet; few topics in our age have commanded and sustained public attention around the world simultaneously or provided such a wealth of opportunities for every conceivable actor, from activists to world leaders, to shape narratives in service to their own interests and incentives.137

Many state actors worked inwardly. As the disease spread within Iran’s borders, Ayatollah Ali Khamenei rather quickly blamed the United States in internal state media, alleging that the virus had been “specifically built for Iran using the genetic data of Iranians.”138 Some worked both inwardly and outwardly, taking advantage of a chance to undermine their rivals. Saudi Arabia’s state media, which broadcasts regionally, talked up the kingdom’s internal successes, emphasizing its low death rate and high testing capacity while highlighting Iran’s and Qatar’s struggles and incompetence.139 Saudi state media amplified the regional rumor mill, covering the “news” that Houthi rebels in Yemen were killing people diagnosed with coronavirus to stop its spread; the rumor spread so widely in Yemen that the Houthi leaders took the unusual step of issuing a statement, despite largely imposing a communication blackout about COVID within their community.140 Russia’s state media outlets RT and Sputnik pushed out English-language articles criticizing the pandemic response of Western governments, alleging that they were overreacting to the threat of the disease and unfairly infringing upon freedoms. Other RT articles, meanwhile, unabashedly praised China’s handling of the pandemic and touted the success of China’s and Russia’s own lockdowns.141 The audacity of this contradiction did not seem to trouble the audiences sharing the content.

But no state actor was quite so compelled to influence public opinion, both inside and outside its borders, as China.142 Indeed, the country’s nine-member task force for managing the COVID-19 response included the CCP’s policy czar for ideology and propaganda and the director of its Central Propaganda Department.143

The COVID-19 pandemic began in Wuhan, China. That is an indisputable fact, though questions of lab leak versus natural origin persist. Yet the CCP quickly began a full-spectrum propaganda campaign to muddy the waters about the disease as it began to spread. It aggressively suppressed facts domestically: even as stories of what local media called “Wuhan pneumonia” emerged, they were downplayed. Doctor Li Wenliang—one of the earliest physicians to sound the alarm on Chinese social media—was detained on January 3, 2020, and forced to sign a letter stating that he’d made “false comments.” On February 7, 2020, he died of COVID; the disease was indisputably a dangerous epidemic by that point, so state media simply reframed Li Wenliang as a hero, and his earlier detention went unmentioned.

China’s overt English-language propaganda outlets also began touting President Xi Jinping’s great successes in their coverage, which they shared to their Facebook pages: stories of hospitals built in two weeks and protective medical gear and aid sent to affected countries. They paid for Facebook post promotions to increase their distribution to audiences worldwide.144 They boosted YouTube creators who made positive, and possibly paid, content about China’s handling of the novel coronavirus.145

Meanwhile, outspoken government officials—including the Wolf Warriors—began to aggressively dispute that the virus had even originated in China. They pulled conspiracy theorist chatter up from the bowels of social media, “just asking questions” about whether COVID-19 had actually been brought to China by American athletes there for the World Military Games.146 “Some netizens were saying” that the United States was responsible and that Fort Detrick was involved, and the theory deserved to be heard! Zhao Lijian, a foreign ministry official, alleged a vast US Centers for Disease Control and Prevention (CDC) cover-up: “CDC was caught on the spot. When did patient zero begin in US? How many people are infected? What are the names of the hospitals? It might be US army who brought the epidemic to Wuhan. Be transparent! Make public your data! US owe us an explanation!”147

Several of the anti-imperialist and anti-American Twitter factions ate it up, as did conspiracy theorists who felt gratified that their “truths” were being recognized. Indeed, as the allegations spread on social media, even the Chinese state media outlets, which had clearly and repeatedly acknowledged the disease’s origin in Wuhan in their early posts, began to soften those prior statements and to speculate. Yes, they’d thought that the disease had come from Wuhan, but now there were simply too many unknowns to make a call! If a new narrative played well with crowds on the internet, well, history could be subtly rewritten.

Conspiracy theories about external threats have long offered state actors an opportunity to unite their citizens against a purported tyrannical secret elite that is trying to harm them; the government can position itself as the defender of the people. Tinfoil-hat diplomacy on social media is an effective, if unfortunate, update for the modern era: it captures attention and creates us-against-them conflicts that factional audiences on social media will amplify. The goal is the same, but the tactics have changed.148

Of course, Zhao’s astonishing success as speaker of bold “truths” on Twitter did not appear to be entirely authentic. While he indeed received thousands of likes and retweets on his posts, social media researchers observed inauthentic networks of bot accounts following and retweeting Zhao on multiple occasions.149 And as subsequent Facebook and Twitter data would show, China also created front media properties and tens of thousands of fake accounts designed to look like ordinary people to attack the United States’ and Hong Kong’s pandemic response while touting China’s.150 The effort did not get much engagement, but the operators were demonstrably committed to churning out hundreds of sham accounts and comments per day.

The proliferation of all these alternate-universe theories ultimately led to information brinksmanship between President Donald Trump and the CCP: the Trump administration requested that the United Nations Security Council issue a statement verifying that the virus originated in China.151 The proliferation of efforts to shape the narrative on social media triggered another response as well: the social media companies began prominently labeling the accounts of state media outlets and government-linked accounts worldwide—including China’s Wolf Warriors.152 Naturally, there was great gnashing of teeth about being so labeled: it was censorship, the state propagandists vigorously protested.

For the next few years, state actors worldwide would deploy their propaganda resources toward shaping the narrative on pandemic issues. But state actors were just one player among many.
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Viruses, Vaccines, and Virality

On may 4, 2020, a video on YouTube revealed the terrifying truth about the novel coronavirus that had recently arrived on America’s shores: world leaders were letting it run free and suppressing known cures in order to make the public sick and fearful so that they might be mass-vaccinated later. The whistle-blower in the video had been persecuted for nearly a decade after crossing one of the evil men behind the conspiracy, a scientist who’d risen to the highest levels of government power by crushing those who opposed him: Dr. Anthony Fauci.

The time for silence was over and Dr. Judy Mikovits was naming names.

In the twenty-six-minute video, Mikovits’s sympathetic interviewer, Mikki Willis—a filmmaker with salt-and-pepper hair and a soothing voice—draws out her harrowing tale of Big Pharma minions retaliating against “one of the most accomplished scientists of her generation,” suppressing her research and even throwing her in jail. He insinuates that the revelations will put her life in danger—but brave Dr. Mikovits refuses to be intimidated.

After a convoluted personal story about Fauci stealing her research, establishing Mikovits’s bona fides as a scientific martyr, come the claims about the pandemic. They tumble out, rapid-fire: this was not a naturally occurring virus; hospitals were being paid to say that deaths were due to COVID-19; flu vaccines contain coronaviruses, increasing COVID-19 susceptibility; Italy’s flu vaccine exacerbated than country’s pandemic crisis; effective treatments like hydroxychloroquine were being kept from the public; miracle treatments for autism were also being kept from the public; masks activate latent “coronavirus expressions” people might be carrying, making them sick.1 They—authority figures, including Fauci—were trying to keep these truths from the public. Even beach closures were part of the plot: they knew that healing microbes in the ocean were a defense against coronavirus.

It wasn’t a pandemic. It was planned. It was a “plandemic.”

Willis released this first installment of what would become his Plandemic series on May 4, posting it to Facebook with a warning: it will be censored. People must help evade the platform censors, he said, by downloading and sharing the film themselves to ensure that its truths saw the light of day. With this call to action, Willis rallied his audience to become digital warriors in a battle against the elites and Big Tech. “We are the ones we’ve been waiting for,” he wrote.

Plandemic hopped from the anti-vaccine echo chamber, where it had launched, into communities receptive to its tropes. It quickly spread within wellness groups (already distrustful of institutional medicine) and QAnon conspiracy communities (who already hated Fauci and believed COVID was part of a plot to control humanity). It hopped into MAGA spaces and then to other political crowds like the “Reopen” groups that were upset about lockdowns. It cascaded across the internet as those who found it persuasive, or at least a compelling curiosity, shared it with the myriad groups they enjoyed online: communities focused on sailing, corgis, gardening, music, church, all of the ordinary interests that people talk about with friends. These later sharers weren’t anti-vaccine; they just saw something that resonated enough to warrant showing their friends. The conspiratorial anti-vaccine tropes were a novelty for those unfamiliar with the pseudoscience canon, and they were delivered by a very sympathetic archetype: the underdog, standing up to the powerful to tell her story.

The video spread like wildfire, responding to signals from both algorithms and crowds. It got over eight million views before social media companies began playing Whac-A-Mole to take it down.2 But even as they tried, committed factions diligently reposted the Plandemic video to “censorship-resistant” video-sharing sites like Rumble and BitChute (YouTube competitors popular with right-wing audiences), then shared those new links to mainstream social platforms—just as Willis had asked.

Even though the content was overwhelmingly a bunch of nonsense.3

As sharers and platforms battled it out, fact-checkers got to work trying to explain the facts behind the blizzard of wild claims. Mikovits, a longtime speaker on the anti-vaccine conference circuit, had pushed conspiracy theories about vaccines and autism for over a decade, and scientists from multiple fields stepped up to talk about her chronic unreliability. She’d been arrested for alleged theft of data and property from the lab she worked at in November 2011.4 (Charges were later dropped.) Her most prominent paper, which claimed that mouse retroviruses in contaminated vaccines caused chronic fatigue syndrome, had been retracted in December 20115 by the journal that published it—an academic disgrace—but she responded by doubling down further on its claims.6 Anthony Fauci had been the director of the National Institute of Allergy and Infectious Disease at the time, but there were no indications that he’d been involved with any action against Mikovits.7 And yet, in Plandemic, she spun the collapse of her career as the result of his malevolent acts.

Fauci was, of course, newly prominent at the time. And Mikovits had a new book to sell.

Willis had deftly refashioned Mikovits’s professional failures and long-standing grudges into a trope-laden tale of good versus evil: the Government Cover-Up, the Evil Scientist, the Noble Whistleblower, the Toxic Vaccines. He drew his followers into the effort well in advance of the film’s release, even polling them on what its title should be. (The runners-up to Plandemic were The Invisible Enemy and The Oath.) And then, once the story and the participatory distribution plan were set, Plandemic launched. “We made the video to go viral,” Willis boasted to a reporter interviewing the man behind the moment. “We knew the branding was conspiratorial and shocking. Unfortunately, in this age, you kind of have to be that to get people’s attention. But that it would go viral to this degree, I don’t think anyone could project.”8

The Infodemic

Plandemic was just one viral moment in the COVID-19 infodemic—the proliferation of information (some reliable, some not) that accompanies an outbreak of a serious disease.9 Contagions have always been accompanied by confusion, but in 2020 the sheer volume of shifting theories felt overwhelming, destabilizing. On every conceivable topic related to the disease—origins, cures, treatments, policies—the propaganda machine and rumor mill alike repeatedly set online factions ablaze… not only with the conflicting facts expected in an emerging pandemic but with allegations of conspiracies, cover-ups, collusion, and incompetence. You might receive a text from a friend about the National Guard imminently shutting down your city; watch a livestream press conference from a politician outright denying this; and then read a news story suggesting some sort of middle ground—all within thirty minutes.

Some stories were demonstrably false. Some would turn out to be true. In the moment, it was very difficult to tell one from the other. Often it seemed that the facts were simply irrelevant. This was, in large part, because some of the most prominent influencers in the conversation managed to frame every conceivable aspect of a global pandemic not as a fight of humanity against a viral invader but as culture war battles about identity and values. And institutions, unfortunately, were ill-equipped to participate.

Though this chapter focuses on the United States, viral narratives routinely spread far beyond the borders of their country of origin—as did Plandemic, in fact, which began to go viral elsewhere even as American fact-checkers were releasing English-language rebuttals. The infodemic, like the pandemic itself, was global. Governments, activists, influencers, and crowds leveraged the crisis to spread narratives in service to their own interest—some for profit, others for power, and many for clout.10

The infodemic had begun prior to COVID-19’s arrival in the United States; in the early days, it was dominated by Chinese Communist Party (CCP) efforts to obfuscate the virus’s origin while attempting to control the narrative about the severity of the outbreak within China. Only a tiny fringe of the American public appeared to believe the Wolf Warrior propaganda about COVID being manufactured in Maryland’s Fort Detrick as a bioweapon. Instead, the origins debate would come to focus on whether the virus had emerged via a Wuhan wet market or had broken free of the Wuhan Institute of Virology in a lab leak. Public health and government institutions were divided and often uncommunicative: the World Health Organization (WHO), the Centers for Disease Control and Prevention (CDC), and various US intelligence agencies all had differing and shifting opinions on the origin question. Public opinion shifted as well: in 2020, a plurality of Americans (43 percent) thought the new coronavirus had most likely come about naturally, though nearly three in ten (29 percent) said it most likely had been created in a lab.11 By mid-2023, two-thirds of the American public believed the lab-leak hypothesis.12 Some of this shift in opinion happened as new information trickled out, but it also coincided with declining trust in scientists and institutions. People became progressively less sure that those best positioned to understand the facts were telling them the truth.

Many people across the political spectrum wondered how the pandemic had started; it affected all of us, and the idea of labs researching ways to make diseases more destructive felt horrifying. But within some communities, the origins debate moved beyond topic of interest to fodder for factional warfare. In the summer of 2020, as racial-reckoning protests rocked the United States, a spate of left-leaning media outlets and influencers argued that connecting COVID-19 to China might exacerbate anti-Asian racism.13 Facebook included the statement that COVID-19 was man-made among the list of topics it was beginning to moderate.14 While most of the platform’s new COVID-related moderation policies focused on stopping the spread of claims about fake cures or other content harmful to individual or public health, the origins debate policy was an outlier—and it sparked much discussion around how to properly define harm. 

The argument that speculating about the origins of COVID-19 had racist implications quickly became fodder for vocal right-wing factions, who used it to argue that public health had gone “woke.” This bolstered the belief among those opposed to pandemic mitigation measures, like lockdowns, that left-wing identity politics was driving health policy.15

The decision to moderate the topic galvanized things even further. Now not only were there arguments to be made about wokeness run amok, media incompetence, and purported government cover-ups, but there was also seemingly heavy-handed tech platform moderation. This combination was catnip.

Quite quickly, it became clear that the pandemic would have a profound impact not only on public health and the economy but on trust. Coverage by traditional media that largely minimized COVID at first—arguing that it was little more than a flu or making “what about” comparisons to other social ills—cost it considerable credibility.16 Some prominent figures who were alarmed very early on, in January 2020, were initially mocked. The no-handshake sign posted by influential venture capital firm Andreessen Horowitz became the subject of derision.17 A handful of technology influencers with large social media followings who criticized what they saw as government inaction,18 such as Balaji Srinivasan, received flak for being hysterics.

When it became abundantly clear the disease was far more than a flu, some of the articles that had downplayed the novel coronavirus were rightly updated, and tweets promoting them were deleted.19 Not all outlets prominently called attention to such corrections, though, and the tech influencers who had been maligned then used their own massive platforms to assail feckless media—both for getting it wrong and for not apologizing.20 Some made collages of mainstream pandemic news headlines that had aged badly, which went viral. People were very angry.

The outrage was not unfounded. Sweeping statements that turned out to be wrong, as new facts emerged, didn’t lead to sweeping corrections. The underacknowledged mistakes were a gift to those who benefitted from undermining confidence in “legacy media.” A crop of COVID-19 influencers began to gain prominence—some offered rigorous analysis, while others were simply Reflexive Contrarians. It was sometimes difficult to tell which was which, particularly if they peppered their commentary with complex medical terminology.

This divide between those who trusted institutions versus those who looked to “information insurgents” would lead to divergent realities and have profound lasting effects.21 It became clear early on that many institutions did not appear to understand how best to engage with the factionalized public as the rumor mill and propaganda machine spun story after story. There were the early fights about masks: public health institutions at first lagged behind prominent influencers who argued that the public should be masking. The institutional experts, more accustomed to a slower news pace and higher trust, were sifting through facts before making recommendations. Initially, the CDC advised against masks, only to reverse its stance as more facts emerged. This is expected: rational actors change their views with new information. However, many respected social media figures had been advocating masking for weeks, and the CDC appeared to be leading from behind.22 People began to question why they’d gotten it wrong; some speculated that public health leaders like Anthony Fauci had misled the public to prevent a mask shortage.23 It was a noble lie, perhaps, but one that eroded his credibility.

Yet as the government began to push for mask usage, critiques shifted. Contrarians reframed mask advisories as attempts to control the public. Initially presented as incompetent, the public health institutions were now decried as tyrannical.

Prominent hyperpartisan influencers on the right began to equate pandemic mitigation or intervention measures with tyranny. Anti-mask wannabe-influencers emerged: clout-chasers livestreaming themselves in supermarkets, proudly picking fights with exhausted employees of the small businesses that had added masks to their “No Shoes, No Shirt, No Service” requirements. These videos were processed within some realities as “obnoxious trolls haranguing essential workers trying to earn a living,” but within others as “warriors sticking it to the man.” The worst norms of social media—a willingness to scream at people for the dopamine hit of indignation and attention—increasingly manifested in the real world.

Once masks became a symbol of factional allegiance and political identity, we could no longer have a normal conversation about their efficacy or trade-offs. In fact, it became increasingly difficult for the average person to determine whether or not masks actually worked. New studies were processed and spun by factional media and influencers into whatever narrative fit their niches’ preexisting beliefs. Mainstream media, too, often failed to convey the nuance or limitations of a particular study. And so, depending on what media universe you followed, very different headlines hit your field of view about the same finding. Most people do not have access to medical journals online. Even those who do have access to “do their own research” often still lack the time or topical familiarity required to understand the finding. Some tried—and grew followings as Explainers—but the combination of inadequate headlines and personalized algorithmic curation made following the facts an uphill battle.

Even cures—cures!—became identity markers. Influential Gurus promoted hydroxychloroquine and vitamin C… and here, too, it felt like a battle to understand the evidence. If a study found that their pet treatment was ineffective, the Gurus—often profiting from sales of the product—simply claimed that the negative studies were funded by Pharma. True believers scrutinized the backgrounds of scientists who conducted the studies for evidence that they were “bought”; some were harassed. Government agencies—their heads appointed by Donald Trump—maintained websites covering the best available evidence, but their efforts could be dismissed as institutional lies, incompetence, or a plot to silence the “truth tellers.”

My memory of that time in early 2020 is of feeling disoriented. There had never been more people shouting theories into the information space, many with “MD” after their name, and yet somehow it felt impossible to know what was true.

Entirely distinct constellations of COVID-19 experts began to emerge: some focused on lockdowns, some on school closures, some on treatments. Each was boosted by networks of the like-minded and trusted within distinct bespoke realities. Consensus around what was happening varied enormously between them. The Infodemic was at fever pitch—and the vaccines hadn’t even been introduced yet.

Meanwhile, half a million people in the United States had died.24

Influence, Expertise, and Trust

Filings cabinets full of trafficked children, Central Intelligence Agency supercomputers changing votes, a plandemic: in each of these demonstrably false stories, influencers, algorithms, and committed crowds propelled rumors to mass awareness. Efforts to debunk the claims, meanwhile, were dismissed by the communities who claimed to believe them. By this point, you may be wondering why; you might be shaking your head and thinking, “These are very gullible people” or “Social media companies need to crack down on viral nonsense.”

If so, you’re part of the community that still trusts institutions and perhaps the mainstream media as well. A sizable community of people, however, no longer do. They don’t find experts convincing. And that extends to the expert fact-checks or attempts to debunk even the most seemingly obvious false claims; the rebuttals are coming from someone they don’t like, don’t trust, and often actively resent. After Plandemic went viral, my team and I read many of the comments on Facebook shares of articles that attempted to debunk it. Many people simply did not know what to think. In one representative example, someone had shared an explainer by Science into the group Collective Action Against Bill Gates, which had previously discussed the Plandemic video. The person expressed confusion: “I seen the Plandemic video and was convinced she was telling the truth. I admire her courage for speaking out against the establishment… NOW I AM CONFUSED.” The responses almost uniformly reinforced Mikovits’s claims. “It’s a scam to make you confused!” one commenter wrote.25

People are simply overwhelmed. The world feels unimaginably complex, and millions believe that they are being manipulated—they’re just not sure by whom and to what end. Within the QAnon or anti-vaccine true believer communities, members have gone down the proverbial rabbit hole into bespoke realities that most of us would not recognize. There is absolutely no doubt that a vast cabal controls the world, that mainstream media, government, Big Tech, Big Pharma, and the Democratic Party are actively manipulating the public at all times. Attempts by outsiders to shift or add nuance to their views are often met with hostility; the person trying to inject facts into the conversation is either complicit or a deluded sheep. The comments on Plandemic shares in highly conspiratorial communities didn’t include much questioning. They were simply exalting, because commenters’ beliefs had been confirmed: look here, they are being exposed, and the world is going to wake up to what we already know.

But even outside the most extreme spaces, the remarkable thing about COVID-19 was the extent to which bespoke realities seemed to prevail over actual reality, despite extraordinary personal stakes. The constantly mutating coronavirus was a completely indifferent pathogen that could kill people whether they believed in it or not—and in early 2020, many were dying. Yet some prominent influencers—and even world leaders—within highly conspiratorial bespoke realities insisted it was not dangerous, even as media covered refrigerated morgue trucks.26 They and their followers chose to disregard the risks of exposure or touted pseudoscience to manage it, and many got sick or died.27 And yet the fantasies persisted.

We’re not going to be able to fact-check our way out of the excesses of the rumor mill or the propaganda machine. This problem transcends mere access to facts; at its core, it’s a profound crisis of trust.

In The Death of Expertise, national security scholar and former Naval War College professor Tom Nichols defines experts in relation to the rest of the public: “Experts are the people who know considerably more on a subject than the rest of us, and are those to whom we turn when we need advice, education, or solutions in a particular area of human knowledge… [E]xperts in any given subject are, by their nature, a minority whose views are more likely to be ‘authoritative’—that is, correct or accurate—than anyone else’s.”28

Yet influence and expertise are being decoupled, and trust is shifting. Today, certain audiences may perceive even an influencer with no relevant expertise or credentials as a more trustworthy source than an institutional expert they’ve never heard of. This is especially true for highly charged, politically tinged topics, where the actual facts may be less important than commitment to an ideological identity. There are so many potential sources of information; many of them conflict. There is a crisis of trust both in the institutions that the experts work for and in the media who usually present their findings. So who really does know best?

Deciding to trust someone, social scientists say, involves answering yes to at least one of two questions. First, does the person have our best interests at heart? This is determined by considering whether we think someone is aligned with us and is making an effort to give us information that is useful to us (and not only to them).29 Influencers often seem to check these boxes, particularly those who present as Besties or Gurus. Second, does the person know better than we do? For decades, most people answered yes to this question when it came to experts, but now an increasing number aren’t so sure.

People are increasingly uncertain about whether experts really do have our best interests at heart; they like their doctor, with whom they have a personal connection, but aren’t as sure about the medical profession or public health institutions overall. Since the pandemic began in 2020, scientists have managed to retain a high degree of trust overall; nearly all other groups, from religious leaders to public school principals to police officers, were viewed less favorably. However, a February 2022 Pew Research study reported that Americans’ trust in scientists to act in the best interests of the public had declined from 43 percent in April 2020 to just 29 percent.30 The rate for a fair amount of trust remained high, but the shift was significantly partisan; the decline was more pronounced among Republicans.31 The same goes for prominent health institutions: over the three years of the pandemic, trust in the CDC and the Food and Drug Administration, and in Anthony Fauci personally, all declined significantly among Republicans, but minimally among Democrats.32

When we examine trends in trust toward the government or media, a similar pattern emerges. While individuals may trust their elected officials or have favorable views of local newspapers, this personal connection doesn’t extend to the larger, faceless entities of government, media, or most institutions.

Every year since 2001 the marketing firm Edelman has released an international survey called the Edelman Trust Barometer. The subtitle of each report provides a glimpse into the public zeitgeist in trust that year. In 2006: “A ‘Person like Me’ Emerges as Credible Spokesperson.” In 2018: “The Battle for Truth.” In 2022: “The Cycle of Distrust.” The 2022 report highlights some concerns that may feel familiar to many readers: “fake news concerns at all time high”; “government and media seen as divisive”; “trust declines for government and media, business still only trusted institution.” One in two poll respondents worldwide felt that media and government were divisive forces in society or deliberately lied to the public.

Troublingly, the decline appeared sharper within democratic countries specifically; in several Western countries, institutions were trusted by less than half of respondents in 2022. People surveyed viewed them not as forces for growth and unity but as lacking competence;33 far higher trust was reported in more authoritarian countries. Media was distrusted, but social media was distrusted even more; everyone is skeptical of the information seen by those other people. Indeed, many people are distrustful of those “other people”: 64 percent of respondents said that people today “lack the ability to have constructive and civil debate about issues they disagree on.”34 The 2023 Edelman Trust Barometer subsequently delved more into why: high polarization, derived in part from economic inequality that has people living in different realities, combined with a fractured media environment in which people live in “echo chambers,”35 means that there is an ongoing battle over truth.

Compounding this, the internet reduced the seeming value of expertise—who needs an expert if you have Google right there, putting all of the knowledge of the world at your fingertips? Social media accelerated this belief further: Why should a so-called expert’s opinion carry greater weight than any other person’s? “Do your own research!” became a common refrain within online communities convinced that the experts and the government were lying to them. It was a phrase I saw often in new parenting groups in 2013, applied to every conceivable topic from cosleeping to formula to ear infections. On the surface, it’s hard to argue against it: it’s an exhortation to be informed, to study up on an important topic. We should all be informed! But it came to carry a particular connotation: it was not an invitation to consult the sorts of peer-reviewed research that offered the best representation of scientific consensus in quainter times; rather it was meant to steer the reader toward alternative sources, because “expert” consensus was compromised. If you did your own research but came to the same conclusions as institutional experts (or, god forbid, Big Pharma), you were doing it wrong.

During the pandemic, people struggled with information glut even as partisan identity shaped their thinking on whether or not to trust scientists. It’s hard to know what to believe. I spent the majority of 2021 looking at vaccine rumors. Some, to me, were demonstrably and clearly false. But many were not. People don’t actually have the time and energy to “do their own research”—they are going to pick one particular collection of experts to trust and go with it. And it’s likely to be the collection of experts that their media, influencers, and friends all trust too—which algorithms will ensure they continue to see.

Distrust has become the default. Polarization increases distrust, which increases polarization. Studies show many citizens of democracies reporting a lack of shared identity. The things that once made democracies strong—like functional institutions—are struggling as society fractures. Psychologist Jonathan Haidt uses the metaphor of the Tower of Babel to describe the situation: “Something went terribly wrong, very suddenly. We are disoriented, unable to speak the same language or recognize the same truth. We are cut off from one another and from the past.”36 Yet even as people express this sense of pervasive distrust, they also report significant fear of problems that can only be solved through collective response—like the pandemic.

Experts face an uphill battle, a result of both actual institutional mistakes and failures, as well as the incentivized exacerbation of distrust.

Institutions made mistakes during COVID-19, both in determining what was happening and in how they engaged with the public. But these mistakes intersected with another dynamic: hyperpartisan media-of-one outlets and Perpetually Aggrieved influencers were actively incentivized to take any error, no matter how minor, by the media or an authority figure and use it to their own advantage. Actively eroding trust in experts and institutions, that strategy of so many invisible rulers, has proven to be a lucrative strategy for attracting and retaining attention. Partisan media outlets have long used phrases like “The media lies to you” and “The experts know nothing.” Today, these canards are everywhere. The dynamics of the pandemic—in which consensus was constantly evolving alongside the discovery of new information—offered a continuous stream of opportunities for incentivized influencers to portray media as biased and experts as incompetent and to frame any attempt by tech platforms to mitigate the flood of viral rumors as egregious overreach.

Unfortunately, those attempting to push back found that in the age of social media, the playing field was far from level. The incentives of experts and influencers had diverged years prior; the influencers were products of the new communication ecosystem, while the experts scrambled to catch up.

The Crossroads of Clout and Competence

Long before the pandemic, influencers built up trust within niches, on particular topics, or around particular identities—yoga, perhaps, or healthy cooking. Once COVID-19 began to spread, that preexisting relationship was present even as influencer content switched to commentary about the virus. While tens of thousands of people may have followed that young Instagram mom for her laundry routine or that wellness influencer because they were curious about vegan cooking, they were also going to see their opinions on the COVID vaccine or the next election. The influencer may know absolutely nothing about immunology, but she does know what kind of content and language resonates with her audience (who may well have even less knowledge about the topic).

Firebrand Candace Owens, for example, had amassed a following on the political right years prior to COVID as a political commentator on various culture war skirmishes. Profiles describing her appeal emphasize how deftly she blends the political with cultural and lifestyle content (she gardens!), offering daily-living advice alongside searing takedowns of left-wing shenanigans.37 But she is, unequivocally, a medical novice. So why did her audience of 3.2 million Twitter followers perceive her as a more reputable voice than scientist Anthony Fauci when she told them COVID vaccines were dangerous? Because her audience trusted her and did not trust Fauci. That distrust is not entirely accidental—in fact, it is deliberately exacerbated. She may not be changing her followers’ minds so much as reinforcing their preexisting beliefs or solidifying their understanding of how a new issue intersects with their political identity; it’s often difficult to gauge. But even in a matter of life or death, having your beliefs validated by an opinion leader you trust is a powerful force.

We use what cognitive scientist Hugo Mercier calls “coarse cues” to gauge whether someone is trustworthy, like a person’s title or prestigious degree.38 Some influencers look like experts on the surface; a chiropractor might feature “Dr.” in his handle as he yells on Instagram about the evils of chemotherapy. It might take some digging to discover that he isn’t an oncologist. Another coarse cue is whether the person seems to be validating our preexisting point of view. The chiropractor’s followers might not bother to dig into his credentials if he’s saying something they agree with in the first place—confirmation bias is potent. If he’s positioning his antichemo arguments as defending the people against Big Pharma, well, he’s exposing the lies and fighting for the little guy!

Just like the Plandemic video.

In a revealing interview with the LA Times, Mikki Willis described how Plandemic came to be. He’d met Mikovits a year prior through mutual friends and was impressed. Willis told the LA Times that as the pandemic unfolded, “there were just so many things that didn’t add up,” and so he contacted Mikovits to get her opinion. He was motivated by apprehension about vaccine safety (though no COVID-19 vaccines existed at the time) and distrust of the pharmaceutical industry, “concerns he traces back,” the Times wrote, “to the deaths of his brother from AIDS and his mother from cancer when he was in his 20s, which he believes were hastened by harmful medical treatments.”39 Most of Mikovits’s writing and speaking in the near decade following her paper’s retraction, and prior to their chat, had focused on spreading the theory that vaccines caused autism. Willis, however, personally trusted her and believed what she told him—and Plandemic was the product of that trust.

Yet it was Willis’s talent for storytelling, editing, and marketing—and a network of influencer friends and supporters—that made the video a juggernaut. He and his subject came across as good communicators with the best interests of the public at heart.40

Social media culture rewards authenticity. Influencers speak like normal people, not like shifty pundits or elite academics. They convey their messages in memes—five words on top of an Instagram picture, not five thousand in an essay. They say what their audience is thinking, even if it’s not politically correct. They’re not trying to speak for all of America—or all of the world.

Consider one of the most successful influencers in the world: podcaster Joe Rogan, with an audience of eleven million listeners on Spotify, fifteen million subscribers on YouTube, and eighteen million followers on Instagram. Like most influencers, Rogan simply says what’s on his mind. His throngs of passionate fans appreciate that candor. He brings on people he finds interesting; I was a guest, in March 2019, and we talked about the Internet Research Agency and Russia’s efforts to divide American society.41 Half of his audience hated me, but he was very friendly and engaging, and I saw it as an opportunity to reach people who might not have trusted mainstream media coverage of the topic but would listen to our conversation with an open mind because of their respect for him.

Rogan has been at the center of multiple controversies over the years in his thousands of hours of podcasting. Tactless things he’s said resurface; sometimes he apologizes; other times he explains. Despite these occasional blowups—which often lead to media coverage discussing the power of an influencer with his audience size—Rogan sees himself as an entertainer. As he has put it on numerous occasions, he is just “a moron” with an opinion.42 In that role, he freely speculates about whatever crosses his mind during his three-hour chats with his guests: Is ivermectin, an antiparasitic dewormer, a cure for COVID? In an April 2021 episode, Rogan mentions a doctor who said it was “99 percent effective,” then offers up a common trope: “but you don’t hear about it because you can’t fund vaccines when it’s an effective treatment.” However, what comes next is a qualification: “I don’t know if this guy is right or wrong. I’m just asking questions”43 (a rhetorical sibling of “big if true”). Fact-checking organizations responded with articles attempting to clarify that ivermectin was not, in fact, an effective treatment based on the best available evidence. Scientists on social media were frustrated yet again; an influential person with a massive following had boosted a dubious remedy. This pattern repeated as Rogan grew more doubtful of mainstream scientific consensus about COVID-19, often featuring Gurus and Reflexive Contrarians while inviting far fewer conventional medical experts as guests.

But Rogan’s freewheeling conversation style is how people talk in real life and on social media. People gossip and speculate. People share rumors. People get things wrong all the time. When you have an audience of over eleven million people, you do have, I would argue, an ethical obligation to try to get potentially impactful things right. But the audience isn’t listening to Rogan to hear a litany of disclaimers; they want the casual conversation between him and his guest. He invites influencers, politicians, entertainers, and others to participate in unscripted, unpolished conversations, giving the audience an appealing feeling of being in the room. Many well-meaning influencers have yet to figure out how to have that freewheeling style while also remaining accurate.

Experts, on the other hand, rarely communicate with that kind of compelling ease.

As Nichols notes in The Death of Expertise, experts generally have self-awareness about the extent of their knowledge: they know when a question is beyond their capacity and will usually decline to weigh in if they aren’t sure of something. This is an admirable trait. Yet, in the age of the influencer, we’re surrounded by content created by anyone inclined to put themselves out there. Experts may wait to be sure of something, while influencers take the “big if true” approach. And if it turns out to be false? Oh. Well, they were just sharing their opinion.

The difference in conversational style, the use of casual language and thinking-out-loud commentary, and the willingness to get controversial or pointed at times all make influencers sound honest, often convincing. They sound like people you’d talk to at church or in a bar, while experts sound formal and stilted. The easygoing cool kids versus the nerds. Social media is made for memes and selfie videos—that’s what goes viral, gets shared, and gets seen.

Experts generally try to convey nuance: Well, it may be true in some circumstances that… But in a world of 280-character tweets and thirty-second Reels, it’s hard to do that and still be engaging. Long explanations may come across as making excuses or lacking the confidence of a simple declarative sentence. Academic and institutional experts typically publish research in journals or reports, often accompanied by press releases. Media translate their findings. However, media coverage can be problematic: the need for eye-catching headlines and clicks can lead to sensationalism, distorting complex studies. The public, which often just reads the headline, then sees things like “A harrowing study of 46,000 women shows hair dyes heavily associated with cancer” and misses all the caveats.44 Even minor findings or flawed studies gain attention if they’re sensational enough, inadvertently spreading misinformation.

Because they share knowledge through this process of papers mediated through media, the overwhelming majority of experts don’t have the reach or resonance of an influencer. Most people who have truly informed, authoritative opinions about ivermectin haven’t spent years building up their Twitter and YouTube followings; they’ve been doing research in a lab somewhere or treating patients. During the early days of COVID-19, scientists were focused on learning about the disease. They didn’t yet know where it had come from or how it spread. They released in-progress findings via preprints or in medical journals that supported rapid peer review. The vast majority weren’t doing multiple stream-of-consciousness posts per hour on Twitter or making speculative YouTube livestreams.

But on social media, frequent posting is key to building up an audience. Getting your content curated into a feed takes work—as we discussed, algorithms reward particular posting styles. There are top-notch Explainers with sizable followings—science communicators and physicians who produce excellent and informative YouTube videos for the public—but they began doing so long before COVID-19. Dr. Mikhail Varshavski—“Dr. Mike”—has been making entertaining health-related videos since 2016 and boasts eleven million subscribers to his YouTube channel, along with another two million followers on TikTok. He answers hard questions and is both authoritative and empathetic. He also has a production team helping him at this point. Dr. Mike was able to use his platform to communicate about COVID-19 to his existing trusted audience—even doing a dedicated debunking of Plandemic. Many others, however, who began trying to convey their knowledge, had very small followings. They’d simply not prioritized communicating in that way before.

Over the last few years, many academics have begun investing in a social media presence. But gaining public visibility, growing a Twitter or YouTube audience, is not the primary incentive for experts—they won’t get grants or publications by arguing on social media. Their institutions, in fact, might prefer that they don’t. As we will discuss, becoming a public figure has some very real trade-offs.

Even as experts were cautious about weighing in on masks, potential remedies, and the disease’s spread, influencers were openly speculating about every facet of COVID. Many who had no expertise whatsoever in epidemiology or virology (or China, for that matter) offered up theories—and if they had a lot of engaged followers, those theories were seen. Curation algorithms key off of popularity, not truth. Influencers got tens of thousands of retweets and engagements on pure speculation because their followers and many social media users were incessantly searching for information about COVID-19 as they doomscrolled during lockdown. As Naomi Klein wrote in Doppelganger, “Nothing had ever been nearly so hot, so potentially clout-rich as COVID-19. It was global. It was synchronous. We were digitally connected, talking about the same thing for weeks, months, years, and on the same global platforms… This squared virality meant that if you put out the right kind of pandemic-themed content—flagged with the right mix and match of keywords (“Great Reset,” “WEF,” “Bill Gates,” “Fascism,” “Fauci,” “Pfizer”) and headlined with tabloid-style teasers (“The Leaders Colluding to Make Us Powerless,” “What They Don’t Want You to Know About,” “Bill Gates Said WHAT?!?”)—you could catch a digital magic carpet ride that would make all previous experiences of virality seem leaden in comparison.45 Even nonconspiratorial influencers were participating, because moments when massive numbers of people are all paying attention to something searchable are unmissable opportunities. This is why the person you initially followed for makeup tips weighs in on the Russia-Ukraine war, COVID vaccines, and now US inflation and the Israel-Gaza conflict with equal confidence. (They will be talking about something else by the time you read this book.) They’re just sharing their opinion. The algorithms, of course, will return the content they have available to them.

Managing a crowd of followers also takes a particular kind of skill. There are many Guru influencers, like supplement salesman and multimillionaire osteopath Dr. Joseph Mercola, who trade on their credentials as they make far-fetched health claims—such as that spring mattresses amplify harmful radiation—and then sell products to “treat” the problem. Mercola himself has hundreds of thousands of Substack subscribers to his “Censored Library,” more than four hundred thousand Twitter followers, an audience of close to three million on Facebook, and distribution on websites like Infowars. He, like Judy Mikovits, says the right words about dark forces conspiring against ordinary folks, and the coarse cues sway many. The people who trust him may not be aware of his profit motive, or they may simply not care. Although a detailed New York Times article labeled him “the most influential spreader of coronavirus misinformation online,” factions who distrust the New York Times would consider that title a point of pride, proof that the “establishment” or the “elites” were out to get him because he was telling the truth.46

As the pandemic went on, many of the voices featured on Rogan’s massive platform were guests who’d made COVID contrarianism their job, attracting fact-checks from media and often moderation by social platforms. Being written about critically by mainstream media or being moderated or kicked off of a social media platform was a massive boon for the influencer—just as it had been for Plandemic. The Gurus and the Contrarians could market themselves as the Censored, as Mikovits and Willis had done, even if the extent of the supposed censorship was a fact-check label being appended to one of their claims. In reality, they often had very large followings, far larger than the average scientist, and those followings only grew with the exposure to Rogan’s massive audience.

But the critical takeaway here is that influencers have reach and resonance. At a time when people were deeply concerned about a deadly disease, someone with scientific credentials gave a plainspoken interview to a charismatic filmmaker. It wasn’t a long PDF. It wasn’t a set of statistics. It was material created for social media first, and its essence—as its creator admitted—was a ploy to grab attention and create virality. Content like this wasn’t coming out of the expert establishment—they weren’t even playing the same game.

Infodemics go hand in hand with epidemics because people are deeply concerned about the potential impact on those they love. Sharing salient rumors is a way that they can help inform their communities and make sense of the world with other impacted people. As with the election rumors we discussed in the last chapter, highly similar tropes and narratives recur, time and time again, because they resonate.

In one study of narratives surrounding the 2003 SARS outbreak, aptly titled An Epidemic of Rumors, author Jon D. Lee compared rumors about SARS to rumors about AIDS. He found that the narratives were “so analogous as to make it seem the differences lie only in the name of the disease.”47 SARS and AIDS ravaged communities long before social media made it effortless for stories to “go viral.” And yet, even in that slower media landscape, the time gap between when people want information about a dangerous disease and when scientific or medical authorities have answers creates opportunities for rumors to set in. Experts write for journals even as media—and now influencers—are writing for the public, and they are often having completely separate conversations.

Beginning in February 2021, a year after the pandemic had started and after half a million Americans had died, the vaccine rollout began, the battles for reality picked up with a vengeance, and the difference between influencer and expert capacity for shaping public opinion was brought into even starker relief.

Network Neglect

Well before scientists had determined whether a COVID-19 vaccine was even possible, the long-standing, committed anti-vaccine faction had begun laying the groundwork for a fear campaign.

Even as the disease had just begun to creep beyond China’s borders in early 2020, the very same California anti-vaccine influencers I’d dealt with in 2015 began making videos expressing unbridled excitement at what a pandemic would enable them to accomplish: whatever “rushed” vaccine might be developed would be a gift for their mission to undermine both confidence in all vaccines and support for the school requirements they so despised.48 They would have opportunities to rile up the public about the imminent threat of “forced vaccination”—a phrase they used even for routine school requirements in normal times. Any effort to mitigate the pandemic, they reasoned, could be parlayed into converting people to oppose public health interventions writ large.49 The propaganda strategy to undermine confidence in COVID-19 shots, and then all shots more broadly, was openly discussed and planned on social media over a year before a vaccine was available.

To put it plainly: the anti-vaccine movement’s mobilization around COVID-19 was not in response to safety studies or efficacy findings about COVID-19 vaccines; it predated them.

Anti-vaccine activists had self-organized into state-level political advocacy groups on Facebook around the time of the California vaccine law fight in 2015. But the anti-vaccination movement had begun building its sharing networks years prior to the Disneyland measles outbreak. A very official-sounding group called the National Vaccine Information Center (NVIC) created its Facebook page in 2009. NVIC emerged during the broadcast-media-era anti-vaccine movement, which attracted celebrity spokespeople like Jenny McCarthy and got significant media attention on morning shows that aired concerns about vaccines and autism; vaccination rates dipped in response. As claims linking autism and vaccines were repeatedly disproven, however, media stopped giving the movement oxygen. So, the true believers moved to social media and established disciplined activist networks there to circumvent the “media blackout.”

Some Gurus and credentialled contrarians (such as Andrew Wakefield, whose paper linking MMR vaccines and autism had been retracted) assembled a large following, alongside profiteers who sold “vaccine detoxes” and at times dangerous autism “cures.”50 Their followers, many of whom were mothers whose lives had been significantly impacted by the challenges of raising children on the autism spectrum, became zealous participants in spreading what they saw as the truth: that vaccines were the problem. These parents were looking for answers, and they had lost confidence in conventional health authorities. They found anti-vaccine movement leaders like Robert F. Kennedy Jr. and figures like Judy Mikovits persuasive; many believed that the truth about links between vaccines and autism were being kept from them by Big Pharma and the government. But they also persuaded each other, sharing personal stories and working to welcome people they met in other parent groups into the community.51 The Facebook groups they formed ranged in size from the low thousands to over a hundred thousand—not a massive force in terms of percentage of the public overall but with a significant asymmetry of passion.

Most people simply vaccinated their children and moved on with their lives. They didn’t post about it on social media. This meant that searching social media for vaccine-related content overwhelmingly returned negative posts and experiences and anti-vaccine activist propaganda—creating a majority illusion in which a relatively small minority looked far larger than it was. The anti-vaccine position began to look like the prevailing public opinion, even as over 80 percent of the public was still vaccinating their kids.

For a long time, algorithms helped the movement expand: anti-vaccine groups and pages and influencer accounts were promoted by the recommendation engines. Groups like Stop Mandatory Vaccination (discussed in Chapter 2) grew their audiences via advertising. Facebook’s ad-targeting tool offered “anti-vaccine” as an interest option back in 2015, as we learned when we started Vaccinate California; there was no pro-vaccine ad keyword.52

This was the state of affairs until 2019, when a measles outbreak in Samoa killed eighty-three children, with 87 percent under the age of five.53 Robert F. Kennedy Jr. had played a role there too: in July 2018, a tragic accident led to the deaths of two children immediately following their MMR vaccines. The government halted the vaccine program for nearly a year during an investigation, which ultimately found that a nurse had made an error in administering the shots.54 During that time, RFK Jr.’s anti-vaccine group, Children’s Health Defense, posted repeatedly about the tragedy to its Facebook page, highlighting the deaths and questioning the safety of the vaccine program (it did not expend similar energy informing its audiences of the nursing error). Then in September 2019 the measles outbreak struck. As the Samoan government worked to implement an emergency vaccination mandate, RFK Jr. fought against the idea in a letter to local leaders, arguing that perhaps the outbreak itself had been caused by a “mutant strain” from a “defective vaccine.” American anti-vaccine activists on Facebook began deluging the Samoan government’s Facebook posts about the outbreak and the emergency vaccine mandate, leaving negative reviews and crazy comments. They held a vitamin drive and boosted local “healers,” who were trying to sneak vitamin C into hospitals to encourage parents with sick kids to use that instead.55

Facebook, meanwhile, had begun to crack down on vaccine misinformation in March 2019—following a different measles outbreak and public health emergency in Brooklyn, New York.56 It created a set of policies, which included removing anti-vaccine groups from recommendations and no longer accepting their ads.57 It enforced these policies during the crisis in Samoa and expanded them to attempt to surface more authoritative information in response to vaccine-related searches. There was some complaining about “censorship” from anti-vaccine activists but little among the broader public; the deaths of infants and the multiple outbreaks had outraged people. Online lies and anti-vaccine influencers were causing harm.58

Despite the platform policy changes, the anti-vaccine influencers and crowds were already well networked, and paid boosts and recommendations were secondary to their more organic strategies. It was this well-established network that drove Plandemic’s early spread. And it would go on to be a major player in the online rumor mill speculating about all aspects of COVID-19.

When Mikki Willis posted the Plandemic video to his Facebook profile with a call for his audience to share it, Judy Mikovits was already a well-established figure in the anti-vaccine cinematic universe. Her theories about how vaccines caused autism had won her a loyal following of vocal true believers, and though she was not particularly charismatic, they saw her as an authoritative expert. A David standing up to Goliaths. Many COVID contrarians would cast themselves in the same light: top scientists, bravely bucking the elite establishment consensus, #SilencedForTruth. Veritable Galileos, all. Their followers—the factions that shared their content—saw themselves as participants in an existential fight.

My team and I watched the spread of Plandemic as it happened. We’d become curious about Mikovits’s sudden popularity a few weeks prior as she began to promote her book. A new Twitter account she’d made (despite having had one for years) was gaining followers with remarkable speed, including from many newly created handles.59 It was very obvious to us that Plandemic was going to be a viral hit as soon as it was posted. And it was. We watched it break out of the anti-vaccine echo chamber, where a lot of similar content normally stayed, and get pickup within more “mainstream” communities, as commenters debated whether or not to take its claims seriously. They were genuinely curious, trying to figure out whom to trust and what was real. Was it better to err on the side of masks, or not, they wondered?

Meanwhile, it would be nearly forty-eight hours before the fact-checks began to appear. When they did, they would not achieve nearly the same reach.

The lack of networked distribution among public health and science communicators has been a long-standing issue. Local public health officials speak to the communities they care for, but there has been little connectivity between them from a public communication standpoint. There is simply nothing like the distribution of the anti-vaccine movement network on the public health side.60 Even after battle to pass California’s Senate Bill 277—and other laws strengthening routine-vaccine requirements for public schools—institutional experts had not prioritized building up networked social media groups that could amplify accurate information. Some physicians and science communicators did in an ad hoc way, and their efforts should be praised, but there was no coordinated movement to reach the fence-sitters or the confused who saw things like Plandemic land in their Facebook feeds. As COVID-19 vaccine development commenced, experts were largely unprepared for the war they were about to find themselves in.

As I watched the COVID infodemic begin to unfold, I often found myself thinking of the CDC official who in 2015 had said to me, “These are just some people on the internet.” Public health institutions had believed that the public would continue to trust them and take guidance from their statements. But all of a sudden, an immense number of people simply did not.

The Virality Project

Given the anti-vaccine activists’ plainspoken intent to create hesitancy, and having just finished studying the 2020 election delegitimization effort, our team at Stanford Internet Observatory decided to study the narratives surrounding the imminent vaccine rollout. The Virality Project,61 as we called it, added teams from New York University’s Tandon School of Engineering and Center for Social Media and Politics and the nonprofit National Conference on Citizenship to the institutions that worked on the Election Integrity Partnership. We would write weekly briefings summarizing which viral narratives had achieved the most reach or appeared to hop beyond the communities in which they had originated (à la Plandemic). These briefings, we hoped, would provide people capable of responding to the viral claims—such as civil society, tech platforms, physicians, and public health officials like the CDC and the Surgeon General’s Office—with awareness of what needed a response. They could tailor their messages to address the real concerns of specific communities.

The physicians in particular were passionate about speaking up: they wanted to address misleading narratives by leveraging their own expertise on their own social media accounts. One group of physicians in California had come up with a hashtag—#ThisIsOurShot—and wanted to focus on making relatable, sharable content—posting photos of themselves getting their vaccines or creating funny memes—putting out good information as well as pushing back on bad information. Our briefings could help them identify what most urgently needed a response.62 The social media companies also received our reports, as well as occasional tags on content that seemed to violate their policies. They treated our work as an additional signal to supplement their own understanding of emerging narratives. And, as with the Election Integrity Partnership, the platforms set their own policies and made their own decisions about transparency and what to moderate.

We scoped the Virality Project to look at emerging viral narratives that fell within specific categories: safety; efficacy and necessity; development and distribution; and conspiracy. The categories came from prior research into the anti-vaccine movement that laid out recurring tactics and tropes, some of which dated back well over a century.63 As scientists in the late 1800s began to conclusively demonstrate that people could be inoculated against smallpox, reducing the prevalence of the deadly disease, some state and local governments began to require inoculation—particularly during outbreaks. Anti-vaccination leagues (as they called themselves) emerged in response, holding protests and making written complaints about affronts to liberty, while also liberally mixing in pseudoscience: inoculation, some argued, would turn people into human-animal hybrids, because cowpox was used in the process.64 In 1867, one member of a family dated his “syphilitic symptoms” to the time of vaccination, and a prominent leader of an anti-vaccination league argued that this was evidence of unsafe vaccines.65 By 1897, physicians were writing letters to medical journals bemoaning the extent to which anti-vaccine canards were becoming challenging to refute.66 Rumors about safety and side effects triggered people’s fears and spread widely. Because they were salient, the themes that the rumors and narratives touched on—safety, efficacy, purity, toxicity, and liberty—have persisted over time and are often mixed into conspiracy theorizing.67 Just as Jon Lee described the SARS and AIDS rumors as being virtually indistinguishable aside from the names of the diseases, so it is with rumors about vaccines.

As expected, once the rollout began, vaccines were quickly and heavily politicized via both the rumor mill and the propaganda machine. And as with the election narratives, chatter ping-ponged back and forth from the top down and bottom up: political propaganda from media elites was processed by the crowd, reinforcing distrust; user-created content reflected that distrust, influencers boosted it, and media parlayed the resulting viral social media rumors into “some people on the internet are saying” segments.

Influencers were once again overwhelmingly present as mediators, serving as both opinion leaders and content creators. Many created, shaped, and amplified stories that not only served their messaging objectives but at times rewarded them financially as well: wellness and lifestyle influencers had oils to sell, contrarian medical influencers made millions on virtual visits, and conspiracy theory influencers who’d previously been experts in lizard people now peddled theories that vaccines were made from snake venom and offered detox.68 And, unfortunately, right-wing political influencers played a significant role in turning resisting vaccination into a political identity. Their motivations included clout and power.

Despite the fact that the vaccines were developed via Operation Warp Speed during the presidency of Donald Trump, right-wing political influencers spent extensive amounts of time eroding confidence in their safety. Just as masks, lockdowns, cures, and every other aspect of the pandemic had been politicized into a culture war identity battle, so too were the vaccines. The anti-vaccine movement had become increasingly associated with right-wing politics since California’s Senate Bill 277 fight, and the trend continued with the COVID-19 vaccines.69 Commentary from prominent figures on the political left occasionally veered into the distrustful—Vice President–elect Kamala Harris made remarks about not trusting a “Trump vaccine”—but few political influencers on that side of the aisle made creating hesitancy or delegitimizing COVID-19 vaccines a core theme of their content.

Narratives shifted along with the political winds. Early in the rollout, when administration of the Johnson & Johnson vaccine was briefly paused because of observed side effects, the “just asking questions” set framed the temporary halt as a conspiracy. Fox News host Tucker Carlson, a man well versed in the art of using innuendo and insinuation to darkly present no facts at all, ominously intoned,

Now [Anthony] Fauci has declared that because the Johnson & Johnson vaccine has injured six people—and if that’s true, by the way, would make that vaccine much safer not just than birth-control pills, but safer than many other vaccines we’ve distributed in the past—because this one vaccine has hurt six people out of 7 million, we need to stop using it immediately. Does that make sense to you? No, it really doesn’t. It seems possible there may be more going on here.

There was no explanation of what was going on there, that night or in any future segment. But insinuations open the door for audience members to fill in the blanks however they prefer, while shielding the speaker from a defamation lawsuit. On Facebook, Carlson’s speculation session was the most popular post about the Johnson & Johnson pause, even though Fox News journalists had reported on the pause with accuracy and nuance.70

The irony was thick: the Johnson & Johnson vaccine was halted after six incidents, generating a segment complaining and expressing suspicion about the halt. Yet the rhetoric from many of the same right-wing influencers a few short months later would allege that the vaccines had been killing and injuring millions. The same public health officials that convened an investigation about six adverse events, we are supposed to believe, then covered up vaccine-induced mass murder.

Although some of the highest-engaged stories overall originated with prominent political and old-media elites, the analysts of the Virality Project were largely seeing rumors moving through very well-established factional rumor mills. While anti-vaccine influencers had reach and disciplined dissemination capabilities through their long-established networks, the popular wellness and political influencers who began to participate had orders of magnitude more. Many rumors stayed within particular communities; the nuttiest conspiracy theories, for example, did not hop across as broad a collection of groups as Plandemic had managed to, though conspiracy content about Bill Gates, microchips, and magnetic vaccines spilled out occasionally. Yet, while certain types of content didn’t travel far, they went deep, becoming conventional wisdom within bespoke realities. QAnon adherents, for example, came to the conclusion that Anthony Fauci was part of a cabal secretly working to undermine President Trump. This all got significant amounts of engagement within the conspiracy communities.

As during the election, if massively popular prominent influencers or celebrities picked up a rumor, it could reach tens of thousands of people nearly instantly. On September 13, 2021, Nicki Minaj tweeted, “My cousin in Trinidad won’t get the vaccine cuz his friend got it & became impotent. His testicles became swollen. His friend was weeks away from getting married, now the girl called off the wedding. So just pray on it & make sure you’re comfortable with ur decision, not bullied.”71

This extraordinary piece of content received 252,000 interactions. Some people in the comments tried to convey that this was more commonly a symptom of an STD, not generally a vaccine injury. The Nicki Minaj’s Cousin’s Friend’s Balls discourse dominated the internet that afternoon and, of course, was picked up by the media.72

But as funny as the memes were that day, there is actually a more important takeaway: many people are genuinely concerned as they spread “friend-of-a-friend” rumors. Unlike stories about ballots in dumpsters, these stories and first-person posts sharing bad experiences were not the sort that social media companies could dispel with a quick fact-check label and help from an investigative journalist. These stories did need some contextualization—not to disparage them but to compassionately explain things like prevalence or the likelihood that a certain symptom postvaccination was in fact vaccine related. In a past era, these concerns were the sorts of things that a doctor would have responded to one on one in a visit with a concerned patient. But today rumors spread at high velocity and on a global scale. The question of how to respond was immensely complex. Yes, groups of physicians were working to take the signal from the rumors and push back; individual doctors began spending time popping into Clubhouse audio chats and making TikToks to counter viral conspiracy theories (after working their day jobs). But the efforts were all ad hoc. Networks to share the physicians’ content were ad hoc.

Rumors have “publics,” as Jean-Noël Kapferer, the scholar of rumors we encountered in Chapter 1, put it; some groups are going to be more receptive to some stories than others. The Black community, which is very concerned with medical racism and its negative impact on Black women’s maternal health outcomes, and which has deep memories of historical atrocities such as the Tuskegee experiments, shared very different types of rumors than the Chinese-language expatriate community, which has a different communal history. And, of course, neither of these groups are themselves monolithic. Since the rumors were moving through niches, effective counterspeech—and effective counterspeakers—might look very different for each rumor.

But building truly networked responses is challenging. Individual civil society organizations or physicians could only respond to so much. The Virality Project had limited resources and could only connect with so many groups. Biden administration officials and other authority figures spoke up, including via the Office of the Surgeon General. However, when trust in authority figures is low, rumors may become more compelling. The idea of an “official story” or “official source” reflects a power dynamic: some official has authority to speak, to declare what is true, and the public is expected to believe it. The alternative explanations and theories—the rumors—challenge that authority, highlighting that official and credible do not always go hand in hand. Today we have both a system that makes rumor spreading effortless and the social circumstances that make rumors compelling.

And, of course, even as the rumor mill and domestic propaganda machines were spinning, the state actor propaganda machines were taking advantage of the distrust and unrest too: Russia leveraged its overt state media to express horror about the unfreedom of American vaccine requirements, even as Russian regional governments and businesses imposed nearly identical requirements for certain types of workers and for access to restaurants.73 It talked up the Sputnik vaccine while fearmongering about the supposed dangers of the Pfizer and AstraZeneca vaccines.74 One trope used to mock AstraZeneca’s vaccine was a throwback to the smallpox-cowpox fears of the 1880s: the Russian talking heads called it “the monkey vaccine,” because it was made using a chimpanzee adenovirus, and put memes of chimps on TV. The Sputnik vaccine, of course, contained no monkey parts! (Ironically, the chimpanzee tie would later be used to argue that a monkeypox outbreak, relevant only because of the name, was caused by the AstraZeneca vaccine.)75 Gray propaganda outlets and bloggers picked up the propaganda touted on state TV, laundering the messages to their own audiences.76 In another case, a Russia-linked marketing firm registered to a UK address that did not seem to house any business began offering to pay YouTube influencers to talk up the Sputnik vaccine and smear Pfizer as unsafe and dangerous. The effort was exposed by several horrified influencers; a few others, though, did make the paid posts.77 Facebook subsequently took down a network of pages related to this manipulation campaign.78

Moderation and the Mirror World

As with the 2020 election, rapidly evolving circumstances during the pandemic led to new tech company policies that tried to balance free expression and harm prevention. The platforms communicated regularly with public health officials as well to try to surface the best available information. Once again, their efforts to moderate—including basic content labeling—were slammed as “censorship.”

Grasping the subtleties of COVID-19 content moderation is crucial for guiding future institutional and platform responses. The real-world consequences of online COVID-19 rumors were stark. Early on, prominent figures like Robert F. Kennedy Jr. and various influencers peddled baseless theories linking 5G wireless towers to the coronavirus. Videos posted to YouTube about the theory accrued hundreds of thousands of views, and—like Plandemic—the content spread globally. Some of the social media groups dedicated to 5G theories added nearly half a million followers over a two-week period.79 A few people were convinced enough to try to burn down towers.80 Rumors about cures and treatments, meanwhile, led to injuries and deaths.

It’s critical to note that audiences were receptive to these theories because of the disorienting state of the world and because of just how hard the pandemic was for many people. Yes, there was a glut of information, and it was incredibly hard to figure out what was true and who was being honest. But people were getting sick, including those without health care. Many families were impacted economically by lockdowns and the loss of childcare; many became frustrated, and some became distrustful of the motivation and competency of institutions that argued for them. The influencers who railed against technology or government or health care weren’t entirely wrong: there are devastating collective failures, mistakes, and instances of incompetence, and that grain of truth is ripe for exploitation. Rhetoric about the impending threat of tyranny, long present on the political fringe, took on a new tenor and attracted many new adherents. People who had previously vaccinated their kids reported joining anti-lockdown protests or school-reopening activist communities and then losing confidence in the science of vaccination as they spent more time with newfound anti-vaccine allies who became friends.

Social media companies had struggled with how to handle the anti-vaccine movement for years. The 2019 Brooklyn and Samoa measles outbreaks, discussed earlier, showed once again that online rumors and misinformation could lead to very bad situations in the real world. As these epidemics unfolded, major social media companies decided to begin boosting authoritative sources in response to vaccine-related searches. So, as COVID-19 emerged, Meta CEO Mark Zuckerberg mandated that his integrity teams begin working on policies specific to COVID-19 misinformation. He reached out to Anthony Fauci with a proposal to create a “COVID-19 Information Center” to help people find information about the disease.81 

Following past outbreaks, tech companies had decided that while the anti-vaccine movement could remain on their platforms, its content would not receive algorithmic amplification. Freedom of speech, not freedom of reach. However, when the anti-vaccine movement was primarily spreading fear about proven-safe childhood vaccines, its influence was mostly confined to pregnant women and parents. With the global rollout of COVID-19 vaccines for all age groups, the movement’s potential audience expanded dramatically. Anti-vaccine activists on social media capitalized on this, witnessing a surge in followers. These new adherents eagerly circulated vaccine rumors, misinformation, and conspiracy theories, topics that had become relevant to almost everyone.

This created three challenges for the platforms. First, while some of the claims that captured attention were demonstrably wrong (misinformation), much of what was spreading were rumors rooted in personal stories or opinion commentary. These are not addressable with a fact-check label. Second, the ref-working narrative that “moderation equals censorship,” popularized by Trump and his supporters while promoting the Big Lie, was now common knowledge among right-wing factions—and as coalitions formed during COVID-19, it spread to more. Even when the platforms moderated content that could directly affect public health, like the spread of fake cure stories worldwide, their actions were swiftly recast as violations of free speech and liberty, an attempt to suppress debate; the strategy that Willis had deliberately chosen for Plandemic worked time and time again. Finally, while the platforms had committed to boosting authoritative sources, institutional communicators struggled with speed and resonance. The organizations that Facebook had announced that it would boost—the WHO and the CDC—rarely produced compelling, shareable content and often were slow to react to communication cycles. Also, many noninstitutional experts had valuable perspectives worth hearing, and platforms like Twitter scrambled to give them “blue check” credentials.

Some of the most challenging posts for platforms were the stories that were superficially true: a nurse named Tiffany Dover, for example, fainted while getting a shot on television. She was fine, but despite the best efforts of fact-checkers, a rumor spread globally that she was dead.82 Her hospital put her on camera to show that she was fine, but because she was wearing a mask and didn’t speak, conspiracy theorists alleged she’d been replaced by a body double. Her life was upended as thousands of people began to harass her friends, neighbors, and employer on Facebook, Instagram, and Twitter.83 That she had fainted was true—everything that came after was not. Should the story have been removed or reduced, or was an information label sufficient? If so, what should the label say? Platforms and fact-checkers often labeled such content as “misleading,” and it stayed up, though sometimes with reduced distribution (the posts were no longer curated into people’s newsfeeds or could not be retweeted). Groups and accounts that consistently shared misleading content were penalized after some number of strikes. Prominent influencers who had begun to identify as “free-speech absolutists” argued that this was all free expression and that any platform effort to address it was “stifling debate.”

In another case, Facebook ads run by unknown actors began to pop up encouraging Americans to self-report vaccine side effects to the national Vaccine Adverse Events Reporting System (VAERS), which the CDC had run for decades to track adverse events. Some prominent influencers who were skeptical of COVID-19 shots began to call for the same. Did you get a headache? Report it! A few months later, anti-vaccine activists used statistics derived from the self-reported data, such as the total number of reports, to allege that the COVID-19 vaccines were phenomenally dangerous.84 Actual safety studies belie these claims. Nonetheless, there were entries in a database, so people could calculate statistics. Therefore, claims like “There are thousands of reports from people saying they were injured by this vaccine!” didn’t necessarily qualify as “misinformation”—after all, it is superficially true. There were thousands of reports, but their existence alone was being used to create a very misleading perception.

If a label or context applied by a tech platform to explain how VAERS worked was “censorship,” as aggrieved ref-workers opposed to fact-checking argued, then what was the appropriate response? Who was supposed to debate this in the marketplace of ideas, and how, so that audiences saw it?

The misleading presentation of VAERS stats, in fact, was an extension of a fudging strategy that anti-vaccine activists had long found highly effective during fights over school shots: VAERS reports for those immunizations, too, included some highly dubious claims. A very small percentage of reports turned into actual Vaccine Injury Compensation Program “vaccine court” cases.85 Those that did were investigated thoroughly, and some plaintiffs received settlements for demonstrable vaccine injuries—injuries do happen, though they are very rare. Anti-vaccine activists, however, had long touted the number of reports in the database or the total dollar value of the settlements as evidence of the dangers of childhood immunizations—leaving off the fact that the number of injuries relative to the number of shots administered actually showed that a person was more likely to be struck by lightning than injured by a vaccine.

My explanation of how this rhetorical sleight-of-hand works took a full paragraph. Writing “$3 billion was paid out to the vaccine injured!” creates real concern in a lot less time.

Some of the propaganda claims were comically flimsy if you scratched the surface, but they resonated with the target audience. In December 2021, Dr. Peter McCullough, a prominent promoter of hydroxychloroquine and ivermectin, attracted significant attention as a guest on Joe Rogan.86 During his appearance he implied that the pandemic had been planned, alleged that huge numbers of people had been killed by the vaccine, and argued that the government was suppressing the true facts about, and access to, alternative therapies in an effort to drive people to get vaccinated.87 Hydroxychloroquine factories were allegedly mysteriously burning down. It was all very evocative of Plandemic. McCullough’s social media follower count jumped after the appearance.

Soon after, he began to boost the theory that healthy athletes were simply dropping dead after getting COVID vaccines. The claim had been popularized via the release of a documentary called Died Suddenly, which alleged that there was an epidemic of sudden deaths linked to blood clots and cardiac arrest. For weeks, any time a prominent person happened to die, the now sizable anti-vaccine Twitter faction would co-opt the tragedy, speculating about whether they were vaccinated and creating huge numbers of posts about the deceased tagged with the hashtag #DiedSuddenly.

McCullough—an MD-PhD—had written a letter to the editor of a medical journal alleging that 1,598 athletes had suffered cardiac arrest over about a one-year period; this was presented as quite an ominous outlier, attributable to the vaccines. As 1,598 is a highly specific number, I googled it. It turned out that it came from… a blog. An anonymous blogger at goodsciencing.com had made a list of the deaths of athletes since the vaccine rollout had begun (January 2021), and McCullough cited it in his letter to the journal editor as if it were a solid source.88 I was enthralled by the shamelessness and began to look through the list. A few more minutes of googling revealed the inconvenient fact that many of the people on the list not only hardly qualified as athletes—some were simply described as sports hobbyists in coverage of their death—but had died by drowning, car accident, or causes unknown. Their vaccine statuses also weren’t stated.

An MD-PhD had laundered content from a blog that a middle schooler would’ve been ashamed to cite into a medical journal by way of a letter. And now his supporters were calling it a “paper.”

Meanwhile, as #DiedSuddenly captivated the large, highly active, and often vicious anti-vaccine faction on Twitter, the families of people who had died tragically (including by suicide) were subjected to online mobs insisting that their loved ones had really died because of the COVID-19 vaccine.89 Sometimes the deaths were explained within a day or two, but that gap between when a rumor goes viral and when the truth can be known meant that the rumor generated significant attention (and clout) for those who pushed the stories, while the subsequently revealed facts received little to no attention at all.

This theory of an epidemic of cardiac events rose to national prominence after football player Damar Hamlin collapsed on the field during a game, and Tucker Carlson covered the frightening incident on his nightly Fox News program.90 He hosted McCullough and discussed his letter as if it had been a study, an explanation for what had happened to Hamlin91 (who fortunately survived but then found himself the subject of the same Body Double trope that had driven Tiffany Dover into hiding).92

Absolute nonsense had been laundered into The Discourse; millions of Tucker Carlson viewers saw the broadcast implying that there was a serious epidemic of sudden athlete deaths. Right-wing and anti-vaccine factions hailed McCullough as a hero for exposing the conspiracy by media, government, and pharma to “suppress” athlete deaths. The fact that he’d previously been suspended (“censored”) by Twitter for spreading other COVID-19 misinformation93 and had his certifications threatened by the American Board of Internal Medicine didn’t matter—it might even have given him more cred with the antiestablishment audience he was cultivating.94 With more than nine hundred thousand Twitter followers and ninety-nine thousand subscribers to his “Courageous Discourse” Substack newsletter, McCullough has far more reach than the overwhelming majority of scientists.

What is the appropriate response to scenarios such as this? Should scientists or the families of victims counter recurring viral hashtags with facts, even if it invites abuse and harassment, amplifies the trend further, and will likely not change the minds of the irate faction anyway? Should Twitter prevent hashtags like #DiedSuddenly from trending, or should Facebook downrank or block shares of content from its domain?

These are thorny questions, even as some highly vocal online factions argue that they’re simple. “Take more misinformation down because it kills people,” some say. “Moderation is censorship,” argue others. But the loudest complainers about the status quo rarely offer any specifics for where platforms should draw lines or positive vision for reckoning with a curated, ranked information feed. Vaccines, of course, are highly polarizing, but many, many other health topics do, or will, fall under these policies, and similar questions apply. Should cancer quackery be pushed to newly diagnosed oncology patients because some influencers manage to capture attention? Should teenage girls be barraged with posts about weight loss supplements?

There has been an asymmetry of passion in health misinformation for close to a decade: normal people get vaccinated, and nothing happens. This was true of COVID-19 and the billions of vaccines administered worldwide with no massive epidemic of attributable injuries or deaths. Most people who have a completely ordinary experience do not post about it—though the doctors of #ThisIsOurShot tried. Meanwhile, platforms curate what is available to them, which means that whatever the rumor mill and propaganda machine churn will surface, unless the platforms have policies that impact the propagation.

Many people, including myself, still hold out hope for a “marketplace of ideas,” in which discussion enables the most accurate or best arguments rise to the top. But the structure of our current information environment is not designed to facilitate it. Its incentives encourage sensationalism, and enable grifters to profit from it. People in one bespoke reality are long past listening to those in the others. In Broken Code, Wall Street Journal reporter Jeff Horwitz describes leaked internal Facebook memos written by employees of the type of integrity teams that Mark Zuckerberg had instructed to prepare for COVID-19. They describe a mess: Facebook groups served as a staging area for platform-wide assaults on mainstream medical information; doctors posting on the platform were being shouted down; groups were growing because a relatively small number of people were inviting hundreds or thousands of users per day; groups were not arising organically, but had undisclosed ties to political activists. “The company should think about whether it was merely reflecting a widespread skepticism of COVID, or creating one,” Horwitz writes while describing a conversation between data scientists. “This is severely impacting public health attitudes,” another responds, “I have some upcoming survey data that suggests some baaaad results.”95

Many moderation calls are debatable by reasonable people: Should something be throttled or just labeled? The battle over the origin of COVID-19—the infamous lab-leak hypothesis—was one example of something that should simply have been left up for debate, because it’s unclear that it actually had any real potential for harm. Content that is taken down or banned becomes forbidden knowledge; influencers who are deplatformed now simply move to one of many other different platforms. In her study of writer turned conspiracy theorist Naomi Wolf, who was temporarily deplatformed from Twitter, Naomi Klein writes, “These people don’t disappear just because we can no longer see them. They go somewhere else. And many of them go to the Mirror World: a world uncannily like our own, but quite obviously warped.”96 I am generally opposed to the overwhelming majority of takedowns and strongly in favor of reducing reach or labeling, precisely because of the “forbidden knowledge” factor. Other content moderation researchers disagree, arguing that evidence shows that deplatforming people who repeatedly spread lies works, because it reduces their reach. Platforms are private actors under no obligation to offer free speech or free reach, they accurately point out. And yet a quick look at the influencers deplatformed during COVID-19 suggests a significant backfire effect. There were other platforms for them to go to; after being forced from Twitter, YouTube, and Facebook, they regrew their audiences on Telegram, Rumble, and Substack. And many become even more radical.

On Substack in particular, COVID-19 contrarians became a force: Dr. Joseph Mercola, who built a massive business selling quack health products to anti-vaccine activists over many years; tech entrepreneur Steve Kirsch, who had no background in vaccines or epidemiology at all but redefined himself as a COVID contrarian and now fearmongers about childhood vaccines; and “the Pandemic’s wrongest man,”97 Alex Berenson. All are now prominent on the Substack leaderboards with tens of thousands of paid subscribers each at around $5 a month.98 Some of those suspended by Twitter’s old moderation team (including Berenson and McCullough) were welcomed back after Elon Musk acquired the company. They have seen massive follower growth in the time since.

Institutions in the Crosshairs

The Virality Project cataloged the narratives surrounding COVID-19 vaccines for the better part of 2021. Physicians and scientists did attempt to counterspeak, though they often did not have much in the way of individual reach or established networks for amplification. They did come away with an understanding of what they need to do ahead of the next public health crisis. But their ability to adapt—and to build those networks—is now under attack.99

The pandemic highlighted many areas in which institutions and authority figures struggled: communication flubs, supply chain shortages, poor contact tracing, dubious border policies, politicized rhetoric, bad coordination, and healthcare access challenges, among other things.100 There are many trenchant critiques of things that could have been done differently; I wrote several articles about communication failures in 2020 and 2021. Assessments of what specifically went wrong often split according to political perspective: assessments coming from the left have pointed to inadequate consideration of poverty and racism, while libertarian and right-leaning thinking has focused on the economic impact of lockdowns and the validity of mandates.101 Debates about who got what wrong will no doubt fill many other books; suffice it to say that many people feel that institutions failed, and their confidence in those institutions has diminished.

However, the real struggles of institutions were cynically exaggerated by some, as part of a very deliberate effort to undermine confidence in institutions writ large—to frame them as inherently deceitful and manipulative, staffed by elites out to suppress the people. In late 2022, for example, a narrative took hold among vaccine-distrustful factions that they had lied to us about whether or not the vaccines prevented transmission. Evidence was assembled: video snippets, mostly repurposed from early 2021, in which pharmaceutical company executives or government officials made claims suggesting that vaccines would prevent the spread of the virus; video clips with hundreds of thousands of views purporting to expose a pharmaceutical executive “admitting” that they didn’t test the vaccine to see if it reduced transmission.102 The same collages pop up every few months and generate outrage anew, often when an influencer or media-of-one outlet shares them with a rallying cry: Never forget what they did to you!

Most people don’t recall the circumstances of early 2021: the vaccine manufacturers were not required to test whether the vaccines reduced transmission prior to rollout. To get emergency approval, the companies were supposed to show that the vaccines were safe and prevented vaccinated people from getting sick. They did, for the version of the disease that was circulating at the time. They also, in fact, reduced transmission at that time. But as new variants emerged, they became less effective.103

The internet enables the instantaneous resurfacing of any pronouncement of an expert or government official. “The internet is forever,” as the saying goes, and this can be a very good thing. However, it also allows for old tweets, writings, and videos to be taken out of context, misrepresenting outdated facts or views as if current circumstances haven’t changed. This leads to overreactions, such as labeling those who made these past statements incompetent or dishonest. While some experts do make mistakes or lie, some invisible rulers are incentivized to exploit these gotchas unfairly to undermine the credibility of experts in general.

A Great Retcon is thriving in the communities that were most actively opposed to lockdowns, masks, and vaccines. Some of the most prominent influencers who denigrated vaccines and touted ivermectin and hydroxychloroquine—particularly those who had content labeled or posts removed—now argue that they deserve an apology. They feel they were vindicated because, as the vaccines became less effective with each passing variant, their pronouncements that the vaccine would not work at the very beginning were borne out. The world changed, and the “cures” they themselves pushed proved useless, but those details can be brushed aside.104 These influencers rely on people not remembering what happened and internalizing the alternate facts of the bespoke reality.

The fervor and the need to continue to foment distrust are core to their livelihood. The pandemic’s end necessitates that they find new topics of monetizable outrage. Some, like Substacker Steve Kirsch, have pivoted to rewarming old vaccine-autism conspiracy theories.105 The specifics of those discredited theories are new to many, and “investigating” them anew will no doubt appeal to those for whom vaccine distrust and “freethinking” has become a political identity. Others are leaning into elaborate “censorship” conspiracy theories involving corrupt governments and intelligence agencies.

In certain factions where “owning” your enemies is a team sport, members revel in hearing that a vaccine is less effective or that a media outlet got something wrong—the stupidity of the enemy, they think, reflects better on their side. Of course those sheep got their boosters. This is not limited to the COVID contrarians; those who most closely hewed to guidance, too, felt considerable schadenfreude when those on the “other side” got sick. This is a game that influencers constantly reinforce but members of the crowd are happy to play.

In this environment, it’s not surprising that many institutions (and government bureaucracies) see social media as more of a liability than anything else. Every post carries a nonnegligible chance that an angry online mob might descend on the institution to demand action for an offense given by some expert in its employ.

And sometimes, the research itself—the effort to explain how this trinity works and what the motivations of the new elites are—is precisely what whips the mob up to attack.

This became all too clear to me after Substacker Matt Taibbi was awarded access to Twitter’s internal emails by billionaire Elon Musk in December 2022 in an exposé effort that came to be called the “Twitter Files.”106 Having bought the social media platform for $44 billion—a deal he’d tried to back out of but was legally compelled to follow through on—Musk was motivated by the opportunity to embarrass the prior executive team responsible for the moderation rules that he and his fans so despised. He’d fired several executives, including those who made the calls responsible for banning Donald Trump and blocking access to the Hunter Biden laptop stories. Taibbi was one of a handful of journalists offered the opportunity to read Twitter’s internal deliberations chronicling those controversial moderation calls.

This could have been an interesting investigative journalism exercise into unaccountable private power. Instead, Taibbi churned out innuendo- and at times error-laden theories in lengthy Twitter threads. Within his (and Musk’s) niche, however, the theories were a hit: Taibbi obtained nearly a million new Twitter followers within two weeks of his first thread, as he framed cherry-picked emails as evidence of a biased censorship regime at Twitter. The government had secretly demanded content takedowns of conservatives! His Substack subscriber count soared, and he began to earn significantly more money from a new audience eager to read sordid stories of censorship and intrigue.

In March 2023, Taibbi turned his attention to the work we had done at the Virality Project. He wrote a Twitter Files thread (the nineteenth in the series) framing our work not as what it actually was—a research project to understand and chronicle viral narratives and to enable rapid response to get the best available facts out—but as a vast censorship project to take down and suppress those narratives. His “evidence,” his purported smoking gun, was an email from a Stanford student researcher to members of Twitter’s integrity team:

Hi Twitter Team. I’ve attached the biweekly platform escalation summary, which gives insight into the main types of tickets we have been escalating to different platforms. As we continue our work, we would appreciate understanding what kind of content you would find most helpful to be tagged in on Jira. I have noted below which types of content I am currently tagging your platform on. Can you please indicate which of the following types of content you would like to be tagged on going forward?

The rest of the email listed categories we’d been using internally to organize our analyses of the most viral narratives of the week: vaccine misinformation, foreign influence, repeat offenders (the frequent exaggerated or misleading claims by long-standing anti-vaccine activists), and what we called “true content which might promote vaccine hesitancy.” The last was a catch-all bucket for stories like that of Tiffany Dover, the fainting nurse, which, while true, were often decontextualized, exaggerated, and spun. The list included some examples of common viral stories that had a grain of truth: “conversation around recent celebrity deaths after a vaccine” and “stories of true vaccine side effects.” These were, in fact, the kind of hard-to-verify rumors that were often most in need of contextualizing and counterspeech from physicians and public health officials, who could help people understand prevalence and real risk.

Taibbi cut the email in half.

He called it a “devastating email” as he posted a screenshot of the categories alone, claiming that this was a list of things that we recommended Big Tech censor.107 The entire top half of the inquiry was cropped out, and Taibbi’s manufactured context, alleging that we were trying to suppress true stories, completely reframed the outreach. Twitter had, in fact, replied to the email with a list of the kind of content it cared most about—it didn’t include the exaggerated true content category. That reply, however, did not make it into the Twitter Files.

The Virality Project was an effort to surface what rumors were going viral in order to help the people trying to address them. Physicians, in particular, were trying to respond to the viral side effect claims by explaining them—not “censoring” them. These were often very scary stories, and putting them in context or helping the public understand what might have happened was critical. A platform throwing up a label or posting a fact-check had the same intent. Furthermore, we weren’t the government, we weren’t working on behalf of the government, our project wasn’t funded by the government, and we had no power over the platform integrity team’s decisions.

But the facts don’t matter to the incentivized propagandist.

Taibbi’s incendiary claim that we had been demanding platforms censor true stories received forty-five million impressions on Twitter. The propaganda machine picked it up instantly, and it became the topic of dozens of right-wing news stories. It generated massive outrage—and if we had, in fact, sent demand lists of entire categories to censor, that outrage would have been justified.

But we hadn’t. Taibbi sold a lie to his followers and profited from it.

Meanwhile, our team—especially the students whose names and emails were exposed in his discrediting effort—experienced massive costs. Lies like these don’t stop after a moment of outrage. They lead to death threats, harassment, and extended fixation from media-of-one outlets and other influencers, who in turn take their shot at the money and clout machine by being even more extreme than Taibbi.

The most malicious propagandists are very effective at smear campaigns that convince their audience that up is down and that things that never happened were kept from them. In the next chapter we’ll discuss this final facet of influence: how invisible rulers leverage the brigading power of an online mob and how the state has begun to leverage it too.

Truth is very rarely cut-and-dried. It never has been. The propagandist has always known that and exploited the kernel of truth, the gray area of uncertainty. Can anyone in a position of authority, for example, say with a straight face and with absolute certainty that no one will get hurt when taking a vaccine? Of course not. The health misinformation influencer leverages that reality, pointing to a prior mistake or overconfident comment: They are lying to you. They’ve always been liars. Just look at this PSA from a few years ago where they were saying that fat is bad for you.

Influencers don’t try to suggest that their information is better than the established authorities’. They don’t have to. They urge their audiences to rely on a more primitive tool: What does your gut tell you about who is telling you the truth? Is it me or them? They make the question not Whose facts can you trust? but Whom can you trust? And for a variety of reasons, online and off, we are seeing a reallocation of trust from the credentialed experts and authorities of old to people who feel authentic, not elite, “just like me.” The ability to influence en masse has expanded from being primarily the purview of people who know what they are talking about (think Anthony Fauci), who have been elevated to positions of authority by institutions and the media, to people who know how to talk persuasively, how to leverage the tools of social media, built for marketers, to build very strong bonds of trust between themselves and their listeners (think Candace Owens).

And so it was with Plandemic. While Judy Mikovits largely faded from public view after her documentary turn, Mikki Willis’s star continued to rise. He turned Plandemic into a multipart series. He is now a regular on the Guru conference circuit. He has a clothing line, “Rebel Lion.” And, of course, he sells supplements.108

Of Facts and Factions

The COVID-19 pandemic underscored the indispensable role of institutions and expertise in society. Throughout the crisis, it was scientists, researchers, and healthcare professionals—acting collectively—who developed treatments, introduced vaccines, and combated the spread of the deadly disease. Yet there was also institutional failure: poor communication, botched coordination, and little ownership of bad decisions.

Social media influencers rightfully highlighted, but also at times capitalized on, these failures. “Some people online,” to paraphrase the CDC official I spoke with in 2015, have the power to shape perception and make rumors go viral, with an assist from the niche crowds who trust and often agree with them. The pandemic serves as a stark testament to the rising power of the global rumor mill and the chaotic landscape where grains of truth power compelling stories. Truth has always been, in large part, social; now, however, social media have provided us new means for assessing it.109 The trust in the old top-down system of institutions, experts, authority figures, and mass media isn’t simply declining. Within a significant portion of the public it has been reallocated to the bottom-up system of influencers, algorithms, and crowds.

This shift matters, because institutions are necessary for society to function, and discoveries borne of expertise are what propel us collectively forward. This has been true for centuries. Institutions serve as stores of collective knowledge. They provide structures in which groups of people can work collectively, and we must be able to work collectively in order to solve real problems (not the pseudo-problems ginned up daily by the outrage machine). “Without the places where professionals like experts and editors and peer reviewers organize conversations and compare propositions and assess competence and provide accountability—everywhere from scientific journals to Wikipedia pages—there is no marketplace of ideas,” writes Jonathan Rauch in The Constitution of Knowledge.110 We need experts who understand the specific details and nuances of the challenges we face. We need to be able to trust them, of course; no effort to “combat misinformation” is going to be able to bridge bespoke realities without rectifying this crisis of trust. But while institutions are imperfect, they remain indispensable in orchestrating complex societal functions, embodying collective human wisdom and experience, and fostering stability and continuity in the face of global challenges and uncertainties.

There is a lot of continuing anger. Indeed, well into late 2023—as this book was going to press—allegations of cover-ups, incompetent scientists, and secret research programs related to the origins of COVID-19 continued to spread.111 The US House of Representatives convened a Republican Freedom Caucus–led “COVID origins cover-up” committee that unfortunately became less a fact-finding mission and more a propaganda producer for the base. Did COVID-19 escape from a lab? Perhaps! But as factional fights persist, it is nearly impossible to find out where the facts lie. Even selecting citations for this chapter felt fraught.

Experts and institutions must adapt, increasing their transparency and their frequency and style of communication. They must prioritize rebuilding trust. Determining a disease’s origin or creating an effective vaccine to prevent it is useless if no one trusts the messenger. Millions will simply refuse to get the vaccine.

But the blame for communication struggles during the pandemic does not lie solely with the experts. Many prominent influencers saw an opportunity to increase their clout and grow their following at the expense of institutions… and, sometimes, at the expense of their own audiences; members of right-wing communities died at higher rates.112

The public must understand the incentives in play: many of the individuals, particularly the political influencers, who co-opt the language of populism to rail against the “experts” or the “elites” are not looking for no elites; they’re looking for new elites, ones who share their beliefs. If an influencer argues that institutions should be dismantled, defunded, or done away with, the response should be, “Then what will replace them, and how will that happen?”

On the issue of vaccination specifically: there will be challenging times ahead. What Naomi Klein described as the strange-bedfellow coalitions, which manifested in “large protests first against lockdowns and then against any sensible health measure that would have helped make the lockdowns unnecessary,”113 are now diligently working to overturn the school vaccine laws that have prevented so many other epidemics from even occurring. As anti-vaccine stances are now part and parcel of certain political identities, pushback against resurgent efforts to roll back routine childhood vaccine requirements for school will fall to local parent groups.114 Staying silent is not an option.

Philosopher Benjamin Bratton used a phrase to describe the pandemic that I thought summed it up better than anything else: “the revenge of the real.” COVID-19 was, he wrote, a stark reminder of “the complex biological reality of the planet with which we are entangled, and that underlying reality is apathetic to the plotlines and mythic lessons we may try to project upon it.”115 Actual reality—tornado reality—confronted us, and yet many continued to operate in, or profit from, bespoke realities. And an untold number paid for it with their lives.
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The Fantasy Industrial Complex

Perhaps the highest form of recognition a propaganda researcher can receive is becoming a target of the very same propaganda machine they’ve worked to expose. Clearly, your work is having an impact. It’s also an intense learning experience. You can study propaganda and conspiracy theories for years, but to really understand their impact, there’s no substitute for becoming the subject of a conspiracy theory yourself.

This distinction, however, comes with a steep price. It is jarring, disorienting, to be turned into a character—an avatar—by a person or outlet that intends to use you to further their own agenda. Inane claims cascade through a web of media and media-of-one outlets, getting boosted and remixed by aligned influencers; it feels like the lies are everywhere. The ire of the faction, which now believes you are working against them, brings relentless threats and harassment. It feels like there is no way to push back against the sheer volume of ludicrous claims and misleading commentary. Although you have been accused of things you did not do, quoted as saying words you never said, trying to correct the record feels useless. There’s no converting the true believers—they won’t trust what you say, and you might just inadvertently call more attention to the lies. For many who are targeted, the easiest decision is simply to go silent. Make peace with the fact that there is now an alternate-universe version of you that many people hate.

A single retaliatory article can generate a maelstrom by itself. But when a propagandist turns you into a recurring Main Character, a villain in a cinematic universe of use to a political machine—well, it turns out, things can go far beyond just inane stories and online harassment. The wild theories spun in the online fever swamps can serve as pretext for something even more sinister: politicians, who wield real power, citing the propaganda as justification for sham investigations and other forms of retaliation.

For me it began on March 2, 2023, when a man claiming to have run cybersecurity at the State Department1 connected with writer Matt Taibbi in a Twitter Spaces audio chat room hosted by an anonymous guy with a raccoon avatar.

Eight days later, Republican congressman Jim Jordan sent Stanford University a letter demanding that we turn over all email and other communications between Stanford Internet Observatory (SIO) staff and the executive branch or any technology companies dating back to 2015.

Jordan, one of the congressmen who voted not to certify the 2020 election, had recently been given the gavel of the brand-new US House Judiciary Select Subcommittee on the Weaponization of the Federal Government. But the lead-up to his letter had been set in motion months before, in August of the prior year, when attorney-turned-speechwriter Michael Benz set his sights on convincing American conservatives that a vast collusion operation had deprived Donald Trump of his rightful victory in 2020.

Despite his social media boasting, Benz hadn’t actually “run cyber” at State. He’d been the deputy assistant secretary for international communications and information policy in the Bureau of Economic and Business Affairs for approximately three months,2 following a year as a speechwriter for Secretary of Housing and Urban Development Ben Carson. But no matter—after leaving government, Benz simply created an email address, reserved a domain name, and embarked upon a new career as a former cybersecurity expert.

The man whose prior attributable online presence had been scrubbed down to little more than a Pepe-the-frog-throw-pillow Pinterest pinboard was now the head of what he called the Foundation for Freedom Online (FFO)—and also, seemingly, its sole employee. He reinvented himself as “mikebenzcyber” on social media and set about proclaiming that he was going to expose the crime of the century.

The goal of the FFO, Benz wrote in a convoluted blog post, was to expose a vast collusion operation that he claimed had transpired between the government, academia, media, and tech companies. There had been a plot, he alleged, to create a “social media censorship bureau” that “targeted” the speech of millions of Americans—particularly those on the populist right.3

At the center of this plot—the keeper of an “AI censorship death star superweapon”—was the Election Integrity Partnership (EIP). And the Darth Vader figure in his Death Star analogy? That was me.

In Benz’s bespoke reality, the EIP, in cahoots with the Department of Homeland Security, his old employer the State Department, the Federal Bureau of Investigation (FBI), and Big Tech, had colluded to censor tens of millions of tweets—twenty-two million to be precise—during our 2020 election work. In his more bombastic media appearances, the number ballooned to hundreds of millions, or even billions, of posts that we’d supposedly gotten nuked from the internet via some sort of shadowy special access to “internal systems” of government and tech. Government actors had supposedly told us, via these secret systems, what needed be suppressed, and we had supposedly passed their demands on to Big Tech companies. This effort, Benz claimed, had prevented people from seeing entire narratives during the 2020 election. We had “pre-censored discussion that predicted the possibility of election fraud.”

If this sounds like word salad served up by someone in a tinfoil hat, that’s because it is. Benz’s theories were remarkable primarily for how utterly wrong they were. When we saw his early posts targeting EIP’s work in August 2022, we laughed. His “source” for this list of crazy allegations was something we’d written ourselves: a 292-page final report describing our work, released publicly in March 2021, widely covered by the media and posted publicly to our website for a year and a half before he “discovered” it.4

But accuracy wasn’t Benz’s objective; storytelling was. He was picking out random phrases and numbers from within our report’s pages and reassembling them into a sordid spy thriller. Driving this drama was a compelling trope: the Man (or Woman) Behind the Curtain, secretly steering world events unbeknownst to the powerless targets. Benz’s long “exposés” were the alternate history of a fantasy world. They included a specific set of villains: real people, reduced to avatars whose lives could be mined for further plot points to generate maximum outrage, engagement, and revenue. His followers and subscribers could enjoy the equivalent of a multiseason drama. But unlike with Star Wars or Game of Thrones, the audience could actually inhabit the universe, helping harass the villain online and off.

Benz confidently presented his fantasy as fact and himself as the hero, drawing heavily on the Whistleblower trope to sell it. In some right-wing media interviews, Benz postured as an ex-government insider who’d seen terrible abuses in his (very short) tenure at State; in others, he was a concerned citizen who had been “investigating” the rise of a vast censorship apparatus for nearly a decade; in still others he was a diplomat offended on behalf of supposedly silenced global populist leaders (like India’s president Modi)5 or a chess champion who had seen the board several positions out and deduced that an “AI censorship death star superweapon” was about to destroy the First Amendment in America.6

Those of us who had worked on EIP noticed his sustained effort to get attention, but the attempt to retcon our very public work into some secret conspiracy screamed “crank,” and we thought that no reasonable person would take it seriously.

We were wrong.

One challenge of refuting conspiracy theory propaganda is that its authors often present their claims in what’s known as a Gish gallop: a litany of allegations so numerous that the target is temporarily paralyzed, unable to decide what to respond to first. It takes an extraordinary amount of time to address them point by point, since some are based on twisted or decontextualized grains of truth. And so it was with Benz.

The Election Integrity Partnership work that Benz refashioned into a plot had taken place in 2020, when the government bureaucracies were run by Trump appointees. In Benz’s alternate universe, the government had been in the tank for Joe Biden. There was no “secret access” to “internal systems” or data portals. The 2020 EIP effort and 2021 Virality Project had no government funding, although Stanford Internet Observatory and the University of Washington did subsequently receive a National Science Foundation grant to study rapid responses to rumors in late 2021—a grain of truth that Benz twisted to label us “government-funded censors” and imply that we had been rewarded for helping Biden win.7 The soon-to-be-infamous “22 million tweets” statistic he bandied about had nothing to do with anything getting “censored”—it was a figure from a table in our report, calculated well after Election Day, that tallied the number of tweets discussing the prominent election rumors we’d studied. This simple act of addition was refashioned into evidence of a plot in his alternate reality.

Online cranks are a dime a dozen. But it quickly became clear that the Foundation for Freedom Online was linked to a broader network of right-wing advocacy organizations with ties to a small group of congressional partisans. The FFO’s website footer, later removed, described it as “a project of Empower Oversight,”8 an effort started by a longtime Republican combatant who’d previously wondered if Senator Joe McCarthy—he of the 1950s Red Scare hysteria—had gotten a bad rap.9 Empower Oversight primarily worked to procure “whistle-blowers” for congressional hearings,10 and FFO came to serve as the primary source for the now growing chorus of right-wing media and legislative rumblings about censorship. Benz had a limited understanding of the “cyber” topics he presented himself as an expert in, but with the backing of a partisan machine, he was able to step into the role of spokesperson for the grievance and was rewarded with glowing profiles that bolstered his credibility.11

And so, an absurd alternate history, overwhelmingly sourced to one man, proliferated. Far Right outlets, influencers, and media-of-one figures were thrilled to give Benz’s claims airtime: Some people on the internet are saying that Stanford censored tens of millions of YOUR tweets! Some people are saying Stanford rebooted a CIA mind control project!12 Steve Bannon, Sebastian Gorka, and John Solomon eagerly had Benz on as a guest. Narrative laundering began—a very old propaganda strategy in which claims attributed to a seemingly authoritative source appear in one small outlet, then propagate across a daisy chain of ideologically aligned outlets, each citing the last. It goes something like this: Outlet B repeats a baseless claim, but attributes it to A—“Outlet A is reporting that the Election Integrity Partnership…” Outlet B is just reporting on the reporting, after all. Outlet C can then cite Outlet B, and so on. Very few readers will take the time to look at the original source material if they trust the outlet restating the claim. The repetition, meanwhile, gives the impression that the story is important and ensures it remains on the audience’s mind.

But today narrative laundering across propaganda rags is only half the ballgame. There’s also the social media rumor mill. Indeed, several of the “repeat spreader” influencers described in EIP’s report—the pivotal figures who’d repeatedly helped election rumors go wildly viral—shared the coverage of Benz’s claims. They reframed our work summarizing their demonstrated massive reach as preemptively targeting them, suppressing them, and alleged that we were motivated by anticonservative bias.13 These allegations, of course, went viral.

As the lies spread, they ignited harassment from the influencers’ fans. People who were turned into villains in this alternate history were battered with outrage, abuse, and sometimes threats. Meanwhile, growing interest from partisan politicians was setting the stage for harassment from another entity: the political machine. This was not accidental; Benz’s avowed goal, very plainly stated on his blog, was to have a congressional committee “armed with subpoena power” investigate the villains he described in his reports.14

There’s a term for the kind of material the FFO produced and the network boosted: bullshit. Bullshit is speech intended to persuade without regard for the truth.15 It is simply a means to an end; veracity is not worth worrying about. As absurd as it was, Benz’s cosplay as a cybersecurity whistle-blower would have real-world consequences for me and my colleagues. That’s because even the people in the world best-equipped to understand the mechanics of these Kafkaesque claims have a difficult time refuting them. It takes an order of magnitude more effort to debunk bullshit than it does to produce it.16

Institutions, as we’ve discussed, are ill equipped to respond to bad-faith attacks. Their inclination is to say nothing and hope that the news cycle passes—a strategy that is a relic of a different media era—or to put out a fact-check. Today the “news cycle” rarely dies; instead, within the niche the rumors recur, the machine churns along, and the faction continuously builds upon the alternate history—and stable of villains—underpinning its bespoke reality. After right-wing media had picked up Benz’s bullshit for several weeks in a row, we put up a detailed post on the Election Integrity Partnership’s blog, on October 5, 2022, patiently explaining what he’d gotten wrong.17 But the outlets that covered the crank theory were undeterred.

Propagandists driving smear campaigns are not dissuaded by a fact-check. If one exists, they will write around it, undermine its neutrality, or double down on whatever claim in the Gish gallop the target failed to address. The modern propagandist’s goal is to activate the niche, to advance an ideological agenda, and, often, to profit from the process.

The incentives of the hyperpartisan media-of-one figures and influencers present one challenge for shared reality: there are few consequences for pumping out bullshit and significant upsides in terms of money and clout. But the other challenge we faced was the issue of trust: in the age of bespoke realities, audiences who believed claims that election lies had somehow been “precensored” were unlikely to trust our rebuttals of even the most ridiculous theories. We were saying one thing, but on the other side was a man elevated into an authority figure by media who spoke to and for the faction—and he was one of them. He was weaving a story of woke academics who’d colluded with the Deep State to censor them—familiar tropes that informed so many adjacent grievances. And so, within this bespoke reality, the Election Integrity Partnership came to be seen not as a research project studying claims about the election but as part of a government-backed plot to suppress conservative speech and deprive Donald Trump—their candidate!—of his rightful victory. The implication of this alternate history was that we were therefore also responsible for denying them their rightful president. And that, you will not be surprised to hear, translated into waves of harassment.

The Power of Harassment

Throughout this book we’ve analyzed rumors, propaganda, and disinformation and how they’re leveraged by the powerful, who want to accrue more power, and by profit-motivated people, who want to earn more money.

Shaping public opinion is one way to go about doing this, as invisible rulers have long known. But today’s social media ecosystem affords the influencer-algorithm-crowd trinity another method for shaping public opinion: harassment.

Harassment campaigns have also evolved as a result of the collision between the propaganda machine and the rumor mill; as we have discussed, mobs may target a random Main Character of the day or may focus instead on a reoccurring bogeyman. Online harassment—the intentional use of platforms to maliciously target a person or group with the intent of causing them distress, harm, or significant disruption to everyday life—has become an acceptable and rewarding blood sport, a way to solidify factional camaraderie and influencer-crowd ties by targeting some common enemy. The inclination most people have in the physical world to refrain from behaving aggressively toward others seems to disappear when they are online.18 This has made once-taboo behavior—threats, bullying, intimidation, stalking—fairly commonplace. Even when the harassment happens online, it often carries hints of “real-world” danger: posting a target’s address, for example, or photos of their children or place of employment. Intimidation is often the point; online mobs can feel very threatening, particularly if they also begin to call, email, or write letters to their targets. Those targeted envision worst-case situations, such as what happened with Pizzagate: an armed person with a tenuous grasp on reality showing up to investigate.

Online harassment goes hand in hand with smear campaigns. Smears are a form of propaganda that aims to discredit an individual or institution, often using innuendo and insinuation to attack their reputation. Smearing a target isn’t a new strategy, but it has changed in the age of social media. There are fewer editorial controls; influencers and media-of-one figures with massive reach can smear their opponents relatively effortlessly. Smear campaigns have long been a cost of doing business when researching any online influence effort, foreign or domestic. Russian and Chinese state media, Indian troll brigades, and even an Azerbaijani network have written retaliatory articles or sent nasty messages targeting my team and me when we’ve exposed how some of their online networks have operated. A wall in my office displays some of the most egregious and amusing examples. They retaliate, however, because real power is at stake, and discrediting the people exposing them is the best way to cast doubt on the findings. Domestically, too, the Gurus, Propagandists, and Perpetually Aggrieved influencers don’t want their power games or grift interrupted. Pesky journalists or academics highlighting how this system of incentives works or how a specific influence effort took shape threatens them—it lifts the curtain and reveals that Oz the Great and Powerful is just a cynical troll with a megaphone and a bank account. And since they can’t refute that truth, they instead try to discredit their critics.

The smears, of course, then incite more harassment. Influential figures—even those within the US government—make claims about their perceived political enemies, and online mobs stand ready to attack. The target can be anyone, but in the present moment in American politics, there is extensive focus on scientists, researchers, teachers, and even poll workers—politically expedient targets who have become avatars in culture war battles.

The Age of Rage

Politicians need to capture attention to win. In the United States, this is particularly true in crowded primaries, which are often the elections that matter most. Many are taking a page from the rhetorical style and tactics of influencers—such as posting primarily to influence the algorithm. Some seek the support of popular influencers so they can piggyback on an existing faction to build their own online armies. Making themselves political figureheads for a niche is a shrewd strategy. Unfortunately, many choose to become online brawlers to do it.

The issue isn’t about having different policy opinions—disagreement is healthy in a democracy. The problem lies in how these disagreements are expressed. Between 2009 and 2019, tweets from members of Congress, for example, became noticeably more uncivil and hostile.19 Candidates who rely on meme policies and “owning” their enemies are molding themselves to the moment as they reinforce its worst dynamics. Social media is increasingly the barometer people use for understanding social norms, and vitriolic attacks and outrage directed at the right enemies are signals to others of good partisanship.20 Extreme or nasty behavior displayed by the most vocal and visible members not only shapes how outsiders view the group but also influences the sense of what’s okay within the group.

The popularity of figures like Marjorie Taylor Greene, a former QAnon blogger21 who once followed a teen survivor of a mass shooting around the US Capitol grounds,22 can be attributed, at least in part, to the incentives of this environment. She has had remarkably few legislative successes but excels in her role as a one-woman pseudo-event machine. Most of her media coverage is for doing outrageous things that she does for coverage. She behaves the way she does because it increases her clout, inspires adulation among her online faction, and generates an angry response from enemy factions—all of which social media algorithms process as engagement worthy of more attention. In 2023 she displayed nude images of Hunter Biden blown up on posters on the floor of the US House of Representatives in a hearing. Many across the political spectrum felt this was a new low, but some of the most vocal influencers of the extremely online Right saw as her owning their enemies; partisan schadenfreude is a driving force in American politics.23 Hunter Biden, arguably, is at least a public figure. But Greene also baselessly accused a former Twitter executive of endorsing child sexualization, helping to trigger harassment campaigns and death threats that led the executive to flee his home.24 What had the executive done to earn her ire? He’d been one of several participants who’d contributed to making the content moderation call to block links to the New York Post coverage of Hunter Biden’s laptop and was involved in the decision to block one of her accounts.25

Rage, conspiracism, and mob pursuit of retribution are poisoning politics. Rather than leading, some aspiring politicians choose to cater to the alternate histories of niche factions because becoming popular with a highly activist and vocal faction will increase attention paid to them. This extends, ironically, to delegitimizing the same processes that brought them to the offices they hold; rather than speaking truth to conspiracists, dozens within Congress wholeheartedly embraced conspiracism themselves in order to signal their membership in a shared identity and factional affiliation.26 A few of the political influencers who rose to prominence in 2020 for denying the results of the presidential election leveraged their newfound popularity to run for office themselves, trying to parlay their online clout into victory at the ballot box in 2022.27 Some ran for local offices responsible for managing elections, pledging to investigate “the steal.” Results were mixed—many lost, particularly in battleground states, though the number of election deniers in the House of Representatives increased.28 Five joined the Senate, including the former attorney general of Missouri, Eric Schmitt.29 A cadre of these politicians would become participants, as we will soon discuss, in investigations into the Election Integrity Partnership and other academic and civil society organizations, using the writings of partisan cranks as a pretext for targeting those who had pushed back against the Big Lie.

Elections are not the only targets in the battle for reality. Political influencers don’t quiet down between presidential elections or hang up their Twitter handles when an issue is resolved. Instead, they pivot their content to topics with high potential to keep fueling the crowds and the algorithms. Many political influencers who promoted the Big Lie and amassed significant followings as election truthers realized they needed novelty to continue growing their audiences and earning money.

In September 2022, as the US midterm elections approached, data journalist Jeremy Merrill and investigative journalist Elizabeth Dwoskin of the Washington Post published an analysis of what prominent election rumormongers had been doing since November 2020.30 They examined a group of seventy-seven influencers, some of whom had grown their initial audience with election denials, and found that they’d pivoted to other arenas, where they now had cachet, too.

“The ‘big lie’ wasn’t just a plan to overturn the election. It was a massive clout-building exercise that spawned a generation of influencers,” Dwoskin wrote in the Washington Post.31 To maintain their energy between elections, most pivoted their focus to something equally political but evergreen: the culture wars.

Culture war content and online kerfuffles were tangentially related to actual, important social issues: racism, for example, or pandemic lockdown protocols. However, arguing about big issues is hard, and so the fights devolved into ridiculous manufactured controversies, primarily driven by factions performing their identities and alleviating their ennui, but dressed up as being really about something else. There were pitched battles about whether some author was entitled to write Young Adult literature (was she of the “correct” ethnicity or ability status to be able to “authentically” write a character)32 or about the anthropomorphized green M&M’s shoes (was the shift from heels to sneakers a result of feminist “wokism”?).33 Apocryphal rumors become sources of rage: Did you hear that kids are identifying as cats and demanding schools provide litter boxes in the bathrooms? Gender ideology, it’s out of control. Oh, there were no litter boxes? Well, it’s still out of control. This may all seem very stupid—and truly, it is very stupid!—but books were pulled, M&M’s abandoned its spokescandies, and multiple politicians ominously intoned about the dangers of litter boxes for children.34

The culture war is a propaganda battle. It has been for decades. As Noam Chomsky pointed out in Manufacturing Consent, the media in the 1980s had the power to define worthy and unworthy victims; fear of some other was one of its five filters, an incentive that shaped its coverage. At the time of Chomsky’s writing, in the 1980s, the worthy and unworthy victims were largely divided along the lines of “America and its allies” and “people at war with America or its allies.” But as the propaganda machine devolved into niches, the political influencers and media-of-one figures who obtain profit and power from capturing audience attention have made you or your neighbor into that worthy or unworthy victim. Any community that can be held up as an unworthy enemy faction that hates you is a fair target for the rage of a mob steered by an influencer.

This tactic has become common enough to earn its own slang: nutpicking. Nutpicking occurs when one person online (often an influencer like the Perpetually Aggrieved) singles out another, often ordinary person. The first will share a post by the second, usually a controversial or inelegant take on some culture war issue that captures a lot of attention or riles up a faction. That unfortunate poster is then positioned as an avatar (an effigy, really) of the faction’s common enemies. There is rarely a direct call to harass the target, but there doesn’t need to be. The person riling up the mob simply casts the target as a reprehensible person or Haver of Bad Opinions and wrings their hands about the state of affairs. This is a long-established art form: “Will no one rid me of this meddlesome priest?” asked King Henry II in 1170, referring to the archbishop of Canterbury. Four knights read between the lines; the resulting violence solved the king’s problem.

Likewise, factions today know what to do: the incitement post is retweeted by the crowd and perhaps pushed out as a trend by the algorithm. The target becomes the Main Character of the moment on social media. Amateur sleuths dig in, posting personal information (doxxing) or dredging up some tenuous connection to another bad person that the faction already hates (the Transitive Property of Bad People). Any tenuous connection produces significant glee and a wave of posts about how the target has been “exposed!”

Sometimes the faction will pull the target’s employer into the barrage of harassment, demanding that the person be punished or fired. The faction may pull in friends, family, or associates of the target and harass them as proxies—a different sort of punishment, as the target, feeling terrible that their near and dear have been sucked into the terrible drama, may now self-isolate to avoid calling attention to anyone else.

If the target tries to correct the record, their explanation will often be ignored (if they have few followers, it may not even be seen) unless another faction chooses to fight back on their behalf. If they set their account to private or delete it in the face of the mob, they look guilty. The rumor must be true; otherwise why are they hiding?

“Some people on the internet are saying” media coverage and Substack posts may begin to appear over the next few days, and the manufactured controversy may become the target’s top Google search result for some time. Eventually the mob will tire, and the instigators will move on to something (or someone) else. But for the target, the impact of the experience will remain.

The right calls this cancel culture; the left debates whether cancel culture exists. It does. And all factions do it, justifying it as “calling someone out,” perhaps, or “exposing an enemy of the people.” For the mob, in the heat of the moment, the end justifies the means.

The goal is to chill participation and speech, and it works. Fear of an experience like this leads some to self-censor or to avoid criticizing powerful influencers. There’s an old adage, apocryphally attributed to Mark Twain: never pick a fight with a man who buys ink by the barrel.35 We can update it in the age of social media: never pick a fight with a man who wields an online mob.

Essayist and cultural critic Venkatesh Rao gave this state of affairs a name: the Internet of Beefs.36 (Beef is slang for a long-standing grudge or conflict between people.)

As it became clear that influencers could capture attention and profit from performative aggrievement—and that both algorithms and crowds would derive satisfaction from participation—online beefing became the norm. Virtual public spaces were increasingly dominated by “beef-only thinkers,” Rao wrote in early 2020, and infinite opportunities for culture warring yielded a background state of continuous conflict. None of the highly visible, often viral battles reflected actual individualized conflicts, he pointed out. Rather, they were purely factional, fought by “charismatic celebrity knights loosely affiliated with various citadel-like strongholds peopled by opt-in armies of mooks.”

But why? What motivates the participants?

The influencers get engagement and its spoils: more clout, more money. The troops get the camaraderie of a fight and a sense of mission—maybe even the recognition of a coveted retweet from an influencer-hero. Sometimes the crowd is composed of true believers, who sincerely believe that “beefing” advances a cause; if you make it trend, you make it true. But another big motivator is simply the lulz—being a troll can be fun.

Winning—actually advancing a cause—is not the point. The point is the fight. Winning might, in fact, negatively impact the influencer because resolution would reduce the potential for future monetizable content.

Why is this happening? One intriguing explanation from social science research argues that the design of social media platforms not only creates opportunities for constant baiting of and fighting with other factions but also inadvertently increases the breadth of topics that people consider to be bait.37 In your local neighborhood, you might agree with your neighbor on abortion but disagree with her on student debt relief. In the real world, that would be something you’d come to terms with. She’s your neighbor, and your community has basic civility norms. Also, hot-button issues for Democrats three states away may simply not be particularly polarizing in your town.

Online, however, algorithmic sorting means that political factions are global rather than local. If a topic is polarizing for some part of the faction, it becomes part of the list of potential topics to be fought over by all of the faction. A thing that would not matter in your neighborhood becomes incorporated into part of core Democratic identity (for example) in the online arena. The moderating effects of things like local geography and knowing the real people behind the opinions fade away. The inadvertent result is that an increasing number of identities, beliefs, opinions, and cultural preferences become fronts of stark social division—and therefore fodder for the Internet of Beefs. As one social scientist who studies these dynamics put it, the effect is similar to Lord of the Flies.38

Meanwhile, another dynamic compounds the problem. Studies have found that political animosity—affective polarization—happens when people with one political identity overestimate the prevalence of extreme-outlier views that are actually only held by a small minority of the “other side.”39 Think of the majority-illusion example from our small English village in Chapter 1, but blown up to a global scale. People who live within highly partisan bespoke realities have a warped perception of what’s happening outside. They see caricatures, presented by incentivized media and influencers, which constantly reinforce the idea that people outside their bubble are raving racists or woke snowflakes. However, because of this extreme dislike of what they believe their ideological enemies to be, they don’t engage, and the perception persists. Yes, there are people who make TikToks spouting off about obscure gender ideas or who make unabashedly white supremacist Facebook posts about crime in the inner city—but these are not the average person. Were we to encounter the colorful characters chosen by the nutpickers in our local neighborhoods, we’d recognize them as outliers.

So people are hypersensitive about more issues than ever before, while also markedly misinterpreting the other side’s stance on those issues. The upshot of all this? Shifting norms, as beefing and harassment become acceptable. And individual transformations—just ask families with a relative who has been sucked into a brigade of keyboard warriors and rendered almost unrecognizable. Amid all this, the people who do not want to participate have to expend effort to leave—to block, mute, and ultimately extricate themselves from the pervasive hostility and harassment, even as the beefers shriek that they are cowards incapable of defending their views.

But as stupid as the culture war pseudo-events powering all this may feel, they have an impact. And make no mistake, the Internet of Beefs cascades offline, also, in two key ways. First, it is changing incentives for politicians, who recognize that they can harness this energy to get themselves elected; this reinforces toxic partisanship. Second, it is increasing harassment of completely ordinary people—including the local and largely unknown public servants charged with keeping the machinery of our democracy running.40

From Platform to Plaza

In quainter media environments, the culture war was fought largely with faceless archetypes—the welfare queen, the promiscuous teenager. Smears were largely reserved for the famous or the powerful and remained mostly confined to the media; politicians or executives might occasionally experience a real-world protest, but rarely did crowds show up to scream outside the home of an ordinary person.

But today, ordinary people become fodder for the knights driving the Internet of Beefs, and what happens online sometimes spills into the real world in frightening ways. This dynamic of online-to-offline action is increasingly impacting public servants, many of whom are accustomed to criticism and acknowledge that their roles give them power. They do not believe that they are beyond oversight or criticism. But threats and intimidation aren’t criticism and oversight. Most people would find being recorded or photographed by a stranger as they walked down the street disconcerting and threatening; having the moment livestreamed for a mob makes it worse.

During both the 2020 and 2022 elections, election truthers who believed the Big Lie congregated in Telegram channels to share the names and photographs of poll workers and election officials who they thought were “up to something.” People in vote-counting facilities were targeted. Media-of-one outlet Gateway Pundit accused two election workers, by name and with a photo included, of “pulling out suitcases of ballots”; President Trump and his inner circle began to talk about them as well, and they had to flee their homes after a barrage of threats.41 In 2022, things ratcheted up once again: ordinary people were influenced by lurid propaganda films like 2000 Mules, a documentary by right-wing activist Dinesh D’Souza that played on the baseless allegation of widespread ballot mules to allege that a mass theft had happened in 2020 and was similarly underway in the 2022 election. The innuendo-laden film inspired a litany of fact-checks, though largely from outside the media ecosystem trusted by the community. Meanwhile, groups popped up on Truth Social to coordinate ballot-box observation; those who found the film persuasive took to sitting in front of drop boxes, armed, recording their neighbors dropping off their ballots.42

In addition to elections, school board and city council meetings have also become hotbeds of harassment. These gatherings have always attracted a handful of deeply committed eccentrics and gadflies, but COVID-19 policies created real resentment and increased vitriol. People occasionally followed doctors or teachers to their cars after school board and city council meetings. Mask policies, which might have been civilly debated within communities with input from public health data, instead turned into a war with people protesting (and livestreaming) outside the homes, rather than the offices, of public health officials.43 The videos are processed differently depending on what faction you align with; some see the protestors as brave warriors: others, as annoying neighbors; still others, as domestic terrorists. Many public servants decided the potential costs were simply too high and quit their jobs.44

Disputes that originate online also hop offline. On June 17, 2023, at 7:05 a.m. Central Time, professor of pediatrics and molecular virology Dr. Peter Hotez shared a Vice magazine article criticizing popular podcaster Joe Rogan for hosting Robert F. Kennedy Jr., then a newly announced presidential candidate for the Democratic Party, on his podcast.45 The Vice piece that Hotez tweeted chronicled Kennedy’s usual schtick—pushing baseless theories about 5G and Wi-Fi making people sick, fearmongering about vaccines (COVID and childhood), and talking up discredited cures—but then also noted that Spotify, the platform that carries Rogan’s show, had stopped trying to stem vaccine misinformation on the podcast.

Dr. Hotez had previously gone on Rogan’s podcast as a guest before the pandemic to dispel vaccine-autism conspiracy theories and again at the start of the pandemic to discuss COVID-19.46 But since those appearances, Rogan had become increasingly skeptical of mainstream scientific consensus on COVID vaccines and treatments. He also took to Twitter to respond to Hotez’s criticism: “Peter, if you claim what RFKjr is saying is ‘misinformation’ I am offering you $100,000.00 to the charity of your choice if you’re willing to debate him on my show with no time limit.”47 RFK Jr., who in a past life was primarily known as an attorney, quickly said he’d do it. Elon Musk amplified the exchange, saying Hotez was “afraid of a public debate” because he knew he was wrong.48 Hotez declined the debate invitation but offered to go on the podcast to correct the record one-on-one (plus eleven million listeners) with Joe Rogan.

However, the kindling was lit: at the time of the argument, Rogan had 11 million Twitter followers, Musk had 144 million, and RFK Jr. had 1.5 million.49 Each has a highly active army on the Internet of Beefs.

The ensuing tiff was ostensibly about debating:50 Should experts debate cranks? Was Rogan capable of moderating a debate? Was it cowardly not to debate? Why don’t experts want to debate people if they’re such experts?51 The brouhaha was similar to the debates-about-debate that periodically pop up when creationists challenge evolutionary biologists.

The interaction trended, leading to a deluge of comments and replies. Many were extremely nasty. Other prominent COVID vaccine opponents got in the game, offering their own money to enrich the pot and drawing their factions into the conversation. Hotez, who has 460,100 followers, generally maintains a positive tone in his posts; he is not a culture warrior, though he does have a long-standing collection of anti-vaccine reply guys whose commentary he occasionally highlights to his own audience. Hotez is influential and not exempt from critique—his expertise informs public health policies, and he has developed several vaccines in use globally. He is also clearly a public figure: he is regularly on television and podcasts, has written books, and testified in front of Congress. He is capable of holding his own in response to public criticism and he good-naturedly did so during the barrage. Mainstream media outlets sympathetically covered his effort.

But many of the online brawlers were not interested in actual debate. Much of the mob’s barrage consisted primarily of personal attacks and smears. And on June 18 at 10:50 a.m., Hotez tweeted that two people had showed up at his door, filming him as he stood outside.52 They posted the video online. It had taken just over twenty-four hours from the first interaction on Twitter to a pair of individuals showing up on his front stoop. Apparently Rogan, Musk, and RFK Jr. had nothing to say about that.

These two citizen journalists of the Fifth Estate were there to clout-chase: to film Hotez, hoping to provoke him into doing something they could use to gin up further harassment on the internet. If he got angry, if he slammed the door, if he threatened them or called the police—well, that would be fodder for the online mob. Hotez stayed calm, and the people at his door were fortunately not inclined to violence, but the effect was horrifying for observers who work in public health and science communication. This was intimidation, not debate.

The Journal of the American Medical Association recently published a study surveying physicians’ and scientists’ experiences with harassment. Unsurprisingly, two-thirds of respondents reported being harassed online (sexual images sent to them, review bombing, doxxing, and violent threats); prior to the pandemic, only 23 percent had reported such things. Some, however, also reported being harassed offline (stalking and assaults). Many respondents said that online threats of offline harm had significantly impacted their willingness to engage.53

The normalization of this behavior matters for far more than the individual target. In the introduction, I discussed my experience as a mom who decided to speak up in favor of a bill to eliminate a loophole to vaccine requirements for California public schools in the aftermath of the Disneyland measles outbreak. I wasn’t a public figure at all at the time, and used social media primarily to talk to family, friends, and colleagues. But I wanted to advocate for a belief that had become important to me: that the overwhelmingly safe vaccines that prevent communicable diseases should be a requirement for public school, because no one has the right to put other people’s kids at risk of deadly diseases out of misguided beliefs in disproven theories. This was not a particularly controversial opinion in the offline world at the time; over 80 percent of kids in California were vaccinated, so it was arguably fairly mainstream, even if the asymmetry of passion created a different perception online. Yet the extent of the doxxing, targeting, and harassment Vaccinate California advocates received made me feel like it was some sort of risky fringe belief. We were followed and recorded, clips of us were posted to YouTube, and anti-vaccine activists made public social media posts discussing what would happen if they protested on sidewalks outside of our homes or sent us Christmas cards. It was jarring—I’d never wanted a visible online presence as any kind of activist, and at the time I was very nervous about having even a limited one suddenly thrust upon me. I worried that it would impact my future career, for example, if employers googled me and found weird anti-vax hate videos. I ultimately chose to be vocal anyway, but even in 2015 the harassment made it feel more like a war than a policy fight.54 I was reluctant to encourage others to speak up as well.

A few years later, in 2021—by then, rather accustomed to attracting online controversy—I spoke up in favor of reopening my district’s schools as evidence increasingly suggested that the pandemic and vaccination effort had reached a point at which kids could safely return to the classroom. A moderate parent group had formed to request that the San Francisco district formulate a reopening plan; I joined and became a “reopener mom.” Shortly after, I got involved in another parent-led campaign, this time to reform the California math curriculum: a few years prior low pass rates for some student groups led the San Francisco school district to make the decision to no longer offer algebra in eighth grade. I thought this was an inequitable solution that didn’t help either struggling or advanced kids, so I spoke up about both reversing the policy and warning other districts in California not to adopt such a disastrous approach.55 In each of these situations, I purposefully chose to take a visible advocacy role on social media—the causes were important to me, and I wanted to raise awareness and shape local public opinion. Many people saw my posts and reached out in direct messages asking how they could get involved—but a significant number noted that they were very wary of saying anything publicly. They were afraid of trolling or putting their families or jobs at risk by advocating for anything remotely controversial. One single mom had a small business and was afraid of people who disagreed with her political beliefs leaving bad reviews and tanking her livelihood.

You may not share my beliefs on these issues—you may even hate them—but in a healthy democracy these are the sorts of things we have to be able to discuss. Yet each of these three local issues turned into a social media brouhaha. The local fight was blue versus bluer—local Democrats versus local Democratic Socialists. But California also takes up a lot of space in the heads of people who don’t live there—trolls from other cities often weigh in on San Francisco’s “woke governance” issues in particular—and these policy fights devolved into vitriol, smears, and doxxing. Some people see the attacks and back away: they’re understandably afraid of becoming the focus of the mob. Causing people to refrain from participation, known as the chilling effect, is one of the main goals of this kind of behavior. Seeing a person become the Main Character—seeing them face ridicule, smears, professional consequences, threats, and harassment and recognizing how random it all is—is frightening. In the back of their minds, bystanders watching it happen to an unfortunate target know that next time it could be them. There but for the grace of God go I.

Others, by contrast, see the attacks and are motivated to participate because the “debate” gives them cover to troll and be nasty.

One consistent finding in polarization research is that members within a community often don’t feel comfortable criticizing or pushing back against the excesses of their own political faction. This relates to our earlier discussion of political identities becoming more global than local, as people are sorted on social media. Many participants fear that by speaking up against something they think is a bridge too far, they will be attacked by their own “team” for disloyalty or tarred as “bad progressives” or “bad conservatives” if they don’t align fully with the faction. They don’t want their own faction to come for them! And so they self-silence.56

They may also not want to be seen as undermining their side; after all, the other guys are worse. A progressive may have privately believed that their school district should have reopened earlier, but then again, Tucker Carlson supports school reopening. A conservative may have privately been disgusted by Trump’s lies about stolen elections but avoided saying so given vicious attacks from members of their own party. Indeed, fellow Republicans who opposed Jim Jordan’s bid for the House speakership in October 2023 reported receiving credible death threats from his supporters.57

The people who are not self-silencing, meanwhile, are the most extreme voices—particularly the knights with armies of mooks who are willing to deploy harassment and smears for the sake of their clout. Their visibility further cements the perception that the most extreme people reflect the majority consensus… which in turn offers up more fodder for nutpicking and creates more of an appetite for fighting those “extremists.”

People are exhausted by this. Attempting to have an earnest, good-faith conversation on social media carries the risk of having an inartful comment rendered into bait for a mob—and nuance is difficult to express within the constraints of a social media post. It takes courage to defend the target of a nutpicking brigade—even just to stand up for common human decency, regardless of the specific opinion expressed—because no one wants to have the mob turn on them. Harassment is not just “mean speech”—it has real cascading consequences for social dynamics and norms.

The effect of the harassment, smears, and threats is that over time people become wary of expressing their opinion. This kind of toxicity—which some influencers try to normalize as “calling out” an opponent or engaging in “free speech”—contributes to an environment that stifles speech. It stifles online assembly. It makes others pull out of the debate because the cost of speaking up feels too high. Deciding it’s not worth the risk to their reputations, careers, or families, they shut up and stop participating. And that is, in fact, the entire goal.

The Cinematic Universe Expands

I experienced another online mob just ahead of the 2022 midterms. Elon Musk favorably retweeted Yoel Roth,58 then head of Twitter’s Trust and Safety Department, who had posted about work the Stanford Internet Observatory had done jointly with Twitter, examining Iranian and Chinese networks masquerading as Americans in election conversations on the platform.59 The Iranians pretended to be left-wing Americans and encouraged support for pro-Palestinian, progressive-left candidates, while the Chinese primarily focused on attacking politicians and candidates they saw as anti-China, such as Senator Marco Rubio.

Sharing the work was beneficial for Musk, who could show that his new company was protecting the midterm elections from foreign interference. 

Roth’s tweet—and by extension Musk’s retweet—quoted me. For two days after the retweet by Musk, I gained followers by the thousands, but I was also deluged with harassment from his most vocal admirers—including Pizzagater Jack Posobiec. Posobiec was not happy that Musk had favorably boosted the work of someone who’d done research into Russian interference in the 2016 election (the “Russiagate hoax,” in Posobiec’s reality) and who had studied the Big Lie in the 2020 election (“censored conservatives”). To push back against the positive attention, Posobiec baselessly announced to his then 1.8 million followers, and later his podcast audience, that EIP colleague and professor Kate Starbird and I were “behind censoring the Hunter Biden laptop.”60 It was pure fabrication, an utter lie, intended to discredit us and rile up the mob. While I might seem like a good guy for exposing Chinese and Iranian operations targeting Americans, Posobiec was telling his fans, I was in fact a very bad person—a villain.

In reality, my only comment on Twitter’s moderation of the Hunter Biden laptop story was that it had been overly heavy-handed. I thought it was a bad call. But social media makes decontextualization effortless: facts take work to find, and Posobiec knew that his followers wouldn’t bother to check. They would simply trust him—and attack me. Sure enough, immediately after he posted the lie, his flying monkeys swarmed. Some sent me emails—commentary along the lines of “blood refreshes the tree of liberty” and “traitors who violate the Constitution are hung for sedition.” Others just screamed at me on Twitter; I wound up blocking around six thousand people that day.

Posobiec knew that he would never be held accountable in any way. His following had increased by orders of magnitude since the online lies about Pizzagate had inspired a gunman to show up to a small restaurant in the real world. Rather than reckoning with what he’d inspired there, he simply alleged that the gunman was part of a plot to silence him: “False Flag. Planted Comet Pizza Gunman will be used to push for censorship of independent news sources that are not corporate owned.”61 The primary form of accountability for precipitating a mob has been platform moderation, and the biggest influencers are rarely punished because they’re not the ones who actually go and harass or threaten the targets. The faction handles this for them, taking care of the proverbial meddlesome priest on the influencer’s behalf.

It’s hard to differentiate between the pursuits of power, money, and clout. I have often wondered to what extent the conspiracy theorist political influencers actually believe what they’re pushing. There were no search results for me and that laptop story, and a two-second glance at LinkedIn makes clear I’ve never worked at Twitter. Posobiec, in all likelihood, simply fired off some bullshit; it didn’t matter to him if it was true. He needed only to invoke the shibboleth “Hunter Biden’s Laptop,” and his followers would instantly know what to do. They were convinced that a vast cabal had colluded to disenfranchise them, to snatch away Trump’s win by censoring the laptop story, and if I was mentioned in this way, then I must have been a part of it. Familiarity, a dash of novelty, and a slew of repetition. It did not matter to Jack Posobiec (or to Mike Benz) what the cost of their lies was for the people they targeted and smeared. What mattered was keeping fans engaged, aggrieved, and subscribed. And so, later that evening, Posobiec repeated his claims on his podcast—making money from the advertisers who paid to reach his listeners—and a new wave of harassment hit my inbox.

Posobiec was adept at generating online harassment, but his theories remained largely confined to a right-wing echo chamber. A few months later, allegations linking us to everything from Hunter Biden’s laptop to the censorship of “tens of millions of tweets” would go far more mainstream… ushered in by the scribes of what had come to be known as The Twitter Files. 

On February 28, 2023, I received an email from writer Matt Taibbi, who at the time was still going through Twitter’s internal emails and crafting “Twitter Files” stories about purported malfeasance. “Hello from Matt Taibbi,” it began. “Obviously you’re familiar with my work, as you’ve written critically of it.” The inquiry asked me to comment on two things: the fact that I’d worked at the CIA and the fact that an executive at Twitter had written an email about me in 2017, saying that he felt I “lacked expertise.”

I did know Taibbi’s work. He’d got his start as a lefty darling, lambasting Wall Street and calling Goldman Sachs a “vampire squid” in the pages of Rolling Stone. But then, at the height of the #MeToo movement in 2017, his career took a hit after his early writings, some of which detailed abusive and degrading behavior toward women during his time in Russia, came to light.62 He issued a public apology and dismissed those writings as “satire,” but the damage was done. After the uproar caused his publisher to drop him, Taibbi became deeply resentful of cancel culture on the left and gradually progressed from taking on billionaires to caping for one. Unlike Posobiec, however, Taibbi was still broadly perceived as a legitimate journalist, making it easier for people to buy into his alternate universe—and for congressmen to cite it.

As I read his email, I was struck by the lack of any actual questions. The “facts” I was being asked to comment on were useful to Taibbi solely as tools to smear me personally. CIA! Spooky… and did you hear someone once said she was dumb?

In fact, I’d interned for the CIA while an undergraduate—two decades earlier, and years prior to the founding of Twitter. This wasn’t a secret; although in my forties I rarely bring up my college internships, it had been referenced by journalists and the subject of jokes in public speech and panel introductions. Taibbi’s other point—that an executive from a company I’d once pushed for Congress to investigate had called me unqualified at the time—mostly struck me as funny. The executive and I had gone on to collaborate in subsequent years. OK, he said something dismissive five years prior. So? What was I supposed to say about that now? Where were the questions about my actual work with Twitter?

I didn’t reply. I didn’t trust Taibbi to treat me fairly.

I’d seen his recent backchannel conversations with a colleague of mine, in which it seemed obvious that the “reporter” was working backward: from his own pet theories to the emails in front of him, not the other way around.

His comment that I’d written critically of his work, however, was entirely correct. I’d initially been optimistic about the potential of the Twitter Files but was soon disappointed. Taibbi spun sensational viral tales out of the emails he cherry-picked, but they didn’t stand up to scrutiny. His very first expose, posted as a Twitter thread, made an incendiary allegation that the Biden campaign had demanded Twitter take down content… but the requested content turned out to be nonconsensual nudes of Hunter Biden. Free speech doesn’t include the right to spread stolen nude images, and the platform had rightly taken them down. Ignoring the substance of a request while framing its mere existence as evidence of pressure to “censor” was dishonest.

Taibbi’s anecdotes certainly created heat, but they generated little light. As someone who’d studied platform content moderation for years, I thought the whole thing was a missed opportunity to ask far more important questions and really get into Twitter’s internal data.63

Tech journalists who knew something about how platform trust and safety teams operated were, by turns, amused by and embarrassed for the Twitter Files writers. They’d been chosen by Musk because of a shared distaste for mainstream journalism and content moderation—not because they knew anything about the topic.64 As a result, there was an abundance of what Michael Crichton once called “wet-streets-cause-rain” mistakes—basic misinterpretations, confusion of cause and effect.65 But more importantly, it quickly became clear that the writers were requesting internal Twitter documents, then trying to shoehorn what they got into the story they already planned to tell.

Although I distrusted Taibbi from the start, I made the mistake of trusting one of the other Twitter Files authors: Michael Shellenberger. He wasn’t a journalist by training but a PR flack, a man after Edward Bernays’s own heart, with quite the impressive roster of clients; Hugo Chavez had hired him when the Venezuelan strongman needed to improve his image in the United States.66 Today, he runs a Substack newsletter purporting to expose all manner of nefarious evils and does media hits, presenting himself as an expert on topics ranging from climate, to homelessness, to drug abuse, to city governance, to crime, to epidemiology, to gender, to race, to AI, to UFOs, to whales. In December 2022, he added content moderation and free speech to the list.

Shellenberger, too, revealed a knack for misunderstanding material in ways that corroborated his preexisting beliefs. One of his early Twitter Files threads, a fifty-post opus, alleged the discovery of “evidence pointing to an organized effort by representatives of the intelligence community” to discredit the story of Hunter Biden’s laptop. Again, the moderation of the laptop story was indeed a heavy-handed debacle, as Twitter’s then CEO had quickly acknowledged. However, Shellenberger elevated a bad call into a vast government conspiracy: one of Twitter’s internal emails revealed that the FBI had sent payments to Twitter.

When the FBI sends legal requests, it is obligated to pay the recipient of the request for time spent fulfilling it. Shellenberger, however, implied that the payments, which dated back to 2019, were part of a plot—that a supposed FBI “influence campaign” to suppress the laptop was greased because the bureau was paying Twitter.67 Twitter’s general counsel, fired by Musk a few weeks prior, had previously been general counsel at the FBI. There was no evidence presented of any connection between people, payments, and moderation and no indication of further journalistic digging into the requests—the innuendo was enough. Elon Musk boosted the thread, spinning Shellenberger’s take into an even broader incendiary clam: “Government paid Twitter millions of dollars to censor info from the public.”68

Congressman Jim Jordan piled on, demanding Twitter’s “censorship” records.69 Fact-checkers did eventually explain how the legal request reimbursement process worked, but by then the theory was canon within the cinematic universe, bolstered by Jordan’s involvement and willingness to play along with the fiction.70

Shellenberger reached out to me in a private message on December 29, 2022, ten days after posting his FBI thread. He wanted to learn more about content moderation. Granted, this glimmer of self-awareness had happened after his misleading allegation had gone viral, but I decided to help. As long as the Twitter Files project was happening, I figured, it’d be good to have informed reporters looking at the emails, whatever their ideology. Over the next three months we had friendly conversations about content moderation, both privately and publicly.71 We didn’t always agree, but I felt good about the interactions; if I could help him convey the nuanced reality of content moderation decisions to his audience, perhaps the topic might become less fraught.

I was wrong.

Public Square or Gladiatorial Arena?

A lot of people use the “public square” metaphor to describe social media, particularly those concerned that moderation policies are a form of censorship. It’s an appealing metaphor for American politicians and activists, who leverage it to argue that platforms should have to adhere to the rules of free speech as enumerated in the US Constitution. It’s also a completely misleading metaphor: these “public squares” are in reality private companies serving global audiences. The exceptions would be those that the First Amendment specifies: defamation, fraud, obscenity, child abuse material, content that constitutes direct incitement to violence, and the “imminent lawless action” of the 1969 Supreme Court case Brandenburg v. Ohio.

In a physical public square, people also behave quite differently. Civility is still mostly a norm. The harassment mobs—from simple bullies to unhinged truthers—would not be tolerated. You do not get to follow your neighbors around offline, screaming obscenities at them. You do not get to chase after them with pitchforks or get your hundred closest friends to follow them down the street, shrieking at them. You don’t get to post doctored naked photos of them on their office doors or stand outside telling everyone who approaches their places of work that they’re really a criminal. There are time, place, and manner restrictions on speech, public nuisance laws, noise ordinances, and other ways of keeping the peace.

Sometimes the private companies that own the “square” decide that influencers using mobs to target random people on the internet is, in fact, bad for business. But when they make calls that lead to takedowns or strikes against instigators, the factions attempt to work the refs. They use platitudes about censorship, even when their goal is to push other people out of the conversation—ironically, violating a different sort of virtualized First Amendment value: the right to free assembly.

In 2013 former Twitter CEO Dick Costolo talked about the platform’s role as reminiscent of the Greek agora, where people came to talk about what was going on, to hear politicians and preachers and people from the next town over, to have unfiltered conversations and debate. But the incessant, roiling culture war skirmishes have made these spaces more like Roman gladiatorial arenas, venues more for a fight to the death than a deliberative dialogue.

In these gladiatorial brawls, taking down an account is one of the most drastic moderation actions that a social media company can undertake. In our studies of platform moderation actions, as noted earlier, we see that the smaller accounts often receive this kind of enforcement, while the accounts of larger influencers, media figures, celebrities, or politicians who say the same things are often left untouched. Sometimes they might receive a strike or be asked to delete a specific tweet. But they are rarely taken down because the platforms know that such an action will create outrage and blowback.

Indeed, one of the useful glimpses into moderation that came from the Twitter Files, via a thread from former New York Times journalist Bari Weiss, who founded center-right media outlet The Free Press, was that Twitter had put certain accounts onto a list that required upper-management approval for action—essentially giving these high-profile accounts an extra layer of protection against moderation (the opposite of censorship, one might argue).72 One of them was Libs of TikTok,73 a popular nutpicker who often highlighted her ideological enemies on LGBT issues; her targets regularly received harassment and threats. But because of her popularity, Twitter was concerned about the blowback of taking action on the account. When it had done so on a few occasions, factional outrage over the decision led to media coverage from Tucker Carlson and right-wing media outlets, as well as commentary from sitting Republican politicians.

The challenge of content moderation is that the policies are enforced by people. As such, it is easy for those who are moderated to allege that the people who made the call were biased against their identity or politics. When millions of moderation decisions are made each month on Twitter, Facebook, YouTube, and TikTok, there will be bad calls. Since the decisions are rarely transparently laid out, arguments about systematic bias against a particular group are often very persuasive to angry crowds. Investigations into partisan bias and anticonservative censorship in particular have consistently found the opposite—that conservatives tend to dominate mainstream social media platforms—but the anecdotes remain persuasive.74

As social media platforms tried to address some of the worst elements of the rumor-and-misinformation dynamics—for example, by trying to minimize rumors that delegitimized elections, led people to drink fishtank cleaner, or incited harassment mobs—their efforts were recontextualized as anticonservative bias and censorship. When platforms sought to strike a balance between free expression and hate speech or dehumanization, that too was recontextualized as censorship. Actual bad calls, overreach, and inconsistently applied policies meant that there was always fodder to leverage toward delegitimizing the entire enterprise of content moderation. New platforms sprang up that explicitly declared themselves free speech zones: early on, deplatformed Far Right anti-Semites and avowed racists went to Gab. However, since most people do not actually want to participate in avowedly racist communities, it got little mainstream traction. Other platforms, such as Parler, Gettr, and Truth Social (begun by former president Donald Trump), emerged to cater primarily to MAGA audiences and attracted some top influencer and commentator talent. However, they didn’t gain a lot of traction for a very simple reason: there were no libs to own.

Free speech is a cherished and foundational human right, one that people who believe in democratic societies should support in spirit even if the letter of the constitutional amendment applies specifically to the US government. However, the term—like its opposite, censorship—has undergone an extended reframing effort by factions who want wholly unencumbered attention and elimination of any kind of intervention by the private actors who host their speech. Downranking ragebait is censorship; actioning the accounts of individuals who started harassment mobs is censorship; labeling disputed or false claims is censorship, these very loud voices argue. In reality, platforms have their own freedom of speech and association rights as they decide what they will carry and what they will amplify. Even Infowars, a website run by Alex Jones, which caters to conspiracy theorists and has produced the sort of mobs that harass victims of mass shootings, has a terms of service: “remember: you are a guest here. it is not censorship if you violate the rules and your post is deleted. all civilizations have rules and if you violate them you can expect to be ostracized from the tribe.”75 Social media platforms and most online comments sections belong to private businesses, not the government, and their business depends on keeping the greatest possible number of users happy. But the ref-working ragemongers of the Internet of Beefs don’t want (their audiences) to see it that way.

The fight over “free speech” is about preferential dissemination. It is a fight about algorithmic amplification, share of voice, and the ability to reach vast audiences at no cost—recast as if they were rights. It’s a fight for power, for dominance of communication infrastructure and the capacity to shape public opinion.

A Different Form of Harassment

By 2023, having studied disinformation and propaganda campaigns for years, I was accustomed to facing harassment from the occasional online mob or being smeared by the occasional hyperpartisan or state-controlled media outlet.

But then, on March 2, 2023, Matt Taibbi entered that Twitter Spaces voice chat room—run by the anonymous man with a raccoon-face profile picture—to talk about his latest Twitter Files findings with fans.76 And in that chat room was Mike Benz.

Benz, who’d been trying to make Taibbi notice him for weeks, seized the opportunity, effusively praising Taibbi’s work for a long, embarrassing moment before letting the audience know that it was actually he, Benz, who had “all of the missing pieces of the puzzle” detailing the evil cabal purportedly censoring right-wing speech.

“I can tell you literally everything,” Benz told Taibbi, promising him that he would have “superpowers” at the end of the conversation. In a rambling monologue, Benz breathlessly recounted the alternate history he’d so painstakingly crafted. He fixated on me: I was the puppet master of this vast cabal, with “special privileged access” to “DHS’ 24/7 cyber mission control” and “DHS FBI powers.” My supposed powers came with a secret deputization authorizing me to censor “22 million tweets,” he burbled, dropping the twisted statistic he’d harped on for months on his blog. Then he ran through the laundry list of conspiracy theories he’d been feeding right-wing media. Basking in the audience attention, he enthusiastically upped the number of posts we’d somehow censored to hundreds of millions. “Wow,” Taibbi solemnly replied, as if he were Bob Woodward speaking to Deep Throat in an underground DC parking lot.

“This is a scale of censorship the world has never experienced before!” Benz exclaimed.

A few days later, on March 9, 2023, Matt Taibbi and Michael Shellenberger testified in a public hearing before Jim Jordan and his Select Subcommittee on the Weaponization of the Federal Government. Under oath, and in chaotic written testimony, the two witnesses regurgitated Benz’s claims—the nonsense about “millions of tweets” and targeting of conservatives, my supposed “undisclosed CIA ties,” and all the rest of the bullshit, now entered into the congressional record as if they’d uncovered it while sleuthing through Twitter’s files.

The appearance made Benz’s dream of congressional hearings before a committee with subpoena power—the stated goal in his first blog post—come true. He sat behind them in the hearing room as Shellenberger called on Congress to limit the ability of social media platforms to remove harmful content and to cut all public funding for our work.

Shellenberger, with whom I’d been regularly speaking until just a few days prior, submitted an error-riddled, sixty-eight-page Gish Gallop of a testimony to Jordan’s committee; he mentioned me by name over fifty times, assigning me opinions I don’t hold and mixing up work I’d done with work done by others.77 The words censor and censorship appeared more than two hundred times, stuffed into every conceivable sentence—a PR man’s effort to create reality through relentless repetition. Shellenberger could have reached out to confirm his claims about “undisclosed ties” or “22 million tweets” in advance, but he chose not to. He did, however, reach out after the fact, to an SIO colleague, asking if he’d gotten anything wrong in his testimony. And if he had, he asked, should he be censored?

Normally, this would have been funny. Propagandists have been mad at us on the internet before. It was amusing to see vaunted muckraker Matt Taibbi fall for the claims of a fawning bullshitter he met in a Twitter Space and to hear Michael Shellenberger call Benz the “head of cyber at the State Department” in a post-testimony victory lap on Joe Rogan’s podcast. But, unfortunately, irate trolls on the internet came out in force, and there were threats to deal with.

This time, however, the most impactful consequence of the smear wasn’t the resulting online harassment.

Rather, it was a different form of harassment, one that is far more significant. It turned out that Shellenberger and Taibbi’s faux-journalism blockbuster provided the pretext needed for Jim Jordan and his Select Subcommittee on the Weaponization of the Federal Government to announce an investigation into the role that the Stanford Internet Observatory, the Election Integrity Partnership, and the Virality Project had played in a “censorship regime” by “advising on so-called misinformation.”78

By the end of that week, the EIP member institutions—Stanford University, the University of Washington, Graphika, and the Digital Forensic Research Lab—had received letters from Jordan demanding that we turn over all of our emails with government and tech companies dating back to 2015. Shortly afterward, SIO’s letter turned into a subpoena. Hundreds of letters would go out from the Jordan committee over the next nine months as he aggressively, and ironically, used his congressional subpoena power to seek evidence of the “weaponization of the federal government.”79

An ideological ally making an accusatory insinuation was all it took to justify a letter. Matt Taibbi said something in a Twitter thread, and Jim Jordan got to read my emails.

The time since the subpoena arrived has been a surreal journey into a mirror world.

Not to be outdone by his colleague, Republican representative Dan Bishop, another congressman who voted against certifying the 2020 election and praised Mike Benz as “indispensable in bringing to light the largest government censorship scheme in US history,”80 began to demand we turn over documents for his House Homeland Security committee.

Shellenberger, meanwhile, made me the recurring Main Character of his newly launched Substack. He took over as the lead screenwriter extending Benz’s cinematic universe, spinning more episodes about the “CIA Fellow” he’d supposedly “exposed,” the evil mastermind of the “Censorship Industrial Complex” who was also, in turn, a malignant narcissist, a snob, and quite possibly a bad mom. She was “linked to” every stupid thing anyone in disinformation research had ever done, leading a conspiracy in every email she was cc’d on, and secretly behind every bad idea the Biden administration had ever had. In one remarkable post, she had even deluded President Obama into “supporting censorship.” Most importantly, though, this fictional character who shared my name and face was the nemesis in his hero epic: Michael Shellenberger, self-styled champion of American liberty, was on a crusade to dismantle, defund, and disempower Renée DiResta, someone who’d risen to “the highest levels” of the intelligence community, one of “the most dangerous people in America right now.”81 Readers captivated by his valiant stand, he frequently reminded them, could show their support by subscribing to his Substack for $9.99/month.

Shortly after, in June 2023, came the lawfare: legal proceedings, such as vexatious lawsuits that bog down the target, tying up their time, energy, and money. Stephen Miller—the Trump advisor best known for his family-separating immigration policy, now leading the “America First Legal” lawsuit mill—sued me and my colleagues on behalf of the Gateway Pundit’s founder (he of the ballots-in-dumpsters stories) and a random “health freedom” activist we’d never heard of. Their legal complaint regurgitated the now familiar lie: our supposed collusion with tech platforms and the government, it claimed, had deprived entire classes of people of their First Amendment rights in “probably the largest mass-surveillance and mass-censorship program in American history.”82 Naturally, the lawsuit cited the Twitter Files—and the Foundation for Freedom Online.

The lawsuit was filed in a federal courthouse in Louisiana with only one active judge, a Trump appointee. That judge was also presiding over Missouri v. Biden, a case in which the attorneys general of Missouri and Louisiana (who’d previously filed an amicus brief supporting efforts to overturn the 2020 election) alleged that the Biden administration had engaged in a vast jawboning operation to censor speech. (Jawboning is jargon for the government coercing companies to behave in a particular way, under credible threat of regulation or other retaliation.) The Gateway Pundit’s founder was also a plaintiff in that lawsuit. On July 4, 2023, the judge issued a sweeping injunction in Missouri v. Biden, banning the government from, among other things, collaborating or partnering with the Stanford Internet Observatory. As I sat in the yard barbequing with my family on that Independence Day, I was shocked to read that the judge had mentioned me, personally, in the injunction. According to the judge, I’d declared that the Election Integrity Partnership was designed to “get around unclear legal authorities” and circumvent the First Amendment.83

It was a manufactured quotation. And it wasn’t true.

The experience was maddening. It was against my interests in the lawsuit to immediately, publicly point out that the quote attributed to me was simply made up84—but that meant watching as the rumor mill and the propaganda machine batted the lie back and forth between them, over and over again, in dozens of articles and innumerable viral tweets.

Meanwhile, back in Congress, Jordan and Bishop requested that members of EIP, including recently graduated students who’d participated, attend “voluntary interviews”—behind closed doors—to discuss our work. In such interviews, the committee staff questions the witness, on videotape, for many hours; colleagues who went through them spent between five and seven hours answering questions. The witness gets neither a copy of the tape nor a transcript. Jordan and Bishop, in other words, could selectively leak out-of-context dribs and drabs to partisan media or favored influencers who could produce retaliatory smears. Meanwhile, those they interviewed had no immediate access to material with which to correct the record. The endeavor was profoundly skewed against those targeted. As Cardinal Richelieu once said, “If you give me six lines written by the hand of the most honest of men, I will find something in them which will hang him.” Imagine what’s possible with not only six hours of video but thousands of emails and a collection of Jira tickets tracking election and vaccine rumors… all of which we produced in response to the subpoena. A normal Congress would use its interview and subpoena powers in good faith, in pursuit of a true legislative or oversight purpose. But that is not what we have today. In an unprecedented abrogation of congressional norms, Jordan took excerpts from the closed-door testimony of one of my colleagues and documents produced via the subpoena and turned them over to Stephen Miller and America First Legal, which used them to write an amicus brief on behalf of Jordan, supporting the plaintiffs in Missouri v. Biden. Our congressional testimonies were being handed off to the lawfare side of the political machine—to the very team suing us! Other material was spun into committee reports that misrepresented the statements of those who’d attempted to honestly engage.85

I declined the “voluntary” interrogation, informing one congressman that if there was compelling public interest in hearing from me, then I’d happily discuss our public work in a public hearing, where the American public and any media who were interested could hear what I had to say directly. Yet despite the “Weaponization” committee sending out hundreds of letters targeting academics and institutions, it seems that no one accused has testified publicly. Instead, in November 2023, Shellenberger and Taibbi were invited back to talk about our work yet again in a commemorative hearing celebrating the one-year anniversary of the Twitter Files.

This entire enterprise—from the useful idiots of Elon Musk’s Twitter Files laundering the inane theories of Benz’s “foundation” into the congressional record, to the pipeline between the congressional hearings and the lawfare—fulfilled the aims of a political machine.86 And every accusation was a confession: Shellenberger’s testimony depicted me as someone engaged in collusion with the government, as part of a vast conspiracy to silence opinions; yet here was a federal judge misquoting me to justify telling the executive branch it could not speak to us. So-called free speech activists were working with a hyperpartisan congressional subcommittee to halt our First Amendment–protected work. And even as Jordan worked hand-in-hand with the attorneys general and Stephen Miller, we were accused of “intertwinement” with the government.

The problem with the 2020 election, in the mirror world of the hyperpartisan smear machine, had been not Trump’s attempt to steal it but rather the effort of academics, tech platforms, and Trump’s own Department of Homeland Security to chronicle and respond to it. We were not the government, our projects hadn’t been funded by the government, the government wasn’t telling us what to do, and we had our own First Amendment rights to do our research and to speak to tech companies—even to flag the occasional viral post that we thought violated their policies. Sixty-five percent of the time, the companies did nothing in response.

But when the facts refuted the conspiracy theory, the smear artists doubled down to mere innuendo.

The Serengeti Strategy

Creating alternate universes and making individual people the face of conspiracy theories and the target of mobs is going to continue because it works. As the New York Times reported, “Republican lawmakers and activists are mounting a sweeping legal campaign against universities, think tanks and private companies that study the spread of disinformation, accusing them of colluding with the government to suppress conservative speech online.”87

And yet, institutions, uncertain how to respond, continue to treat this playbook as just some normal quasi-partisan shenanigans.

Perhaps what has been most frustrating about living through this experience is that this has happened before. In 2010 historians Naomi Oreskes and Erik M. Conway published Merchants of Doubt, a book exploring the history and tactics used by powerful individuals and interest groups to sow doubt and spread misinformation on various scientific issues. They connected the dots between playbooks used to undermine the scientific findings that cigarettes were causing cancer and those that were being used at the time to try to discredit the scientists who were raising the alarm about human-influenced climate change.

Certain industries and ideologically motivated groups have employed similar tactics to cast doubt on well-established scientific findings for many decades now—things that might be harmful to their profits or ideological beliefs. If they could cast doubt on the findings, the science, and the scientists, then they could continue to amass power and profit. “Doubt is our product,” one tobacco industry executive wrote in 1969, “since it is the best means of competing with the ‘body of fact’ that exists in the minds of the general public.”88 Credentialed contrarians who could create a measure of doubt were bolstered by industry PR machines. Partisan-front think tanks were spun up to oppose the findings. Scientists were smeared personally. Some were sued. Some were hauled in front of Congress for hearings led by congressmen wishing to make an example of them—and to protect the congressmen’s own interests. Documents obtained through the Freedom of Information Act and a cache of hacked emails (which came to be called “Climategate”) were spun to create the impression of corruption, incompetence, or dishonesty.

One of the prominent targeted climate scientists, Dr. Michael Mann, wrote a book about being in the maelstrom himself. When I read it, I felt like I was reading a recounting of my own story: “The attacks are typically carried out by organizations and groups with names like ‘Citizens for a Sound Economy’ that masquerade as grassroots entities but in reality represent powerful industries and have hence been termed ‘Astroturf’ organizations. These groups employ ideologically aligned media outlets and a network of lawyers, lobbyists, and politicians to advance their message.”89 Fake foundations, propaganda outlets, and a network of lawyers and politicians created an alternate reality then, too. It is easier, Mann astutely notes, to target an individual and to make that person an avatar for an idea—just as longtime PR flack Shellenberger did, giving his mob someone specific to hate. Mann termed this the “Serengeti strategy”: just as predators pick off a vulnerable animal from the herd, the people going after climate scientists at the time would pick off one prominent researcher, making them not only a target but an avatar for everything wrong with the industry, isolating them, and setting them up as an example of what might happen should others poke their heads up. And when these targeted attacks happened, members of the field often tried to keep their heads down to avoid being next.

The goal, in the context of tobacco and climate, was to create confusion and delay policy actions, ultimately hindering efforts to address pressing environmental and public health issues. Today’s merchants of doubt are the political influencers who sowed confusion about—and reaped profits from—“stolen election” propaganda. They are leading the charge to harass and sue the researchers who studied their handiwork and that of their ideological allies in 2020, in anticipation of the 2024 election. And to update Mann: as the merchants have no leg to stand on, their weapons of choice are manufactured claims of incompetence and malfeasance, laden with innuendo and vilification; intimidation campaigns of ridicule and harassment; and the threat of an online mob.90

Amid all this, unfortunately, many universities on the receiving end of the harassment—both government and mob—chose the wrong communications strategy: stay silent and hope the media cycle passes.

The people who did continue to speak were Mike Benz, Matt Taibbi, Michael Shellenberger, and the other propagandists, screenwriters of cinematic universes, and scribes of bespoke realities, who filled their paid subscribers’ inboxes and newsfeeds with the “truths” they wanted to hear. Benz and his blog continued to be a primary source for Far Right alchemists; he opined, and they spun his conspiratorial ramblings into “facts” for the Far Right bespoke reality. Taibbi was humiliated on television by journalist Medhi Hasan, who looked into the claim that the Election Integrity Partnership had flagged “22 million tweets” and pointed out that Taibbi had been off by approximately 21,997,000.91 Immediately afterward, Taibbi had a falling out with Elon Musk and lost access to his treasure trove of Twitter’s internal documents; he now makes plaintive YouTube videos complaining that Musk has suppressed his reach and is impacting his Substack subscriber numbers.

Some readers may wonder why those who get targeted by smear artists don’t file defamation lawsuits. The simple answer is that it is extremely expensive and takes a lot of time; years go by before cases are heard. But it’s worth noting, perhaps, that British libel laws are far more favorable to those defamed than laws in the United States. And in June 2023, when Michael Shellenberger went to England to appear onstage with Russell Brand and Matt Taibbi to “expose” the so-called censorship-industrial complex, he suddenly declined to use my name. This wasn’t about “naming names,” he said, piously, across the pond. It was about freedom.

Four months after that panel in England, Benz was the subject of a damning exposé by NBC News. He had, as I mentioned earlier, erased nearly all of his social media profiles before starting his “foundation”—a move that suggested he perhaps had something to hide. Indeed, an October 2023 news story revealed that Benz had “a secret history as an alt-right persona” known as “Frame Game.”92 Frame Game had run an anonymous YouTube channel called “Frame Game Radio” where he ranted about “white genocide” in the United States, a purported Jewish cabal, his desire to set up a “White Mother Fertility Fund,” and the IQs of racial minorities. He posted similar content to Twitter and Gab. When caught by NBC, he declared that his secret past persona had been an effort to deradicalize anti-Semites (an excuse that his past social media contacts, including prominent neo-Nazi Richard Spencer, publicly mocked).93 However, Frame Game/Mike Benz’s past posts still lingered in some corners of the web, where his own words spoke for him: “If I, a Jew, a member of the Tribe, Hebrew Schooled, can read Mein Kampf & think ‘holy shit, Hitler actually had some decent points.’ Then NO ONE is safe from hating you once they find out who is behind the White genocide happening all over the world.”94

And, across his oeuvre, he was angry that social media platforms were censoring him.

This was the man who retconned his brief stint as a relative nobody in the State Department into a sexy cyber-whistleblower origin story and was treated as a trustworthy source by Michael Shellenberger and Matt Taibbi. But as incredible as it all is, it is also very serious: the lies and half-truths begat harassment, threats, two congressional investigations, and two lawsuits.95 And that is just for us.

The lawsuits are utter nonsense; they should have been swiftly dismissed. But that isn’t the point. Stanford has already been forced to rack up legal fees in the seven figures to fend off frivolous lawsuits and manage the document production and testimony preparation for the subpoenas. Each week, I spend time talking to lawyers and reviewing the documentation that is needed to fight back. Meanwhile Miller and his cronies are fund-raising off their efforts, portraying themselves as champions of free speech even as they try to stifle ours.

The government agencies, nonprofits, and state and local officials that had worked to defend American elections in 2020 and 2022 have stepped back in the face of these attacks, concerned about their safety and uncertain about what they were legally allowed to do now. Tech companies have backed away as well; some continue to investigate state actor influence operations independently, but have noted that they are no longer receiving any government tips about foreign meddling.96 

Self-censorship has begun, at the individual and government levels; the National Institutes of Health paused—some say killed—a grant program to study health communications out of concern that it would trigger investigations.97 Academics at state universities have been deluged by FOIAs, slowing their work to a crawl. 98 And there is a lingering fear, among all of those targeted, that whipped-up true believers might resort to real-world violence or intimidation, as they did with Pizzagate and Peter Hotez.

In A Lot of People Are Saying, a 2019 book about the rise of conspiracy theories in American political life, authors Russell Muirhead and Nancy Rosenblum sum up this state of affairs eloquently: “The attack on shared modes of understanding is fatiguing. The consequences of incessant charges of secret plots and nefarious plotters are political, but at the same time they affect us personally and individually.”99

The harassment works precisely as intended. The cinematic universes keep expanding. And the truth gets obliterated. Where can we go from here?
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The Path Forward

Father Coughlin

Until now, we have focused on the ways in which, over the last decade, invisible rulers have transformed, propaganda and rumor have become pervasive, and millions of people have become entrenched in bespoke realities. The challenges facing us feel unique to the twenty-first century. But we have faced similar challenges before, as we will see in the dramatic story of Father Coughlin, who became a propagandist for Nazism in the 1930s. The dilemma then, as now, was what the response should be.

Charles Coughlin, a Detroit-based Catholic priest, began his radio broadcasting career in 1926 with the intent to grow his church flock. Coughlin was uniquely charismatic, blessed with a mesmerizing rich, mellow voice and a talent for persuasive yet accessible rhetoric, honed by decades of delivering sermons. Radio was growing in popularity, and Coughlin was tailor-made for the new medium, a man in the right place at the right time.1

Coughlin’s early radio sermons focused on religious content, but by 1930 they were almost exclusively about politics. As the Great Depression ravaged America, ruining millions of lives, Coughlin’s words resonated with poor and middle-class families alike. He affirmed for his audience the sense that their values and institutions were threatened, validated their struggles, and offered them not only an explanation but a set of villains and scapegoats.2 Even prior to his pivot into politics, he had an audience that trusted him and believed him. He was a priest, and for Catholics in particular, his words channeled the Lord. He was in a unique position to moralize about who was good and who was bad. And for those who were not Catholic or religious, he could speak as one patriot to another.

Coughlin’s political content focused on “capitalism, currency, and communism.” He was a proponent of social justice, using his radio broadcasts to criticize manipulative capitalist businessmen, indifferent politicians, and Communists alike. While he’d been a staunch supporter of Franklin D. Roosevelt during the 1932 presidential race, he became disillusioned. By 1934, President Roosevelt—in Coughlin’s telling, a liar, a betrayer, a double-crosser, and “anti-God”—had become a frequent target of his wrath. He started his own political organization, the National Union for Social Justice. As he grew angrier at the state of the world, he became increasingly sympathetic to rising fascism in Europe.

All of this was within the realm of constitutionally protected free speech and political activism. Yet the rising ferocity of the rhetoric alarmed a portion of his early supporters. By 1935, some American leaders within the Catholic Church were describing Coughlin as a “hysterical demagogue.” A profile in The Atlantic opened with a vignette of his youth movement to fight Communists: schoolchildren pledging to surrender their lives rather than obey the dictates of Karl Marx.3 Coughlin’s fiery calls to actions could generate letter-writing campaigns, rallies, and in-the-streets action. By 1936, he had taken a stance: “This is our last election. It is fascism or communism. We are at the crossroads. I take the road to fascism.”4 Democracy, he claimed, was doomed.

Father Coughlin was one of the most influential people of his time. While measurements vary, at the peak of his popularity an audience of up to 30 million listeners tuned in to his Sunday sermons—at a time when the population of the United States was 120 million people. They were not all supporters; some Gallup surveys estimated that one-third of his listeners actually disagreed with what he said.5 Hate listeners, perhaps, were there for the controversy and entertainment. But Coughlin shaped public opinion. His audience acted in response to his provocations.6 And he generated such massive engagement that a new post office was built in his town to process the tens of thousands of letters received each week from fans.7

There were moments in the early 1930s when radio syndicates had indicated discomfort with his anti-Semitism and suggested he moderate his “vigor”;8 Coughlin told his audience that he’d been gagged, and they flooded the broadcasting offices with complaints. By 1938, his vigorous speech had extended from criticism of Jewish bankers to vocal support for the Nazis. His print newsletter Social Justice republished excerpts from “The Protocols of the Elders of Zion,” a notorious piece of anti-Semitic propaganda.9 Media figures and religious leaders criticized him, and some of his audience did drop off. Academics and journalists in a group called the Institute for Propaganda Analysis undertook an effort to educate the public about the rhetorical tactics and effects of Coughlin’s propaganda.

Then, in November 1938, Coughlin crossed a line. On November 9, mobs of Nazis burned hundreds of synagogues, destroyed thousands of Jewish-owned businesses, and arrested tens of thousands of Jewish people in a night of violence that came to be known as Kristallnacht. On November 20, Coughlin took to the airwaves to explain what had happened in Germany to his American audience—and he blamed the Jews. His radio address about Kristallnacht leveraged the fascist propaganda technique of reversing victim and offender: It was not the Jews who were persecuted, Coughlin argued.10 No, Kristallnacht was a justified response to Jewish persecution of Christians.11 The Nazis had been lenient, their real target was Communists, and only a few synagogues were burned, he lied.12

The response from radio broadcasters was swift. An announcer from WMCA, a New York station that carried Coughlin’s program, responded immediately afterward, “Unfortunately, Father Coughlin has made some mistakes of fact.”13 The station wrote a letter declaring that the broadcast “was calculated to incite religious and racial strife in America,” noting that it had pointed this out to Coughlin in advance and that he’d agreed to remove the lies intended to have that effect but had not done so.14 WMCA informed Coughlin that it would no longer broadcast his program at all unless he submitted scripts in advance for approval, and it did not air his next homily when Coughlin didn’t send a script (giving the time slot to alternative Catholic programming instead).15 Radio stations that carried his show in other cities canceled his broadcasts.

Coughlin argued he’d been misunderstood, that the (Jewish-owned) media coverage of his Nazi-sympathetic address was unfair. Nazi media in Germany weighed in, arguing that stifling Coughlin’s reach showed American hypocrisy. Americans were not allowed to hear the truth, Nazi media crowed: “a typical case of Jewish terrorism of American public opinion.”16 Coughlin became a hero in Nazi Germany.

Private media companies responded to the use of their platforms for the incitement of hate and the excusing of religious persecution.17 As broadcasting licensers began to cancel programs and impose requirements, however, a few thousand of Coughlin’s fans picketed;18 for more than six consecutive months, his supporters protested weekly outside one radio station that cut his feed.19 They argued that stations should be compelled to carry Coughlin, that he had a right to broadcast and that depriving them of their right to hear him was a civil rights issue. Opponents argued that the civil rights issue went the other way: Coughlin was praising and advocating for violence and calling for the persecution of groups of people.20

Even as the Kristallnacht broadcast controversy roiled, Coughlin published a speech, under his own byline in his newsletter, plagiarizing Nazi propaganda minister Paul Joseph Goebbels.21 Shortly after, some of the more extreme among his supporters, including members of a small paramilitary activist group known as the Christian Front—started not by Coughlin but in response to his call for a crusade against anti-Christian forces—began to commit acts of violence in the streets.22 The group was eventually raided by the Federal Bureau of Investigation (FBI) for planning a bombing campaign and talking of overthrowing the government, though historians disagree on how serious the effort was.23 Upon their arrest, Coughlin reiterated that he stood with the broader idea, and movement, of a Christian front.

Although Roosevelt didn’t want to act, prominent journalists wrote letters encouraging the suspensions and suggested that the Federal Communications Commission itself should take Coughlin off the air.24 As Coughlin began to advocate for authoritarianism and fascist dictatorship, the Roosevelt administration decided that the radio spectrum was “a limited national resource,” and so broadcasting was not entitled to full protection under the First Amendment.25 In July 1939, the National Association of Broadcasters changed its code to put limitations on the sale of air time to “spokesmen of controversial public issues” and made explicit that radio could not be used to “convey attacks upon another’s race or religion.”26 The association debated the question of what could be covered in radio addresses and how (or to what extent) religious content on the radio should promote consensus and spiritual harmony versus denigrating other religions to bolster one’s own.27 Questions about how best to treat these issues helped shape the regulatory effort known as the Fairness Doctrine,28 which required that broadcast media afford equal time to presenting opposing sides on controversial topics.

On September 23, 1940, Coughlin wrote in his newsletter that he had been “forced from the air.” In 1942, the US Post Office revoked the second-class mailing privilege of his Social Justice newsletter, and the attorney general initiated an investigation into it as a source of pro-Axis propaganda.

The deplatforming of Coughlin significantly reduced his influence; he became increasingly irrelevant after the United States entered World War II and ultimately returned to a quiet life as a preacher. But his popularity in his heyday is an interesting case study of the power of charismatic individuals with an innate understanding of both the structure and the substance of influence to shape public opinion.

Very few people would argue that Father Coughlin was on the right side of history or a force for good by the late 1930s. Coughlin’s contemporary, the philosopher Karl Popper, speculated about the “the paradox of tolerance”—how a liberal society tolerant of authoritarian viewpoints in the interests of free expression might undermine its own survival. Indeed, Coughlin’s example is directly relevant to the present moment because of the multifaceted and ethically complex response from private enterprise, government, media, and civil society to the rise of a demagogue. There were government regulatory responses. There were public-education efforts. And there were private entities that made a choice to deny him a platform—with vocal crowds in both support of and opposition to that choice.

These same questions face us today, albeit on a different type of technological infrastructure. The stakes are also similar.

Responding to the Rumor Mill and Propaganda Machine

The modern parallels to the Coughlin story are numerous. A powerful new technology, radio, transformed how people received information and learned about the world. It became a source of entertainment; radio broadcasters became cultural influencers, stars. Moments like Orson Welles’s 1938 radio adaptation of H. G. Wells’s War of the Worlds, a novel about a Martian invasion of America, revealed how uniquely potent it could be for conveying both reality and unreality. The president of the United States, Franklin D. Roosevelt, used radio for his “fireside chats,” evening broadcasts about issues ranging from the Depression to fighting fascism in Europe. And as with every prior technological medium, radio became a tool for propaganda, used by state actors as well as demagogues like Coughlin.

A little over ten years ago, the most recent major communication technology shift—social media—gave rise to the trinity of influencers, algorithms, and crowds. Private-platform design decisions began to influence whom we knew and what we saw, leading to a proliferation of new relationships and new voices. These decisions also increased the supply of unfiltered information—and facilitated the rise of bespoke realities. People who share not only Coughlin’s talents—charisma, a knack for storytelling, a deep connection with their audience—but also his demagoguery and authoritarian streak are extraordinarily well served by this new medium.

So how do we answer this? How do we think about free expression in an algorithmically mediated communication ecosystem? Can the way we create and share information be redesigned so that we not only have an increasing proliferation of voices but also an increased capacity to hear them? How do we position ourselves to achieve consensus or tackle “tornado reality” without resurfacing the problems stemming from what Noam Chomsky called manufacturing consent?

We’re in a period of adaptation. Each revolution in communication technology has delivered a period of disruption: access to information increases, traditional hierarchies are toppled, new voices are amplified, culture changes, and the potential for mobilization and activism evolves. This often results in social upheaval: the printing press, as we saw, played a significant role in the Reformation and the Thirty Years’ War. Guardrails eventually appear, as regulation attempts to mitigate the worst negative externalities; for instance, in the nineteenth century, as newspapers became more prominent, countries introduced laws that penalized libel and minimized monopoly control. Society gradually adapts: most people have internalized that supermarket tabloids often don’t tell the truth. There are structural responses and media literacy efforts—as well as a rise of counterspeakers who address the substance of newly popular arguments.

Now, after the social media revolution, which guardrails might temper the negative effects of the collision of the propaganda machine and the rumor mill?

American leaders in the late 1930s addressed the unique challenge presented by the radio priest influencer through policy, both regulatory and self-regulatory. They created relevant forms of education—and there’s a lot we can learn from their response. Today’s communication infrastructure is more full featured and participatory than radio, so design offers a powerful third lever.

But technology is only part of the story. Users have agency, and ordinary people can take steps to eschew murmurations, resist the ragebait of persecution profiteers and toxic Gurus, and create healthier norms.

Policy

The response to Father Coughlin is an interesting case study in content moderation from a bygone era. There was “labeling,” as the station announcer immediately alerted listeners that Coughlin had misled them. There was content review. There was a temporary ban and then a permanent one. There was also industry-level policy change to try to prevent a repeat scenario.

And when the broadcasters did act, Coughlin’s supporters protested.

The parallels are obvious. Today, social media companies are the powerful governors of online speech, setting the rules about whom and what they’ll carry.29

Rethinking Content Moderation

Society has a complicated relationship with content moderation. Many people would argue that while a modern-day Father Coughlin doesn’t have a right to be featured on television or quoted in the newspapers, social media is different. Many view these platforms as the new public square. And yet, poll after poll, year after year, reinforces that a large majority of people also support content moderation.30 They don’t want the public square to be a cesspool.

Policies shape propagation; the rules lay out what may be hosted, monetized, and made to go viral. But there are differences in opinion about what should be permitted, and enforcement is rarely uniform. This tension, together with the lack of a clear bright line around what should be allowed, is often exploited by precisely the people who benefit most from no moderation, like the Propagandists and the Perpetually Aggrieved. Just as Coughlin once did, current demagogues leverage moderation actions taken against them both to harden factional divides and to delegitimize the authority of the platforms to decide what they host, curate, and amplify. The policies are unfair; their very existence is censorship! goes the simplistic argument. Who are the platforms to decide what is hate speech or to take down posts promoting fake cures for contagious diseases? The point of this rhetoric is to normalize the idea that the platforms shouldn’t be allowed to set the rules of engagement… because in the short term, it’s only the platforms that can.

Other influencers, crowds, and factions, meanwhile, lament that certain types of content are not taken down fast enough; some argue that words are violence and call on platforms to stem the tide of “lawful but awful” content that, while it does not run afoul of speech laws, was once confined to far less visible realms.31 They frame moderation calls that leave offensive content up as platforms’ endangering vulnerable groups or abdicating their responsibility to users.

Meanwhile, academic leaders and technologists debate whether faster fact-checking might solve the problem, or attempt to engage in good-faith debate about bias in moderation. There’s a fundamental disconnect here, driven by underestimation and misinterpretation. The factional combatants view this as a tactical arms race in a Hobbesian information war of all against all, where “working the refs” is a means to a strategic advantage. The others see it as a peacetime civil governance problem.32

But if we boot off the bad actors, filter nasty speech, or kill off the algorithms that help wild conspiracy theories trend, will we return to a less polarized, more harmonious way of relating to each other?

No.

That’s because the content itself reflects real opinions. Real demand. Coughlin resonated because he spoke to communities that struggled deeply during the Great Depression, acknowledging their frustration and rage.

It’s also because the internet has a place for everyone. Getting kicked off a large platform may reduce mainstream attention, but there are alt-platforms developed specifically for niche political identities. Telegram largely does not moderate and hosts many channels started by big influencers who were kicked off Twitter, YouTube, and Facebook. There are closed spaces, such as Discord servers and WhatsApp groups. There are email newsletters. The internet is a largely borderless ecosystem; social platforms, web content, media, and social media all blend together, and users are the bridge between the spaces. Banning a community on one platform will not prevent its ideas from spreading if they’re compelling or novel enough.33

The censorship-resistant structure of the internet makes it hard to silence dissidents or stifle social movements—and that is a good thing. Yet, as Karl Popper noted, tolerance has its limits; a complete free-for-all results in unusable, unpleasant platforms. Mainstream social platforms—which are, ultimately, businesses—are not obligated to give megaphones to demagogues, to accept their ad dollars, or to recommend them to new users. Fortunately, a whole spectrum of available moderation options can create guardrails, balancing the trade-offs between moderation and free expression.

Tech companies have significant discretion in setting policies. They have to adhere to local laws, like blocking pro-Nazi content in Germany, where it’s illegal. But in countries without such laws, platforms can decide whether to host Nazi sympathizers or to ban them. In the United States, the First Amendment (which does permit hate speech) does not restrict private companies; a social media company operating in the United States that wanted to ban any post with the word cat could go ahead and do it—though it might be bad for business. There is a trade-off here: some people feel that platforms should not be allowed to carry certain kinds of speech; others feel that they should be made to carry all speech that isn’t explicitly illegal. Yet, if private companies are setting the policies for their online spaces—as opposed to a government setting the standards for all platforms within a country—people can vote with their feet (or fingers) and spend their time on platforms with more palatable (or cat-friendly) policies.34

Indeed, business is a significant driver in setting policy. While platforms generally hew to the value of maximizing free expression, they also recognize that roving factions of jerks screaming epithets are bad for the bottom line: they can chase away users and advertisers alike. Thus some platforms, including Twitter, have long made certain content ineligible for trends, or for monetization, or for serving alongside ads.

Here, too, battles ensue, because what is often framed as a fight over speech is actually a fight over reach.

On June 1, 2023, the Daily Wire announced that What Is a Woman?—contributor Matt Walsh’s gender-ideology related documentary—would stream for free on Twitter. The date marked the one-year anniversary of its release and coincided with Pride Month.

However, later that day, Walsh and others at the Daily Wire announced that Twitter was reneging. “Twitter canceled a deal with @realdailywire to premiere What is a Woman? for free on the platform because of two instances of ‘misgendering.’ I’m not kidding,” wrote Daily Wire CEO Jeremy Boering.35 He detailed the events in a thread: Twitter had offered the Daily Wire a package to stream and promote the documentary to every user of the site but wanted to review the film first. Upon its review, Twitter’s team noticed the instances within the film and labeled it under its hateful content policy.36 Their decision would lead to a reduction in the film’s visibility, as users could not easily share it.

A fracas unfolded: Boering said Twitter was picking a side in the “trans debate.” Twitter’s trust and safety team said they were simply following their long-standing policy. Musk, sympathetic to the Daily Wire, admonished his team and removed the hateful conduct labels—but also said Twitter wouldn’t actively recommend “sensitive content.”37 This did not go over well with several of the online factions. On June 2, he relented, saying the film could be shared with no restrictions but would not run next to advertising. He also personally promoted it. The head of trust and safety and two members of the brand integrity team resigned.38

The film was never unavailable. I watched it; it was the sort of reductive culture war documentary content that exists all over Amazon and other streaming services, created to be provocative and polarizing but not clearly outside the bounds of what a platform should host. However, mere hosting was not the concern—the ease of going viral was the point of contention. Even once the film was shareable, supporters remained outraged about the ads restriction, since it would impact reach. Positioning the film as “censored by Twitter,” meanwhile, likely garnered it far more attention than it would have otherwise received. 

Robert Cialdini, a psychologist who studies influence, noted years ago that censorship appears to increase not only attention to a viewpoint but sympathy with it: “This raises the worrisome possibility that especially clever individuals holding a weak or unpopular position on an interest can get us to agree with that position by arranging to have their message restricted. The irony is that for such people—members of fringe political groups, for example—the most effective strategy may not be to publicize their unpopular views but to get those views officially censored and then to publicize the censorship.”39 Today the strategy is so effective that some influencers proclaim their silencing purely speculatively. Even after Musk acquired the company, gave “amnesty” to the previously suspended, and loosened the moderation policies that right-wing factional activists hated, influencers with very large followings continued to allege that they were being silenced by some nefarious force. My engagement is down! Something strange is going on. Twitter is still shadowbanning me! Some of Elon’s employees must still be loyal to the old regime!

The speech-reach designation is important. Moderation is fraught but necessary. A total free-for-all will produce real harms—like the riots and radicalization discussed in earlier chapters, which have manifested far beyond the borders of the United States. And yet, free expression is also a critical democratic value.

Platforms can do three things here. First, they can create moderation frameworks guided by international human rights law. These companies serve a global community, and there are existing principles and standards to draw on that balance freedom of expression with preventing harm. TikTok, which has a parent company founded by Chinese entrepreneurs, notes its commitment to this approach: “Our principles are centered on balancing expression with harm prevention, embracing human dignity, and ensuring our actions are fair.”40 The commitment to dignity involves fostering civility, respecting local context, championing inclusion, and protecting individual privacy. Facebook’s Oversight Board, which serves as a judicial body that reviews contested moderation decisions, also uses an international human rights framework to guide its decisions.41

Second, platforms can ensure that policies are informed by empirical research into harms. Harms on social media can include cyberbullying, hate speech, certain types of misinformation (regarding health, for example), and the spread of extremist ideologies. However, conceptualizations of harm differ greatly from community to community. Some communities argue that words are violence. Others find this ridiculous. As societies grapple with the impact of social media on individuals and communities, research is crucial to differentiate between harms and moral panic. This might involve studies of what topics should be handled more carefully: Google has had a policy called “Your Money or Your Life” since 2013, which requires that search results related to health and financial queries be held to a higher standard of care. Positioning scammers trying to sell juice fasts at the top of results for queries about treating cancer would be harmful. However, the policy is narrowly tailored to demonstrably significant categories.

The trade-off between speech and harm might also be determined by the potential to drive real-world action. Certain powerful users—such as world leaders or major influencers—have far greater potential to incite real-world violence, for example, because they have followers who they can mobilize to actually riot. By contrast, low-follower accounts that use incitement or violence-tinged language would have a far harder time whipping up a real mob. Yet powerful people are often handled with kid gloves because platforms are afraid they will rile up their fans or aligned politicians against the platform.42 Social media companies need to create policies that they are comfortable defending and then actually defend them, even in the face of ref-working.

Third, platforms can prioritize transparent enforcement with an appeals process. Platforms make mistakes. With millions of posts flagged for action, automated or human moderators will inevitably make the wrong call at times. My team at the Stanford Internet Observatory has studied social media content moderation issues related to terrorism, state actor manipulation, harassment, election delegitimization, health misinformation, and child safety. Our findings suggest that policies are often reactive, and moderation is often demonstrably ad hoc or unevenly applied. And that’s because the hardest decisions are ultimately made by people, operating with incomplete information and sometimes under significant pressure.

Initial moderation efforts are often automated. The “AI mods” are trained on content that violates platform policies and then try to pattern-match against new content that they encounter. They are used because the scale of moderation is enormous on large platforms—millions of accounts and posts are actioned each quarter—and also to protect the mental health of human moderators, who otherwise have to look at truly terrible things.43

And yet, a sense that one group gets moderated more or one individual gets flagged for saying something while other accounts don’t can cause feelings of resentment and distrust in the process. Over time, outrage merchants gain ground with moderation delegitimization efforts because there are actual bad calls they can point to. The challenge is similar to that faced by institutions: one error anywhere is cited as evidence of incompetence or bias everywhere.

This is why platforms must commit to detailed transparency around enforcement. If an account is downranked (“shadowbanned,” colloquially) or put on an unsafe-for-advertising list, let them know (and potentially appeal). If an account or post is taken down, indicate why on the suspension page so that bystanders can understand the decision as well. Was it a state actor account? Was it for hate speech? What policy was violated? These statistics are sometimes released in aggregate, but granularity can help increase legitimacy.

Rethinking and refining content moderation policies is one approach for improving online discourse, but it is presently at the discretion of the companies themselves. Policies can whipsaw around depending on who owns the company. There is another, broader approach, however, which comes from outside the platforms: public policy.

Rethinking Regulation

Government regulation works to rein in unaccountable private power across most industries and ensures that companies, in their pursuit of profit, don’t negatively impact the public. Social media companies reaped extraordinary profit with almost no oversight for many years, even as unintended consequences led to significant harm for some communities; the propaganda-fueled genocide in Myanmar is one glaring example. Therefore, governments worldwide have begun to involve themselves in the conversation about online harms. The focus of government regulatory efforts, however, should be on creating a system of oversight and accountability, not on the day-to-day adjudication of content moderation decisions.

Some countries have created laws giving them leverage over particular types of content. India and Singapore, for example, require social media companies to take down posts at the government’s request.44 But even as unaccountable private power has created significant challenges, government power, with the risk of punishment it carries, is equally troubling. India’s social media law has been used by the Bharatiya Janata Party government to prevent international dissidents’ content from reaching Indian audiences.45

In the United States, meanwhile, congressional legislators from both parties have drafted bills that threaten to revoke or reform Section 230 of the Communications Decency Act (which immunizes platforms from liability for content that users post). On the left, the bills often try to require that platforms moderate things like election interference. On the right, bills often threaten to revoke Section 230 protections if platforms take content down and argue that platforms should be required to host all First Amendment–protected speech—including hate speech. Donald Trump tried to take this approach by passing an executive order a few days after Twitter labeled some of his tweets alleging election fraud;46 it was overturned by Joe Biden in May 2021.47

One area where regulators should concentrate, however, is commercial speech and paid political speech that goes undisclosed by influencers. Consumers have a right to be informed about the financial incentives of the people who promote products and politicians. Here, existing agencies like the Federal Trade Commission and the Federal Election Commission have both the authority and the experience to act and to enforce existing disclosure rules.

More generally, however, rather than focusing on the specifics of moderation, government regulators can focus on increasing transparency surrounding the practice. Transparency is vital for an informed public, and government can prioritize it in three areas: in disclosing state actor influence operations to the public, in declaring their own takedown requests, and in ensuring that outside researchers have the tools necessary to study the powerful private actors of Big Tech.

Deterrence

Government responses to foreign propaganda long predate social media companies. The Active Measures Working Group (AMWG), convened in 1981 by Ronald Reagan, confronted Soviet disinformation with a simple methodology: “Report-Analyze-Publicize.”48 The Central Intelligence Agency (CIA), Department of Defense, State Department, FBI, and others collected and analyzed Soviet forgeries and manipulation campaigns. Materials and reports were put out transparently to the public. The AMWG exposed myriad influence operations, including KGB-forged racist hate mail purportedly from the Ku Klux Klan that threatened Asian and African athletes planning to compete in the 1984 Los Angeles Olympic Games.49 The story caused a stir; indeed, it is the type of story one could easily envision going viral on social media in 2024.

In exposing these campaigns to the public, AMWG revealed how the Soviet Union manipulated its targets, to reinforce the threat both for domestic audiences and foreign observers. It avoided giving credence to the Soviet disinformation by attempting to counter it. By keeping a narrow scope—the AMWG only addressed the mechanics of disinformation campaigns, not the broad-spectrum propaganda of Soviet media writ large—it didn’t get caught up in ideological arguments. By focusing on producing airtight reports and communicating transparently, it maintained a state of high regard and trust with the American public. The effort also enjoyed broad bipartisan support at all levels of the executive branch and Congress. Former Republican Speaker of the House Newt Gingrich in particular was a vocal supporter (these days, it’s unclear where Gingrich would stand on such an effort).

This kind of collaborative effort could be reimplemented today to address contemporary influence operations and disinformation campaigns by state actors. Americans pride ourselves on our commitment to free speech, and an open internet is part of that core value. However, as Herbert Romerstein, former director of the US Information Agency’s Office to Counter Soviet Disinformation, put it, “Democracy need not let its institutions serve as delivery systems for enemy propaganda.”50

The challenge is that disinformation campaigns today move through a different media ecosystem, and engaging with social media companies is necessary. But interagency collaboration and public-private partnerships alike are now being reframed as “collusion” by factions, influencers, and incentivized politicians. The press on the Far Right fringe has spent years convincing their audience that Russian interference in 2016 was a “hoax.” Politicians like Jim Jordan and Dan Bishop have wholeheartedly embraced conspiracy theorists who pretend that state actors on social media are all just a construct of Deep Staters and woke academics in the tank for Joe Biden. This is not only a lie but a gift: it aids Chinese, Iranian, and Russian interference efforts by reducing America’s capacity for response. Indeed, other Republicans who believe these lies have called for the defunding of the very agencies tasked with countering foreign propaganda and protecting American elections.

Despite the misleading theories, government must engage with social media companies around these issues, which brings us to our second area requiring transparency: responsible disclosure of government engagement itself.

Transparency

One issue the Twitter Files did surface was how this engagement is often sloppy: occasionally, lists of suspected foreign accounts that the government sent to tech platforms to look into included accounts of people who weren’t foreign trolls at all. Attribution is difficult, but the glimpse into government efforts did not inspire confidence. Ultimately, action was not taken on the mistaken accounts due to platforms’ due diligence—they checked the tips and didn’t remove those that were not, in fact, state-linked trolls. But the issue highlights why multiple stakeholders must examine influence operations and that transparency is needed when accounts do come down.

A major civil liberties concern when the United States government engages with a social media company is jawboning (a government actor using informal pressure to coerce business to behave in a particular way).51 The lawsuit Missouri v. Biden is about just this. And, as you’ll recall, in that case the judge issued a preliminary injunction that barred the government from speaking with tech platforms—and my team.52

The judge’s injunction was stayed and later significantly reduced by the extremely conservative Fifth Circuit Court of Appeals. The Fifth Circuit panel of judges found that certain parts of the Biden administration had likely engaged in impermissible coercion but that the lower court judge’s injunction was overbroad. It vacated nine of its ten provisions, among them the injunction against the Stanford Internet Observatory—rightfully pointing out that the judge’s order impacted our freedom of speech.53 The case was heard by the Supreme Court on March 18, 2024.54 The Court’s decision is expected after the publication of this book—however, most legal experts agreed that the hearing did not go well for the alleged victims of censorship. The Justices—including several conservative appointees—questioned the characterization of the government’s interaction with Big Tech as “coercion,” and critiqued the integrity of the claims themselves. “I have such a problem with your brief, counselor,” Justice Sonia Sotomayor said to the Solicitor General of Louisiana, who argued the case. “You omit information that changes the context of some of your claims; you attribute things to people who it didn’t happen to.”

Multiple things are true in this situation: the original ruling was plainly incorrect, the case was based on fabricated quotes and misleading claims,55 jawboning is a bad thing, and the government has a right and indeed an obligation to speak to private companies at times. In fact, even the original overbroad injunction had acknowledged multiple types of harm and national security concerns necessitating government and platform cooperation, among them “foreign attempts to influence elections,” “criminal efforts to suppress voting,” “exercising permissible public government speech promoting government policies or views on matters of public concern,” and “informing social-media companies of postings intending to mislead voters about voting requirements and procedures.”56

There is an incoherence to the current discourse around platform engagements with governments and academia. If platforms, for example, set public health policies independently, they are attacked for being “arbiters of truth” or overstepping their area of expertise. If they reach out to government public health officials or academic experts, they are slammed as “colluding” to silence incorrect opinions. Reason, a libertarian magazine, took material obtained in Missouri v. Biden and released it as “The Facebook Files,” reframing Meta’s outreach to the Centers for Disease Control and Prevention (CDC), inquiring about viral rumors in an effort to curate accurate content as something nefarious.57 But what should Facebook have done? Are we to live in a world in which experts and companies or companies and governments can’t discuss critical issues?

The same people were also aggrieved when the government reached out to platforms. So, again… what should happen?

We can avoid the actual risk of jawboning fairly simply: create regulatory or self-regulatory guardrails that introduce more transparency into exchanges like these. If the government is requesting a takedown of a post or account, or if a platform takes down a network of accounts following a tip from the government, this could be put into a public database, enabling watchdogs to examine overreach. The Lumen database does this with copyright-related and other external requests for platforms to take down content, though participation is voluntary. Twitter, for example, ceased filing Lumen reports after reporters found that it was taking down instances of a documentary at the request of the Indian government.58 Google, by contrast, currently discloses content takedown requests on its own site; all other social media companies should follow suit.

The final role for government in ensuring transparency is to empower independent researchers. This feels like a niche and boring topic. It isn’t. If we want to understand the structure of our information system, the substance that flows across it, and the speakers who drive it, then researchers and journalists who study social media platforms need access to data. Are right-wing voices being censored? Did Social Media Company X create policies that treated some category of speech unfairly? Let’s have a look.

In the United States, platform share data with researchers voluntarily. These partnerships have been critical for understanding influence operations, manipulation, election misinformation, and more. But after Elon Musk purchased Twitter, the company shut down its Twitter Moderation Research Consortium effort. And in June 2023, it began to charge $42,000 a month for the type of researcher API access that had previously been free. There is now nearly no outside visibility into issues ranging from child exploitation to foreign influence operations on one of the world’s most powerful public-opinion-shaping tools. There is legislation in the United States that aims to fix this—the Platform Accountability and Transparency Act—but it has struggled to gain momentum. What’s more promising (and also stark evidence of the United States’ failed leadership here) is the EU’s Digital Services Act. The legislation went into effect in 2023 and provides data access for European researchers.

While transparency in moderation and government requests is a crucial foundation for both regulatory and self-regulatory efforts, addressing content at the end stage is still fundamentally reactive. It’s like fixing a leaky faucet—necessary, but it doesn’t improve the whole plumbing system. But what if we were to look at the design of the system instead? Unlike the largely passive listeners of Coughlin’s radio audience, today’s social media users are active participants; the design of social media affordances shapes their experience. When it comes to proactive measures for navigating the rumor mill and propaganda machine, design can have a profound impact.

Design

In 1971, Herbert Simon, a Nobel laureate and professor of computer science and organizational psychology, turned a now famous phrase: “A wealth of information creates a poverty of attention.” That quip resonates with audiences today as much as it did in the early 1970s. People bombarded with messages must decide how to allocate their attention, because there is simply not enough time to take in everything—and most of us feel overwhelmed. The full quote, however, reveals the important part: “In an information-rich world, the wealth of information means a dearth of something else: a scarcity of whatever it is that information consumes. What information consumes is rather obvious: it consumes the attention of its recipients. Hence, a wealth of information creates a poverty of attention and a need to allocate that attention efficiently among the overabundance of information sources that might consume it.”59

In the golden age of broadcast television, Simon saw that while attention is a finite resource, there was an ever-growing abundance of information. Most of the cost of information is the cost incurred by the recipient, Simon argued; the cost of the New York Times was not only the price of the paper but the time spent to read it. The incentives of the media outlet and the reader were not always aligned.

The abundance of information is now a deluge. The internet and our devices deliver information twenty-four hours a day, seven days a week. Newly democratized AI technology has reduced the cost of creating content—even video—to virtually nothing. As the attention economy has grown, so has the attention deficit.

Simon foresaw the direction in which things were headed and began to strongly advocate for better computer systems to help people process the abundance of information that was soon to confront them. Information-processor systems, he theorized, could reduce the drag on an organization or individual’s attention if they prioritized effective curation. We are still waiting for them.

Simon’s colleagues were skeptical about computerized curation: what mattered might be what the machines withheld. Karl Deutsch, a professor of government at Harvard, was concerned that filtering might result in people seeing only things they would feel favorably about, leading to bad policy creation or suboptimal organizational behavior. What if the filtering process withheld criticism or a challenge to the prevailing consensus? Martin Shubik, an economics professor at Yale, wondered about the evolving technology of computing and its potential impact on democracy: “Within a few years it may be possible to have a virtually instant referendum on many political issues,” he said. “This could represent a technical triumph—and a social disaster if instability resulted from instantaneous public reaction to incompletely understood affairs magnified by quick feedback.”

Simon, Deutsch, and Shubik were discussing one of social media’s biggest challenges decades before online platforms existed: content curation, the art of deciding what information reaches whom. The algorithmic curation of today is key to influence and to shaping consensus, and yet it is overshadowed by content moderation, which attempts to sift the “good” from the “bad.”60

The design principle that “attention is scarce and must be preserved” is very different from “the more information the better.” Designers and design ethicists argue that curation systems should help us focus on things of importance or, at a minimum, things that we intentionally choose to engage with (even if that is supermarket tabloid content). There’s a common saying among those in tech product design: “the devil is in the defaults.” There is no neutral feed; posts have to be weighted and ordered somehow. But how? Should early popularity be the most important factor? If so, then influencers and other creators are incentivized to use a combination of sensational language alongside fake accounts or coordinated engagement to try to make something popular. Should algorithms simply default to a reverse-chronological feed, which places the most recent post from among those followed at the top? If so, then that would incentivize frequent posting and quantity over quality.

Right now, notifications about sensational ragebait, Main Character harassment mobs, or feeds that reward spamming are the default. But three broad design shifts could mitigate these destructive dynamics and minimize the risk of technical triumphs becoming social disasters. The first applies Simon’s guidance to the curation systems that steer our attention. The second puts more control directly in the hands of the user. And the third creates friction: slowing virality down so facts can catch up with rumors (which, ironically, journalism aimed to do as pamphlets evolved into newspapers).

Bursting the Bubbles

Earlier, we examined how recommendation algorithms built new social networks by connecting people to each other in closed and open crowds. There was very little consideration of what was recommended or who was suggested in those early days of community establishment, and the result included conspiratorial cults like QAnon. Platforms are more aware of the unintended consequences of what they suggest now, but the question of how to address the shattering of consensus reality offers no easy answers. Recent research on YouTube suggests that consumption of extreme content is now far more a function of active demand, not an algorithm funneling naive and unwitting users toward a dark future.61

There are challenges beyond outright extremism too—like polarization. A collaborative research project between social scientists and Meta researchers with access to the platform’s internal data found evidence that recommendations and curation do contribute to echo chambers and ideological segregation.62 Yet, when social scientists ran experiments on Facebook during the 2020 election, they discovered that tweaking curation was not a magic bullet for depolarization: interventions to change what users saw, such as by switching their feeds away from algorithmically curated to reverse-chronological order or reducing the amount of content they saw from “like-minded” sources, achieved little.63 Additionally, reducing the prevalence of political content in the feeds of partisans reduced their time on Facebook but didn’t depolarize them.

After years of algorithmic and social reinforcement, some people may simply be too entrenched in bespoke realities: their networks are set; their beliefs are settled; they enjoy the time spent with fellow members of their faction. The studies’ interventions were explored during a fairly limited window; the findings contain a lot of nuance, and the authors cautioned against an overbroad reading and sweeping generalizations. Research into the impact of algorithmic curation should certainly continue; however, fixing feeds alone will not be a panacea for deeper issues of polarization and ideological segregation.64

But there are still avenues to explore. Many social media researchers still believe that recommender systems can be designed to depolarize or to bridge divides between groups.65 Engagement signals might be weighed less heavily when choosing what to surface—or at least coupled with other indicators.66 Civility might become more heavily weighted, particularly around political topics, rather than the moral language and sensationalism that often gets boosted today.67 News-related content might default to high authoritativeness or trustworthiness.68 It’s become controversial to say that some sources are more reliable than others, but it’s a fact; users themselves could provide signals for which sources are trustworthy, crowdsourcing the ratings.69

Rethinking curation extends beyond content suggestions. Nicholas Christakis, a sociology professor and physician at Yale, has long argued that whom we are connected to is profoundly important and that it is possible to make prosocial behaviors (such as healthy eating or not smoking) contagious in a community.70 Platforms already have internal metrics for characterizing whether communities are pro- or antisocial (recall Facebook’s concerns about some of the groups that popped up after election 2020; they were flagged not because of their politics but because of a rising prevalence of posts advocating violence). Recommendation and feed-ranking algorithms could draw on this signal. It might be worth experimenting with being transparent here too: surfacing group rankings might increase certain types of positive behavior. Designing to reinforce positive social norms is a growing area of research.71

Since feed ranking is central to how much attention—and potentially revenue—an influencer receives, many of the Generals and the Perpetually Aggrieved cast the feed ranking algorithm as somehow sacrosanct and any change as censorship. For example, Facebook’s “Break the Glass” measures, which reduced political content after the January 6 riot, led to outrage from prominent political influencers who temporarily fell off the Top 10 Most Popular Posts list (after enjoying a significant presence for months immediately following the election).72 In reality, the current system is simply an attention- and revenue-maximization engine built by a for-profit company; you’ll recall that Facebook also changed the Watch feed recommendations in a way that penalized Rick Lax’s wholly apolitical cheating-spouse videos.

People who want to see negativity, profanity, deeply polarizing figures, or fringe media still can, even if the algorithm changes; those accounts will still exist. But as a guiding principle, “freedom of speech not freedom of reach” is the way to go. Hosting content and promoting content are two different things.73 Even in the days of newsstands, certain magazines focused around more adult topics were strategically shelved. Platforms can decide to enable freedom of expression by hosting controversial or even offensive content. If users follow the content proactively, platforms can certainly surface it in their feeds. But they don’t have to promote it on all surfaces, or recommend it to potential new followers, or run ads against it. In fact, noted free speech champion Elon Musk made this principle the cornerstone of Twitter’s content moderation framework in 202374 and enshrined it in the code of his company’s recommender system, which he transparently published on Github.75

Put More Control in the Hands of Users

There is another option: giving users the ability to explicitly define their feed, moderation, and recommendation preferences themselves. The idea of increasing user autonomy has percolated for years, often in the context of popping filter bubbles. In 2017, Ethan Zuckerman, then director of the Center for Civic Media at the Massachusetts Institute of Technology, created a tool called Gobo that enabled users to see their social media feeds with their own curation rules.76 Do you want to see more posts by women? By family? Within a particular category? This allows users to build a feed that aligns with their interests and values, not those of the platforms.

“Middleware”—curation by third parties77—expands on this idea. Anyone can create a feed, such as in the form of a list to which they add contributors, and share it publicly, perhaps splitting revenue with platforms in exchange for delivering a sustained audience. Users, in turn, can subscribe to feeds curated by editors with verified topical expertise or even a particular partisan identity.

Upstart social media company Bluesky already offers this. I use it, and in addition to participating in the typical following experience, I subscribe to feeds with names like “Gardening,” “What Is Science?,” “Urbanism,” “Shitposters,” and “UkrainianView” (posts from people in Ukraine). I can click between them depending on my mood, and I see posts related to those topics from people I don’t even follow. The possibilities are endless; more adventurous users can follow “OnlyPosts” (OnlyFans-type adult content), AI art feeds, and a whole array of identity-based communities. People who use these tools are directly conveying their interests and intentionally choosing what (or whom) they want to see; recommendation engines are not intuiting or nudging.

The outstanding question, of course, is what impact self-selection at scale would have on warring factions. Would most people opt in to something extreme that simply reinforces their preexisting bespoke realities? I would like to think the answer is no, but we don’t know enough yet to have an answer. Regardless, while this shift may reinforce bespoke realities for some, a combination of the two approaches—changing the defaults and giving more power to the user—could reduce some of the bait and bullshit that gets unintentionally pushed toward the susceptible.

Putting humans back in the loop in certain capacities, such as through middleware, is potentially transformative. So is scaling back the algorithms. It’s probably time to get rid of wholly automated trends features. Gaming them is a key element in creating majority illusions, projecting false consensus, and driving abuse toward Main Characters. They are a boon to the most destructive elements of the rumor mill and the propaganda machine alike. Presently, they are a net negative.

However, the idea of trends remains valuable. Crises like the Maui wildfires of 2023 reinforced the need for government or local media to be able to rapidly communicate with the public on social media as well as through emergency broadcasts. And sports fans enjoy sharing game highlights in team trends on Sundays—it’s a temporary virtual gathering place. Middleware or human-curated approaches could be hugely beneficial here as well. In order to support breaking news while minimizing the downsides, a curated-newsroom model—which both Twitter and Facebook employed in the past—could be reimplemented.

Giving users more control of what they see at the individual or community level has many benefits: increased agency, a feeling of inclusion, an increased sense of legitimacy. This applies to content moderation as well. Rather than a “customer service” model of content moderation, in which centralized authority regulates the space, this would be a return to community governance.78 Users might opt into particular moderation approaches that align with their values. They could also subscribe to shared block lists.

Posts that are beginning to go viral could be thrown into a queue for a crowd-sourced fact-check, akin to the Community Notes feature on Twitter. Indeed, crowd-sourced fact-checks show great promise in certain cases; diverse crowds of differing perspectives often display extremely high accuracy or are very familiar with the context of specific events. Unfortunately, Community Notes itself quickly became politicized (with factions gaming it by selecting the tweets of their enemies for correction; blatantly false tweets by Elon Musk himself were often ignored). However, a combination of the methodical pace of a professional fact-check and the faster response of crowd clarification might confer more legitimacy on the process in a time of significant distrust.

Friction: Not Always a Bad Thing

The seamless structure of social media lends itself to viral rumors and reactive behaviors. Many designers argue that a bit of strategic friction can put people in a less impulsive, more reflective mind-set, making media literacy maxims like “Think before you share” a little bit easier to follow.79

You may have encountered some friction-inducing nudges already: if you draft a profanity-laden comment, some platforms will alert you that most users don’t talk like that with a pop-up asking if you still want to post. It’s a way to subtly articulate that you’re about to violate a social norm—which you can still do, if you so choose. Sometimes interstitials appear over a social media post (they gray it out or blur it) to inform you that the content underneath is disputed or might be disturbing; they create momentary friction so that you can decide if you still want to click through to see it. Certain platforms, like Twitter, have experimented with asking users who go to reshare an article if they want to read it first.80 It’s a gentle reminder that headlines can be misleading or clickbait and that it’s always a good idea to see what’s inside the article before amplifying it.

There has always been a tension between speed and accuracy. Professional journalism introduced friction into the process of knowledge sharing. Reporters went off to corroborate facts, then communicated their findings to the public. Sure, the (geographically constrained) rumor mill might have been humming simultaneously, but journalists made an effort to connect with sources to try to get as accurate a story as possible.

Since the rumor mill is now a global free-for-all, it’s worth considering strategic friction beyond the individual level also. There’s an intervention on Wall Street exchanges known as the “circuit breaker”: if a stock price begins to go haywire because a rumor or some news has come out, the circuit breakers give the market time to digest the new information without the stock being whipsawed around, which might create unwarranted bad feedback loops.81

We need not have circuit breakers for all types of viral content, but improving the capabilities of algorithms to quickly detect rapid virality in specific categories—perhaps the sudden rapid sharing of the same photo of an explosion—can create a marketplace of ideas hardened against manipulation. Rather than seeing early virality as a signal to boost, for example, a photo claiming to be an explosion at the Pentagon to yet more people—helping the trend become the truth—it might instead be an indication to do the opposite, to temporarily reduce distribution. The photo can then be evaluated—by fact-checkers, journalists, or a Community Notes–like body—to determine whether it’s real or an AI-generated hoax.82 Social media companies are currently exploring machine-readable watermarking and other detection mechanisms for generative-AI image and video content for just this reason.

Some will howl about the rumor mill being vox populi and declare any friction impeding it to be “censorship” or some sort of slippery slope toward it. But we recognize the negative impact that rumors and panics have in other circumstances, and it’s worth experimenting with slower social media as well.

America’s free speech tradition is predicated on the idea that fact and falsehood will meet in the marketplace of ideas, that both will be heard, and that good ideas will overcome the bad. However, our current communication ecosystem actively stymies that process. We have not a public square but a gladiatorial arena. Debates in the public square don’t often involve people gathering to follow one hapless individual down the street, screaming obscenities at them for hours; time, place, and manner restrictions on speech contribute to keeping local discourse civil. We can experiment with what they might look like online.83 By incorporating measures that introduce more friction, even if only momentarily, platforms can manage the novel challenges of a virtual public square while upholding the principles of free speech.84

The Future Is Decentralized

Design mitigations can improve the social media ecosystem as it presently exists. But social media is likely not going to be a handful of behemoths forever.

In 2018—as ref-working and theories of deliberate suppression began to delegitimize content moderation within some bespoke realities—I began to wonder what federalism looked like in the digital age. Was it possible to create a consensus framework in an interconnected yet divergent online society? Is it possible to create moderation rules that are palatable to a large majority of people? Polls consistently show that people want moderation on the internet—most favor restricting false information and violent content.85 But polls rarely ask people to offer up the details of what exactly their ideal system looks like.

Reddit has an interesting federalist approach to moderation: beyond top-level, platform-wide rules that govern serious abuse, power largely resides in the hands of the subreddit mods (topical forum moderators), volunteers who create and enforce specific rules and appeals processes for their communities.86 If you want, for instance, to forbid people from posting pictures of dogs in your cat subreddit, you can do that. The rules are laid out clearly; if a new member joins and decides to post dogs, well, they saw the rules and chose to violate them, and mods will take action. The dog poster can cry censorship, but the community will be unsympathetic. Members came together to share a space about their love for cats, opting into and then helping shape community norms. They do not want their cat picture space overrun with dog-posting trolls. And so the person will be booted. Community-led moderation is often viewed as having higher legitimacy than top-down, centralized moderation; Reddit’s decentralized model enables context-specific decisions by mods who are members of the group and well versed in its norms.87 The community is also empowered to downvote bad comments and uninteresting posts, serving as both informal moderators and curators.

But the designs of Facebook, Twitter, and YouTube do not lend themselves to Reddit’s approach. Instead, as the moderation wars raged, alt-platforms emerged that were built to serve the moderation proclivities of particular communities: Gab, Parler, Gettr, Truth Social, and other enterprising companies saw an opportunity to create pleasant fiefdoms for right-wing users. One, Truth Social, was backed by President Donald Trump, who’d been banned from mainstream social media for his role in inciting the events of January 6. Another, Gettr, had heavy involvement from Chinese billionaire dissident Miles Guo, a close associate of Steve Bannon, resulting in a unique audience mix of anti–Chinese Communist Party and MAGA users.88 But something interesting happened: with the exception of Gab,89 which catered to an extremely Far Right and often white-nationalist audience, most MAGA-oriented spaces did not gain traction. A critical engagement dynamic was missing: there were no libs to own. It wasn’t an arena; it was a space largely dominated by a single faction. Prominent political influencers and politicians such as Senator Ted Cruz proclaimed that they would become regulars on Parler; they did not.

There was no opportunity to spin up an aggrievement fest over being wrongfully moderated. A few years after their founding, most of the alt-platforms catering to the Right had largely flopped. Gettr attempted a pivot; Miles Guo announced that it would become a marketplace for unvaccinated sperm.90

After Elon Musk bought Twitter in late 2022, a second, and perhaps more important, social media diaspora emerged—one that intersected with technological protocols that offer real decentralization.

When Musk bought Twitter, he instituted not only moderation policy changes but major design shifts that were (rather predictably) a boon for spammers, manipulators, and extremists: for example, selling access to verified “blue check” profile icons without the account verification part and then changing the comment-ranking framework to put the new “paid check” accounts at the top. Dissatisfied folks—chiefly liberal and leftist influencers and crowds—moved to an existing technologically federated platform: Mastodon.

Launched in 2016, Mastodon is a decentralized and open-source social media network built on a protocol called ActivityPub. People can run individual “instances” of Mastodon, but they are all connected via the protocol, which means that all instances can see public posts from the broader network. Social media companies like Twitter, Facebook, Parler, Truth Social, and TikTok, by contrast, are centralized and proprietary: you cannot run your own Facebook instance or contribute code to it.

Using Mastodon feels a lot like using Twitter: you can follow people, post, reply, repost, and share media within and across the instances. But the decentralized approach means that moderation frameworks can be specific to each instance. Instance “owners” set the moderation rules—as they do on Reddit, though not with the granularity of limiting, say, posts of dogs. The rules are intended to handle adult content, hate speech, and other “lawful but awful” content. Instances may choose to defederate from other servers with rules that they find lax, so posts from users in that laxer space do not show up on the more restrictive instance.

As I, too, got fed up with Twitter, I found myself increasingly on Mastodon experiencing the “online federalism” that I’d wondered about. It was not an arena: Mastodon had no algorithmic curated feed and no quote-tweet button. It was purely chronological; when I popped I saw what people were discussing at that moment. Overall I found it very friendly. It was left leaning, though not overwhelmingly. There was no quote-tweet dunking, no Main Character, and no owning of factional enemies. It was a nice reminder that social media does not have to be toxic and horrible.

Similar options soon followed. Bluesky, mentioned earlier in the context of its useful feed-subscription feature, is another protocol-based decentralized social network. Meta, Facebook’s parent company, launched Twitter competitor Threads and announced plans to make it compatible with ActivityPub as part of the Fediverse. Unlike Mastodon and Bluesky, however, Threads has an opinionated and centralized moderation framework that draws on Instagram’s policies. This means that it strongly enforces rules against hate speech and other violations.

The trend toward decentralization is still emerging, but it will significantly shape social media in the future. Centralized, top-down moderation on social media has a legitimacy problem; while the Right’s complaining is the most audible, many groups distrust it. It’s opaque. It often feels unfair. On a federated social network, by contrast, I can join an instance run by a person who is aligned with my values and has similar sensibilities around moderation. If I don’t like her rules, I can leave and find a new instance, and my past posts and profile go with me. Other people who want maximal free speech or adult content in their social media experience have options as well. Some communities, like the early adopters of Bluesky (many of whom were from rose-in-bio, anarchist, and antifascist factions on Twitter; the New Yorker described it as having the vibes of a “Portland coffee shop”),91 wanted strong left-leaning curation and moderation values. Its users quickly developed shared block lists along the same lines. This is also a form of community moderation, and, as with every other facet of platform design, there are trade-offs: shared blocklists can enable communities to kill trolling efforts and create spaces where they feel comfortable. But if they’re based on opinions rather than behavior, they can also reinforce bespoke realities.

The growing trend of decentralization and protocols will not be for everyone. Major platforms offer an appealing degree of ease. But many people feel exhausted by the current state of social media. Early chatter on Bluesky repeatedly expressed a basic ask: I just don’t want to deal with Nazis. Chris Cox, chief product officer at Meta, reflected this sentiment when expressing how Threads would differ from its competitors: “We’ve been hearing from creators and public figures who are interested in having a platform that is sanely run.”92 Centralized companies, however, will continue to face the challenge of trying to craft universal rules for a complex global audience, even as incentivized ref-workers and grandstanding politicians try to undermine them at every turn.

Protocol-based options are showing us that digital federalism is possible. I’m enjoying my time on Mastodon, Bluesky, and Threads. But there’s a degree of resignation in what’s happening. We are not finding ways to create healthier networks, or to arrive at shared norms and values, or to have more productive dialogue between people of divergent perspectives. We aren’t solving the problem of how to achieve consensus. We’re moving back to smaller networks and reinforcing our niches.

“We shape our tools, and thereafter they shape us,” argued Dr. John Culkin, a contemporary and friend of media theorist Marshall McLuhan. Theorists like Culkin and McLuhan—working in the 1960s, when television had seemingly upended the social order—operated on the premise that a given technological system engendered norms. The system, the infrastructure itself, shaped society, which shaped behavior, which shaped society. The programming—the substance, the content—was somewhat secondary.93 And this is why we must ensure that the future study of social media design (and its impact) spans disciplines, in recognition of the fact that these are complex systems that drive collective behavior.94

By the time this book comes out, there will likely be new technologies and new platforms and new features. Each will come with a set of trade-offs and unintended consequences. But the key takeaway is that our communication systems should be designed to serve us. Wise men in past eras knew this: “Information does not have to be attended to (now) just because it exists in the environment,” Herbert Simon offered. Centuries before, Marcus Aurelius said much the same thing: “You are not compelled to form any opinion about this matter before you, not to disturb your peace of mind at all. Things in themselves have no power to extort a verdict from you.”95

Policy and design can shift the incentives of the system, perhaps making propaganda less lucrative or rumors less explosive. But policy and design specifics will change as technology evolves and new platforms and capabilities emerge and fade away. Perhaps the most impactful lever for change is not tweaks to the rules and features of social media but an improved awareness of our own behavior as users—our capacity to shape murmurations, our responsibility as one of the “seven birds” our friends and families see. As people who work in content moderation often put it (over drinks), the problem with social media is people.

Explaining how the system works may help reduce its worst facets. Noam Chomsky in Manufacturing Consent, Neil Postman in Amusing Ourselves to Death, and Daniel Boorstin in The Image did so for the eras in which they wrote. Learning now about how algorithms function, how tropes and rhetoric work, and why we might be incentivized to spin up outrage can help us recognize when and how we are being manipulated and make us more informed participants. And so, education is our final, and perhaps most powerful, lever.

Education

In 1937, as Father Coughlin descended into overt fascism, a group of academics and journalists deeply concerned about both domestic and Nazi propaganda decided that they would educate people on how it worked. This group, led by journalist Clyde Miller, formed the Institute for Propaganda Analysis (IPA) and set about creating content that exposed the rhetorical tricks of the invisible rulers. Propaganda was deeply harmful to American democracy, they believed; by oversimplifying complex situations and appealing to emotion, it undermined free thought. Their educational materials took the form of practical and engaging guides for community groups and high school students, with titles such as “Propaganda, How to Recognize It and Deal with It.”

There were three ways to deal with it. The first, suppression, was contrary to democratic principles of open debate. The second, counterpropaganda, matched the manipulation and potentially intensified social divides. The Institute for Propaganda Analysis rejected both approaches. The best way to deal with propaganda, its leaders felt, was to give people the tools to recognize it.96 Revealing rhetorical devices and methods of manipulation could enhance critical thinking and build immunity to propaganda’s influence. It could help create the sort of rational, participatory citizens that John Dewey had argued for in debates with Walter Lippmann.

Like Edward Bernays, the IPA took a broad view of “propaganda,” describing it as “conscious attempts to influence others irrespective of whether the appeal is made to the intellect or to the emotions; whether the propagandist is sincere or insincere; whether his motives are selfish or altruistic; whether his power as a propagandist depends upon conscious calculation or comes from some unconscious force.”97 The point was not to dissect the intent of any specific invisible ruler but to explain how, specifically, resonance was achieved.

One IPA framework, the “ABCs of Propaganda Analysis,”98 emphasized self-reflection and the importance of recognizing one’s emotional response to media. For example, F, “Find the Facts,” reminded people that there was plenty of time to study a topic before coming to a conclusion; there was no need to rush to judgment on the timeline of the propagandist, and the responsible listener should interrogate why the propagandist might want them to. G, “Guard Against Omnibus Words,” highlighted the importance of being alert to words and symbols redefined by the propagandist to serve his needs (like censorship has been today).

Another IPA guide laid out seven “tricks of the trade”—rhetorical devices by which the invisible ruler attempts to sway the crowd:

1. [image: image]Name calling—giving an idea a bad label—is used to make us reject and condemn the idea without evidence.

2. [image: image]Glittering generality—associating something with a “virtue word”—is used to make us accept and approve the thing without evidence.

3. [image: image]Transfer carries over the authority, sanction, or prestige of something respected and revered in order to make the latter acceptable; or it carries authority, sanction, and disapproval to cause us to reject and disapprove something that the propagandist would have us reject and disapprove.

4. [image: image]Testimonial consists in having some respected or hated person say that a given idea, program, product, or person is good or bad.

5. [image: image]Plain folks is the method by which a speaker attempts to convince his audience that he and his ideas are good because they are “of the people,” the “plain folks.”

6. [image: image]Card stacking involves the selection and use of facts or falsehoods, illustrations or distractions, and logical or illogical statements in order to give the best or worst possible case for an idea, program, person, or product.

7. [image: image]Band wagoning has as its theme that “everybody—at least all of us—is doing it”; with it, the propagandist attempts to convince us all that members of a group to which we belong are accepting his program and that we must therefore follow our crowd and “jump on the band wagon.”

When I first tracked down the IPA pamphlets, I was struck by how immediately applicable the long out-of-print, poorly scanned documents still are today. And they used emojis! Little pictographs assigned to the rhetorical techniques appeared in the texts the IPA analyzed.99 I do this in slide decks for my own talks; I’d thought it was a fun way to make the audience remember things, to break up text with something a little exciting but still familiar. The IPA had gotten there a solid ninety years before me. Why had this type of education disappeared?

The IPA produced multiple analyses specific to Coughlin—not fact-checks but deconstructions. But more importantly, as broadcasters and governments scrambled to determine appropriate regulatory responses to radio demagogues, their approach proactively reduced the likelihood of a future Coughlin.

However, the effort was not a success at scale. The IPA’s book, The Fine Art of Propaganda: A Study of Father Coughlin’s Speeches, sold thirty thousand copies, and an estimated one million children received IPA materials overall. Coughlin had tens of millions of listeners.

The IPA also became politically contentious—precisely because it took on invisible rulers both foreign and domestic: “In a democracy there are many voices, many opinions, and many propagandas,” the IPA noted. It argued, fifty years before Chomsky, that media capture through ownership, advertising, and state control were problems to be overcome. When World War II started, its mission clashed with America’s own propaganda effort. It lasted five years prior to running out of funding, publishing its last weekly newsletter in 1942. Clyde Miller, meanwhile, was subsequently fired by Columbia University’s Teachers College during the Red Scare—a victim of McCarthyism and smear campaigns. And the House Un-American Activities Committee attacked the IPA in 1947, calling it a “Communist front.”100

The IPA’s approach feels resonant decades later because the rhetorical devices of propaganda, like the tropes in stories, stay fairly consistent. They work on an emotional level, and although evolving technology may change the delivery, the target—people—remains the same.

Propaganda literacy efforts like the IPA are not a panacea. However, educating the public to recognize manipulative rhetoric seems worth attempting again, particularly given that approaches like the broadcasters’ simply turning Coughlin off are increasingly ineffective today. Podcasts such as Decoding the Gurus and Conspirituality are attempting this for their audiences, using entertaining case studies and humor to explain how specific online Gurus operate. Lively subreddits discuss the episodes, collaboratively dissecting the podcasts of mid-tier COVID contrarians who are still earning nearly $10,000 a month on Patreon alone. Science communicators, too, have begun to recognize that this approach can be compelling; educators create infographics with characters like “The Faux-Persecuted Truthtellers” and “The Uncertainty Inflaters” to unpack folks whom everyone has encountered on the internet.101 These skewerings are entertaining; even though it’s educational content, people share it. The learning process doesn’t have to involve sitting in a room reading a rhetoric textbook. It can be made fun.

And in addition to educating people about propaganda, we can educate them about the algorithms that facilitate its spread. Algorithms reflect the incentives of the tech platforms, and teaching people how the digital invisible rulers actually work can help us understand the powerful roles we as users, as members of crowds, play today.102 Algorithmic literacy can help people understand why not all of their friends see all of their posts (hint: it’s not censorship). Understanding how recommender systems sort people into networks can help us be more cognizant of polarizing factions. Learning about curation and engagement helps people understand why minority opinions feel like the majority.

Rumors: How to Recognize and Deal with Them

But what of rumors? In the 1910s, a rumor may have stayed confined to a village or town. In the 1960s, it might have percolated across television programs, if it could get past powerful gatekeepers. Now, in the 2020s, it moves through a murmuration of millions, trends on Twitter, and is picked up by 24/7 mass media. Rumors are more pervasive and fly farther today than ever before, and political rumors are especially potent.103 Understanding and knowing how to respond to them is as critical today as understanding propaganda was in the twentieth century. Rumors, of course, are more organic and less deliberate; they’re core to how we socialize. But they play a significant role in shaping consensus within the niches we inhabit, even as they impact our ability to reach consensus across them. And they are very, very sticky: rumors recur, and they’re hard to refute—particularly when people don’t trust those doing the refuting.

Just as Wayfair was accused of selling kids in filing cabinets, in the early 1980s Procter & Gamble (P&G) was accused of ties to satanism. Satanic panics were coming for many unexpected targets around the time; conspiracy-prone churches that railed against rock-and-roll bands also went after P&G. Some of the rumors focused on its logo, in use for over fifty years: the beard on the logo’s face had what looked like three upside-down sixes (the mark of the beast). Fifteen thousand people called the company in under two months to inquire about this as the rumor began (a fraction, of course, of the engagement on major viral rumors today). The rumor seemed to die down in 1982 but resurfaced in 1985; a tall tale alleged that someone (attribution varied) had seen the company’s CEO on The Phil Donohue Show, a popular TV talk show at the time, admitting to the nefarious relationship.104 Procter & Gamble painstakingly attempted to correct the record: the company hired investigators to look into the origin of the rumor, distributed thousands of antirumor media kits, and made efforts to engage religious leaders—including Jerry Fallwell and Billy Graham—to quash the inane theory.105 After hundreds of thousands of phone calls over a period of a few months, P&G removed the logo from all of its products in April 1985.106 But this too blew up. What were they hiding?

The rumor returned in 1991. Believers distributed fliers to alert their friends and encourage a boycott. Pastors handed them out to their church congregations, which news coverage suggested persuaded some to participate in the boycott. “Our pastor presented it to us. And if a person of trust presents something to you, you believe it,” one person told the Washington Post, expressing surprise when the reporter informed him that the supposed Donohue broadcast had never happened.107 P&G eventually began aggressively suing people spreading the rumor—including distributors for its competitor, Amway, who were leaving voicemails in hopes of gaining boycotting P&G customers.

Jean-Noël Kapferer, the rumor scholar we first encountered in Chapter 1, studied the response of P&G and other companies faced with similar challenges. He found that refuting the false claims was very difficult for targeted companies and individuals alike: simply denying the rumor often reinforced it in people’s minds or inadvertently communicated the misleading claims to still more people. Denials were challenging: they weren’t really “news” because they were expected, and they were something of a killjoy. They “plunge[d] us back into the banality of reality” and offered little novelty.108 If the correction carried a frisson of drama—perhaps a countersmear—it might get more attention, but companies and institutions were often loath to play that game.

And yet, not bothering to put out a refutation was also a bad strategy, because the lie went unchallenged.

Two questions mattered: whether to respond and how. To the question of whether, Kapferer argued that four groups were in play: enemies who will always believe the rumor, the uninvolved (who won’t pay attention), allies who will support the targeted person or company, and then the hesitant, who don’t know what to think. The last group mattered the most; if they weren’t engaging, silence was possibly the best response. If they seemed to be paying attention and sharing the rumor—remember Plandemic, which hopped out of the anti-vaccine niche and into the corgi clubs and the church groups—then a response was necessary.

The ability to quickly examine spread—not simply in terms of engagement numbers but in terms of the communities that were engaging—was an attempted focus of the Virality Project. It’s hard to assess community spread quickly, but it’s key for enabling rapid response counterspeech. It ensures that the response is relevant, comes from the right messenger, and reaches the right audience.

But there is still the question of how to respond, once it’s deemed necessary.

P&G responded with statements and community engagement and media comments, but lawsuits against the competitors who defamed them played perhaps the most significant role in ending the rumors. Similarly, Dominion—which was scapegoated in Election 2020 rumors—filed a massive defamation lawsuit and won a nine-figure settlement from Fox News. In the Wayfair case, the actions of social media companies primarily reduced the trend; we’ve discussed the trade-offs of private actors throttling rumors already and the challenge of doing so on decentralized social networks.

Kapferer examined other case studies: a false allegation that McDonalds put worms in its meat and an actress struggling to overcome lies that she was severely ill. He described some strategies that worked. Repositioning rumors and making them embarrassing to share was one approach. This might be a more uphill battle today, as norms have fractured along with reality. However, people do respond to learning that they’ve spread something demonstrably false: one of the early sharers of the Wayfair rumor—now enrolled in a PhD program to study algorithmic bias—acknowledged that when people eventually told her the Wayfair rumors were debunked, she felt uncomfortable and deleted her posts. She clarified for her followers that some of the children they’d been making collages about weren’t actually missing at all. But she also knew that she couldn’t take it back; some would continue to believe.109

There was another approach that Kapferer highlighted as effective, something very similar to the IPA’s take on exposing propagandist rhetoric: explaining why people believe the rumor. In 2021, as the Election Integrity Partnership reviewed viral election rumors in the months after January 6, a handful of recurring themes stuck out.110 “Bussed-in voters” rumors popped up in multiple places in 2020 but had also made the rounds in 2016 and 2012;111 indeed, the trope dates back decades. Similarly, rumors about dead voters and rigged machines popped up year after year. Mail-in ballot concerns were newer, and COVID-19 certainly made them more salient, but they popped up on a weekly basis despite repeated efforts to reiterate the facts.

In Chapter 3 we discussed the concept of tropes: familiar building blocks for stories that writers (and influencers) commonly rely on. When the movie opens with a large fin slicing through the water as a woman jumps into the ocean, you know where it’s headed. And who among us hasn’t seen a political thriller in which a cabal hacks something to steal an election.

Tropes are comforting for their familiarity; the audience feels up-to-speed instantly. And the same held with election rumors. There was a finite set of elements: Found Ballots. Dead Voters. Nefarious Pens. Hacked Machines. The plotlines were so familiar—evocative of popular Netflix thrillers at times112—that audiences would often reply to influencers’ tweets or Facebook posts with something like “Oh, they’re at it again,” or “Of course!” or “They keep doing this, the cheaters.” Yet they didn’t appear to lose interest.

That’s in part because influencers would add a dash of novelty. Each of the “hacked machines” conspiracy theories had a distinctive element: they had been compromised by evil Democratic operatives, by CIA supercomputers, by Russians, or, in one memorable instance, by Italian satellites.113 The “new” story was then worth sharing, and the faction could feel that it was participating in the fight for their candidate by doing so.

Tropes also make conspiracy-theory narratives transferable across topics. The QAnon omniconspiracy theory incorporated elements of others that were rooted in the idea that a Nefarious Government Cabal existed. The Man Behind the Curtain is a common trope in many conspiracy theories, from vaccines to chemtrails to UFO cover-ups.114

But the fact that these manipulative tropes are so common could also be their undoing. Years ago, I stumbled across an amazing website called TV Tropes. It’s like Wikipedia but written by people whose passion in life is documenting every narrative device that’s ever appeared on a screen, large or small. It’s illuminating. The “Expository Hairstyle Change” entry explains (and in doing so, skewers) the common visual device, used in films ranging from The Matrix to Frozen, that conveys a character’s personal growth. When you see a technician alone in a lab in a white coat “Playing With Syringes,” you know that dinosaurs or a virus will escape imminently.

What does this have to do with rumors? The current system for countering rumors is largely reactive: fact-checkers play Whac-A-Mole with the latest specific inflection. They debunk ballot claims in Sonoma and voting machine theories in North Carolina after they’ve spread. The truth is, it’s not yet clear how effective the resulting fact-check labels are: some studies suggest they have an impact; others say it’s limited.115 Content that is taken down in one place or labeled in another continues to spread elsewhere in the ecosystem.116 But there’s promising research into what’s known as inoculation theory, or prebunking—the temporal opposite of debunking.117 The strategy is similar to that of the Institute for Propaganda Analysis’s “tricks of the trade” guide. Instead of fact-checking specific claims reactively, what if we discussed their underpinnings preemptively, explaining how and why they work?118 By illustrating how certain types of rhetoric or tropes function, what rumors recur, and how invisible rulers use them, people “could be inoculated against persuasive attacks in much the same way that one’s immune system can be inoculated against viral attacks.”119 No one likes to be manipulated, and prebunking taps into that inherently human desire to maintain autonomy.

Another argument for prebunking is that tropes are nonpartisan. Teaching audiences how to spot building blocks can be empowering and need not criticize anyone’s favorite influencer or political party. It might even lead to what TV Tropes calls the “Everybody Helps Out” denouement, when the story ends with all the characters coming together to make the world a better place.120

Reset Norms

There was one response to Father Coughlin that we haven’t yet discussed: the church’s reaction.

The church approved of Coughlin’s early radio broadcasts, as he combined Catholic teachings with broader economic and political commentary. However, as his broadcasts became more political and controversial, and as his views increasingly delved into conspiracy theories, anti-Semitism, and fascism, the church distanced itself. Prominent Catholic leaders like Cardinal George Mundelein of Chicago openly disapproved of Coughlin’s divisive and inflammatory statements. Eventually, in 1942, his superiors in the church intervened, ordering Coughlin to cease his political activities and concentrate on his priestly duties. The church took a stand against divisive rhetoric and actions inconsistent with its teachings.

Cyberbullying and online harassment are serious problems; people across the political spectrum are rightly very concerned when either happens to young people. Yet it’s often adults who troll each other, screaming epithets at, disparaging, or haranguing some perceived enemy or unfortunate Main Character over the most mundane things. The provocation can be anything. Recall the woman mentioned in Chapter 2 who in 2022 posted about enjoying coffee in the garden with her husband each morning only to receive thousands of replies. Strangers attacked her for not “acknowledging her privilege” and thinking of how her words might impact those in worse circumstances or without husbands, gardens, or coffee.121 That situation was absurd but not surprising. Platform affordances, coupled with mobs’ moral righteousness and satisfaction, make it routine. The targets lock down or delete their accounts and often think twice before posting again. Gamergate wasn’t an isolated event—it was a norm shift. New York Times columnist Ezra Klein put it concisely in a 2022 essay: “Twitter rewards decent people for acting indecently.”122

If we want virtual public squares, we have to act like the people on them are our neighbors. If we want to come together and have open debates about important issues, the norms of participating and reacting have to change. Because at the moment, people are finding the Great Decentralization preferable to trying to get along on the same social media platforms.

Media-of-one and political influencers who smear people, tacitly incite whack jobs, and then disclaim responsibility should be seen for what they are, no matter the faction: assholes. And it’s people within their faction who should call them on it, as the church did with Coughlin. Criticism from the outside is more easily dismissed.

Influencers can play a major role in creating healthier communities by modeling better behavior themselves—and platforms can incentivize this in recommendations and content curation. Increasing the visibility of less sensational, less popular, or less nasty accounts in feeds could be transformative.

Chris Bail of the Duke Polarization Lab argues that it’s important to increase awareness of how algorithms intersect with online crowds. Teaching people to “see the prism”—to recognize, for example, the majority illusion that happens when small groups of extremely strident people dominate The Discourse—can be very useful. Raising awareness of the misperceptions people have about their political opponents—making them aware of the opinions of the majority of the group rather than those of the loud fringe—can have a strong depolarizing effect.123 By realizing that extreme opinions often get more attention, while quieter, moderate views stay hidden, people might start reacting differently to posts that are designed to provoke strong reactions.

We all need to speak up, debate, and engage—and visibly support those who are targeted by harassment mobs for doing so. Otherwise, the most extreme voices—those most willing to resort to threats, cancellations, and mob dynamics—control the conversation.

Updating the Playbook: Notes for the Targeted

As Bernays pointed out a century ago, invisible rulers are incentivized to tear down the current system of authority. If you or your institution works on an issue that one of the Perpetually Aggrieved influencers or some incentivized propagandist can use as fodder for the culture war, you or members of your team will eventually be targeted. You must have a strategy in advance so that you are not scrambling when it happens.

Don’t think that it won’t come for you or your field, industry, or brand. It will. In 2023, some online factions began harassing librarians.

For academic institutions in particular, it is paramount to recognize bad-faith attacks and not hang people out to dry. Bad-faith mobs demanding firings are targeting the principle of academic freedom and working to silence the speech of the researchers they attack. Hyperpartisan legislators now also regularly act in bad faith, demanding documents using the flimsy pretext of a half-baked smear campaign—they are abusing their power. They are not acting for a legitimate legislative purpose. Their intent is to chill good work and silence good people in pursuit of political aims. The people who stood up to McCarthyism are the ones history remembers.

Your communication strategy is as important as your legal strategy. Playing ostrich does not stop the rumors or end the story; it simply lets someone else control the narrative. If you are sufficiently interesting or useful as a villain in a conspiracy theory, the propaganda machine and the rumor mill can keep recycling claims and allegations endlessly. If you wait for a “news cycle” to pass to begin doing your work or speaking publicly again, you will be waiting forever—the people writing the smears are not “news” outlets. Once your institution or a team member, manager, or CEO is part of some conspiracy theorist’s monetized cinematic universe, he will always find a way to work that entity or person back into the story. Niche media are fully aware that you will not sue them because of the cost and time commitment involved in a defamation complaint; there is no cost or consequence for continuing to lie.

The universities targeted by Jim Jordan in 2023 learned all this the hard way. When the weaponized congressional committee demanded information, many quickly complied. Most of the institutions confronted with these subpoenas treated them as if they were dealing with a legitimate investigative oversight effort rather than the second coming of the House Un-American Activities Committee. If they played nice, the thinking went, maybe Congress would read the documents they turned over, see there was nothing to any of this, and go away. Receiving a subpoena comes with legal obligations, of course—subpoenas are hard to fight, and institutions often have many lines of work and relationships with other parts of Congress that they need to maintain. But many institutions also ran a doomed communication strategy, trying to keep their heads down and hoping the news cycle would just move on. Correcting the record or denying the lies would only attract more attention, they thought. After all, even if people were talking about it on Joe Rogan and it was attracting tens of millions of views on Twitter, it wasn’t in the Washington Post.

This was terribly naive. The point of the exercise was punishment, not oversight. It was glaringly obvious to those of us who study propaganda and disinformation what was going to happen: documents and excerpts of interviews would be leaked to ideologically aligned propaganda outlets, and those mentioned in the resulting coverage would be targeted by online mobs. And yet, since institutions did not fully comprehend what game they were playing, many communications teams struggled to formulate a plan. They gambled on the tiny chance that the leaks and bad-faith targeting wouldn’t happen—and lost. The strategy was decided by the institution, but the consequences were borne by the individuals.

Targets of these campaigns need not respond to each and every attack or smear; you don’t want to inadvertently amplify something that has gotten little pickup and seems likely to quickly fizzle out. However, if something begins to spread outside an echo chamber, rapid transparent responses are key. There is no need to fight in the mud with pigs, but getting your own story out is important. When people search for information about the rumor, the search engine may well return the smear content—unless you make the facts available. Write your own post detailing the facts in plain language and share it through your network. Make sure any Wikipedia articles about you or your work reflect the truth—because today’s AI-enhanced search engines increasingly incorporate Wikipedia content into generated summaries. Wikipedia attacks can be managed with help from the site’s volunteer editors. If you are FOIA’d, consider posting the documents preemptively yourself on an official website to prebunk the claims and reduce the impact of the “secret documents exposed!!!!” stories. Consider sharing them with a good-faith media outlet. If you receive bad-faith media inquiries from recurringly dishonest outlets, consider posting the full email, along with your response, publicly on your site or sharing it to social media.

If you are an individual who is targeted, reach out to someone who’s been through a smear campaign before for advice on how to respond and how to protect yourself (from legal, security, and reputational standpoints). Your interests—particularly if you are the zebra in the Serengeti strategy—may not be aligned with your institution’s, and you should be clear-eyed about what that means. The climate scientists learned this quickly, which is why they formed field-protection efforts such as the Climate Science Legal Defense Fund.124 Members of the field can also mutually support each other, particularly when the targeted person can’t speak up. Physicians, too, have developed community-assistance groups that help targeted individuals push back against harassment and smear campaigns. More fields need to form these efforts in advance of when they’re needed.

Above all else, make sure that the person at your institution leading the response understands modern smear campaigns and also the internet.

In addition to internalizing that the political game has changed, institutions of all types must adapt to the modern communication environment more generally—the CDC’s failures during COVID offer a vivid explanation of why. There are two areas for immediate focus: first, communicating transparently and frequently; second, building networks of compelling speakers and amplifiers.

Years ago, shortly after Senate Bill 277—the bill to remove the personal-belief loophole from school vaccine requirements—became law in California, I was asked to join Dr. Richard Pan, the state senator who led the bill, and Leah Russin, the founder of Vaccinate California, to speak to a class of public health master’s degree students at the University of California, Berkeley. Dr. Pan talked about the bill, and Leah spoke about the importance of parent advocacy. I talked about the data analysis I’d done of the evolving anti-vaccine Twitter conversation—including the observation that the public health officials were largely outside it. Several communities had been frequent participants in the hashtag: long-standing anti-vaccine activists, a new “medical freedom” cluster, and Tea Party conservatives in particular. There were influencers local to these communities who drove the conversation—they got retweeted, and their memes were picked up by other members. There wasn’t really anything like that on the public health side. One student asked me if they should be doing more. Should they all join Twitter? I’d experienced a significant amount of harassment on Twitter during that campaign, and Twitter hadn’t seemed interested in moderating even doxxing and stalking, so I hedged a bit—why would I encourage other people to go sign up for that? These were students who had actual public health work to be doing, I thought.

My answer is different now. Engaging on social media is part of the job. Period. It is not optional. Individuals can do more or less of it, of course, but the field must train communicators, and it must train them for this communication era, not the old one where they might occasionally go on TV or NPR. And that is because today if you are not communicating, well, others still are. And their content is what is available for curation, for amplification, and for shaping the online conversation.

The tendency among experts is often to wait until they know all the facts. But this is no longer the right approach; silence simply gives others the opportunity to shape the narrative via the rumor mill.125 It’s fine to say, “We don’t know yet” or “Information is still coming in; please be patient”—even these comments reinforce that the institution is aware of the concern, paying attention, and trying to figure out the facts. But simply waiting it out and not participating in the conversation because consensus hasn’t solidified leaves a void for others to fill.

As Naomi Oreskes and Erik Conway put it in Merchants of Doubt, “Scientists have long believed that their job is to figure out what the truth is. Someone else can best popularize it. Someone else can better communicate it. And if there’s garbage being promoted somewhere, someone else can deal with it.” Scientists may want to avoid jumping into the fray on science-related rumors or misinformation at all, lest they be accused of “politicizing the science.”126 Yet if their voices are absent, the world will be worse off. It was often not scientific consensus (or even debate) that trended during COVID but what we might call the “consensus of the most likes”; if enough people engaged with a post, more saw it. The algorithms are not equipped to judge accuracy or authoritativeness—and in emerging situations, it’s not always clear what is accurate.

Building up an audience through regular public communication is key. Brands have begun to do it. Some public service accounts, like the National Parks Service, numerous state agencies ranging from sewer management to wildlife conservation, and even the US Consumer Product Safety Commission, now aim to be engaging and funny.127 Their content gets shared because it feels relevant and it’s something of a novelty—but the important messages are getting out there. Influencers on social media are, above all else, storytellers, and good storytellers are authentic, honest, knowledgeable, and entertaining.128 The people communicating on behalf of institutions need to be equally good storytellers, responding simply, directly, and quickly.

But taking part in online discussions and sharing engaging material is just the first step. In today’s world, where rumors and propaganda spread through networks, institutions need networks to spread their messages. This was one of my main takeaways following our work on the Election Integrity Partnership and the Virality Project. Networked institutions matter. We could show local election officials or doctors what misleading information was picking up steam, and they could respond by posting their own messages, creating their own counterspeech. Doctors were very good at making their messages resonant, because they’d talked to vaccine-hesitant patients face-to-face for a long time. However, they often didn’t have large audiences online, so the messages only traveled so far. Meanwhile, the “repeat spreaders” had not only individual large audiences but networked distribution. They moved information from person to person, crowd to crowd. The influencer-algorithm-crowd trinity is a networked distribution system. When we tried to create a network of institutions to help get the most accurate information out to the public, those who wanted to manipulate the discourse unopposed tried to reframe it as a cabal.

Form partnerships, build networks. They are key.

For a time of niches and polarization, the communication strategy of “right audience, right message, right time” requires right messenger as the fourth critical element. Connecting with influencers is one option. In the summer of 2021, for example, the Biden White House worked to bring influencers with existing large followings into the COVID-19 vaccine conversation. The White House connected with more than fifty Twitch streamers, YouTubers, TikTokers, and other celebrities with large online audiences. Many were excited about an opportunity to push back against other influencers who’d spread misinformation. In another outreach effort, one vaccine-hesitant influencer, a Mexican actor with nearly seventeen million Instagram followers at the time, livestreamed an open discussion with Anthony Fauci, where he expressed his concerns and Dr. Fauci responded. This was a one-on-one conversation, but it leveraged technology to reach millions. State and local governments also reached out to those with existing large followings, sometimes paying local micro-influencers to help spread pro-vaccine messages.129 It is paramount that these public service announcement campaigns be transparent, unlike the political influencer campaigns that earn sponsorship and affiliate revenue and don’t disclose their incentives to their audience.

Networked counterspeech serves another important purpose: When just a few people speak up, they can be easily overwhelmed by a harassment brigade. But a groundswell of outspoken participants can stand up against this harassment and ensure that the viewpoints on social media platforms are more fully representative.

Mediating Consensus, Sharing Reality

Coughlin was the man for the medium, and invisible rulers of today are the men and women who understand the medium. But Coughlin also spoke to a deep and real resentment—he started out not as a fascist but rather as a man who spoke for, and to, some part of the public. The political influencers we’ve discussed are also giving voice to real concerns. Many are important spokespeople for communities and movements.

The collision of the rumor mill and the propaganda machine can’t be undone. There will be no return to a handful of media translating respectable institutional thinking for the masses. Nor should we pine for that: it is not immediately obvious that centralized lies pushed by the old power structure are preferable to the thousands of small lies pushed by the new. Chomsky’s critique of manufacturing consent was trenchant—and true.

But the pervasive, acrimonious dissensus we find ourselves in is simply untenable for democratic society. There is, of course, a deep irony that platforms built to connect the world have severed our ability to find common ground. We now have an actively disinformed citizenry, spread across bespoke realities. The factions fight the institutions, and they fight each other. The nihilistic, loud voices among them, like the Perpetually Aggrieved, speak for the rage but offer no vision for the future. The alienation of bystanders makes their words appealing, and fear of standing up to the mobs makes pushback less likely. Yet the delegitimization of everything that surrounds them does not make them any more capable of building a lasting movement with a vision. They cannot form consensus sufficient to build new institutions; the old institutions, meanwhile, struggle to form consensus sufficient to govern.

Many of us stand on the sidelines, afraid to engage and unsure who to trust. Meanwhile, generative technologies are adding unreality to the equation: AI-created accounts, videos, audio, and text.

All of this occurs at a time when we desperately need consensus—when we face profound collective challenges. Addressing issues like climate change, pandemics, and technology transforming the workforce is impossible if we remain locked in factional warfare.

Something has to change.

It won’t be human nature. Factions have always been part of American society; in 1787, James Madison argued they’re part of our very essence: “The latent causes of faction are thus sown in the nature of man,” he wrote in the Federalist Papers, noting that we are “more disposed to vex and oppress each other than to co-operate for [the] common good.”

The desire to shape public opinion won’t change either. Reaching consensus will always be a messy, grueling process. There will always be invisible rulers operating behind the scenes—the next Father Coughlin, a new Amazing Polly, a novel algorithm. And the medium will always evolve, just as the printing press and radio gave way to successors.

But we can focus—as Madison did—on mitigating their harmful effects. Platforms can design with incentives beyond engagement in mind. Governments can prioritize transparency and the restoration of trust. Counterspeakers—all of us—can leverage the very same networked tools that propagandists do.

The path forward requires systems to mediate, not manufacture, consent. We need systems that are resistant to top-down control and corruption but also to bottom-up, breakneck rumors. This requires a heightened awareness from, again, all of us: a recognition of our own biases and preferences, a commitment to balancing skepticism and trust, and a genuine desire to share the same reality.
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