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          Introduction: Sovereignty and mobilities in a digitised world
 
        
 
         
          
            Talking to computers at the border
 
            In 2016, a controversial research project called iBorderCtrl won a 4.5 million Euro grant under the European Union’s Horizon 2020 Programme. The project developed an automated border system that could process non-EU member state nationals. The system used a plethora of cutting-edge digital border technologies, but its standout feature was an Automatic Deception Detection System (ADDS), which made travellers talk to an on-screen AI-powered avatar (O’Shea et al., 2018). The avatar, a graphical male police officer, asked travellers a series of questions while AI-based systems assessed their micro facial expressions to determine whether they were lying (Crampton, 2019, p. 54). The avatar’s questions and demeanour changed in response to the calculated veracity of a traveller’s statements, which was scored and recorded in a QR code that could later be scanned by a human border guard. As such, iBorderCtrl was a comprehensive technological system that automated the primary function of the sovereign border: the assessment of outsiders.
 
            Systems such as iBorderCtrl were central to government and industry plans for what was perceived to be the radical transition from traditional sovereign-state borders to modern smart borders. An earlier example of a similar smart border system was the Future Attribute Screening Technology (FAST) project, which was developed in the U.S. by the Homeland Security Advanced Research Projects Agency (Egbert & Paul, 2019). A Department of Homeland Security (DHS) visual representation of FAST depicted travellers at airports and other bordering sites being assessed in an automated fashion as they walked through corridors (Swanlund & Schuurman, 2018, p. 925). The assessment examined a traveller’s biometrics, including their heart rate, breathing patterns, thermal activity, pupil size, body movement, rapid eye movements, and other corporeal features, to determine whether they harboured ‘malintent’ towards the United States. Just like iBorderCtrl, FAST was not an iteration on existing bordering mechanisms, it was a drastic shift in how borders were performed and indeed what borders are. So futuristic was FAST, that it engendered comparisons to science fiction technologies, such as those used to prevent ‘pre-crime’ in the 2002 movie Minority Report (Swanlund & Schuurman, 2018, p. 921).
 
            However, in reality, the global development and implementation of smart borders has not occurred in the fashion imagined by those who promoted iBorderCtrl and FAST. Indeed, following public criticism and expert scepticism,1 neither of these systems were officially deployed. Furthermore, the digitisation of sovereign borders across the globe – the entrenchment of digital technologies into bordering processes – has not involved a clean and clear replacement of traditional, manual, and human-centred bordering systems with holistic digital bordering systems. And thus far, the sci-fi-esque imaginary of people talking to computers at the border and being scanned for potential future crime has not materialised.
 
            Nevertheless, what has occurred through the digitisation of borders is no less dramatic or significant than the deployment of iBorderCtrl, FAST and other similar systems. Instead of a bordering paradigm change, advanced digital technologies have been integrated into existing bordering practices in an ad hoc and fragmented fashion across the global North. Online traveller pre-registration, algorithmic risk assessment and the biometric matching of travellers to their documentation has become commonplace in the US, Canada, Australia, the UK, the EU and other comparable jurisdictions. Beyond standard entry/exit points, drones are increasingly used to automatically search for irregular migrants, smart cameras are deployed to track the movement of vehicles and travellers, and people are digitally surveilled as they move inside the geographical boundaries of countries. Thus, while state boundaries may not yet involve virtual border guards who predict future crime, they are impregnated with a vast array of advanced digital technologies that contribute in an ever-greater fashion to the collective action of sovereign bordering. Even if travellers are not forced to talk to computers, they are regularly made to communicate with them at airport self-service check-in booths, security kiosks and other checkpoints. And this communication may not be verbal, but it does involve giving private details to computers, posing for automated photos and scanning, providing biometric data, and responding to questions.
 
            As smart borders have developed in this fashion, the nature of international travel has also changed. Processes that are essential to travel, and were once manual and analogue operations, are now undertaken via engagement with digital systems. Air travellers monitor ticket prices, book flights, check-in, and purchase plane meals using smart phones and laptops. During journeys travellers interact with digital devices for entertainment and to transform their mobile spaces into places of work. For travellers who move outside of formal mobility pathways, smart devices and their maps, GPSs, and social networking capabilities can be the difference between completing a journey or not.
 
            These instances of border and travel digitisation are not a complete move away from past bordering and movement processes. In the era of digitisation, borders and travellers have become messy assemblages of advanced digital processes and manual human-centred activities. While the tech hype surrounding systems like iBorderCtrl overemphasise the power of surveillance states to control and know people (Canzutti & Tazzioli, 2023), digitisation is profoundly reshaping how sovereign borders operate and how people respond to them. It is this subject that is examined in this book: how digital technologies are altering borders and international mobilities, and the social and political impacts this reformatting of sovereign borders is yielding. This analysis includes the critical examination of how digitisation is changing where and when state borders exist; producing powerful digital bordering identities that exclude minorities; spreading bordering agency across human-machine and machine-machine assemblages; and (re)producing the nature and experience of international travel. It will be shown how central to these features of border and mobility digitisation is a radical enhancement in the attachment of state border to bodies, and the division of populations based on their ability to travel as desired. By examining these issues, this book will lay the groundwork for scholars, policy makers, citizens, and travellers to critique the social and political outcomes of border digitisation and promote its more productive and equitable implementation.
 
           
          
            Digitisation
 
            The incorporation of digital technologies into borders and mobility is only one small part of a broader social, political, cultural and technological change that is occurring across the globe. The change in question is ‘digitisation’, the shift from interactions being based on analogue information to digital data. On a personal level, digitisation is evident in the integration of mobile phones and other digital devices in everyday activities, whether it be to check the review of a restaurant before eating, posting to social media about activities while they are occurring, self-tracking ones’ personal physiology through day and night, or simply engaging with people in virtual and digital spaces. Such digital exchanges alter the very fabric of social interaction creating what Deborah Lupton (2014, p. 2) describes as ‘digital society’.
 
            However, digitisation is driven by much more than the growing personal use of digital devices. It is also generated by the implanting of digital technologies and associated practices of data exchange into the environments in which people exist. Shops and banks have replaced face-to-face checkouts and teller desks with self-scanning checkouts and automatic teller machines, and such digital devices are only used when shopping and banking is not done online. Schools and universities have shifted classrooms into partial or complete virtual environments, and workplaces are often networked home-offices where geographically distanced workers are brought together by videoconferencing, online message boards and email exchanges. Additionally, work and leisure spaces are impregnated with an ever expanding range of ‘smart’ devices that are digitally networked within what has come to be known as the ‘Internet of Things’ (IoT) (Lupton, 2020b).
 
            Thus, digitisation is occurring at the intersections of material and virtual worlds. Digital data exchange is underpinned by material infrastructures, and it also has material effects on people and physical spaces. Nigel Thrift (2004, p. 183) describes this by stating that ‘computing is increasingly flowing out into the environment, … [i]t will become a new kind of surface, fitted to activity-in-context like a glove is fitted to a hand.’ The sense of a digital backdrop is, for Thrift (2004, p. 186), causing people to develop a ‘new kind of technological unconscious’ built around capacities to interact with digital devices and the normalised expectations of such interactions. Accordingly, the increasing presence and use of digital technologies is impacting personal psychologies and identity construction.
 
            As a concept, digitisation captures these transitions by referring to the plethora of technologies that utilise digital data instead of analogue information, encompassing not just technological advances but also changes occurring in social, cultural, political and economic spheres (Koch, 2017, p. 4). The breadth of the concept is explained by Gertraud Koch (2017, pp. 2 – 3) who states:
 
             
              digitisation has become the allegory for the bandwidth of the diverse developments related to information technology since the image of the computer, as a device and a machine, does not have enough symbolic power to comprise the variety of the intruding information technologies, devices, and paradigms, as well as the velocity of the intrusion into people’s lives ….
 
            
 
            If there is a common technological aspect to digitisation it is the growing significance of digital data itself. Digital data fuels digital technologies leading researchers to suggest that what is progressing the contemporary wave of digitisation is the soaring availability of digital data (Bigo et al., 2019; Zuboff, 2019). Contemporary data availability is enhanced by the sheer number of daily activities containing a digital element and/or virtual component, and subsequently leaving a digital imprint (Aho & Duffield, 2020, p. 189). Phone apps and car GPSs track where people move; social media posts record what they consume, their feelings and experiences, and who they interact with; LinkedIn profiles capture peoples’ work activities; and fitness trackers turn bodily processes and sleep patterns into digital data sets. This is all before we look at the recent generations of computer-human automated listening devices, such as smart speakers and phone based chatbots, which turn vast quantities of verbal communication into digital data.
 
            However, the generation of data and digitisation are not universally homogenous processes, which is clear in the existence of national and local ‘digital divides’ (Elena-Bucea et al., 2020; Jamil, 2021; Tsatsou, 2011). In short, certain populations lack the resources to acquire digital technologies or are located in regions where the necessary digital infrastructure is less prevalent (Zheng & Walsham, 2021). There are also significant differences in the extent to which digital technologies are incorporated into wider societal processes. For example, while Chinese business and government policy embraces cashless payments (Liang et al., 2018), in Indonesia over 99 % of all transaction still use cash (Ng et al., 2021, p. 9).
 
            Despite this, digitisation is such a fast-moving process that digital divides are constantly changing. Across Africa, fast growing consumer electronic markets, particularly for mobile phones, are being targeted by tech companies (Kanyam et al., 2017), and ‘in 2018 and 2019, India registered the largest increase in cashless payments in the world, growing at an average of 55 % year on year’ (Ghosh, 2021, p. 3). In all of these contexts the true stories of digital divides are complex. For instance, there is a lot of infrastructure to support cashless payments in Indonesia, but it is largely isolated to tourist locations (Ng et al., 2021, p. 9).
 
            This demonstrates the intersectionality of digital technology, whereby an individual’s access to technologies, and requisite technological knowledge, is influenced by their position within gender, sexuality, class, wealth and other intersecting hierarchies (Zheng & Walsham, 2021). Intersectional identities also shape how people will experience digital technologies (Elena-Bucea et al., 2020). Digital technologies are often designed for white male subjects, rendering ‘others’ less able to use them (Pugliese, 2010). Chatbots including those embedded in current generation smart speakers notoriously understand men’s voices better than women’s voices, and smart cameras are often more attuned to identify white faces than non-white faces. For Pugliese (2010, p. 60), these examples are part of the design of digital technologies for the ‘systematic, empirical occlusion’ of minority subjects by rendering them invisible.
 
            Digital technologies are also incorporated into political systems in ways that reinforce, or even exacerbate, inequalities. In Australia, the digitisation of government support payments in certain regions through the rollout of cashless welfare cards has been used to control Indigenous Australian communities (Everuss, 2020b; Klein, 2020). What these examples illustrate is that digitisation is a political process that interacts with local and global power relations (Couldry, 2017; Willson, 2017).
 
            In examining digitisation, scholarship has particularly focussed on the way political power is wielded by the hidden systems of digital technologies, particularly advanced algorithms including those described colloquially in terms of Artificial Intelligence (AI). David Beer (2009), for example, shows how algorithms exercise unseen power by sorting the information available to people, and limiting the choices they can make about their virtual and material lives. As such, the automated decisions of algorithms contribute to the production of subjects and subject knowledge. The information environments produced by the algorithmic dissemination of knowledge, especially in social media, has been found to promote ‘post-truth’ discourse. Jayson Harsin (2015, p. 331) describes this process stating that digital media turns truth into a market in which citizens engage in ‘truth games’ alongside organizations and algorithms by seeking to debunk alternate opinions. Elites can then dominate this market by, firstly, using their greater access to digital resources to promote skepticism, secondly, engaging citizens in continual processes of debunking and counter-claiming, and thirdly, promoting their own truth claims in ways not available to ordinary citizens (Harsin, 2015, pp. 331 – 332). Causing such fundamental changes to the public sphere is just one way that, in the words of Bigo et al. (2019, p. 5), digital ‘[d]ata is not only shaping our social relations, preferences, and life chances but our very democracies.’
 
            Interconnected with the digitisation of political power is the digitisation of economic relations and systems. By this, I do not mean just the increasing use of digital technologies to produce, exchange and consume goods and services, but alterations to the underlying structures and practices in which economic activity takes place. For example, Shoshana Zuboff (2019) argues that the mass capture of digital data about people and their behaviour by tech companies, and the selling of this data to corporations that use it to market products to consumers, is creating a novel variant of capitalism based around surveillance. For Zuboff (2019), the use of personal data to influence consumers and increase profits is so wide-spread and pervasive that digital surveillance, or ‘extraction’, is now an essential component of the capitalist structure. While digital ‘extraction’ promotes/exacerbates unequal power relations between producers and consumers, it attracts remarkably little public outcry or government regulation, leading Brett Aho and Roberta Duffield (2020, p. 191) to state that ‘in much of the world, a sort of social contract seems to have emerged in which citizens tacitly accept data surveillance as long as firms continue to provide desirable services.’
 
            The social, political and economic impacts of digitisation identified by social scientists across society are occurring at the border. Algorithmic power as described by Beer (2009) influences what people know about travel, and as Zuboff (2019) recognized, attempts to cross borders are shaped by the activities of surveillance-capitalist structures. At the same time, travellers rely on personal digital devices to undertake and co-construct their journeys as a partially virtual activity (Lupton, 2016b), which is evident in travel-based Instagram feeds and physical tourist activities designed for travellers to impress online audiences. Additionally, material borders with their e-gates, automated customs booths, and smart phone ticketing systems are enmeshed with a digital fabric, which, in line with Thrift’s (2008) theories, travellers have come to expect and built capacitates to engage with as part of their ‘technological unconscious’.
 
            However, despite the applicability of general and wide-ranging theories of digitisation, there are unique and significant features of the digitisation of borders and mobilities that this book studies. Sovereign state borders involve complex and long-standing power relations that function as a central pillar of political group formation and statehood. The digitisation of borders is consequently a high stakes game affecting the very establishment of political populations, the defining of legal jurisdictions and the production of sovereign territory. To properly understand how these essential bordering processes are being digitised we need to appreciate how they were enacted and functioned prior to the current wave of digitisation.
 
           
          
            State sovereignty and borders
 
            Producing and interacting with borders is part of the human condition. As Martin Heidegger (1962) shows us, ‘being’ or Dasein is dependent on people entering into relationships with the things that surround them. This process inherently involves distinguishing between the things that surround us. Thus, to be human is to draw borders between objects, between individuals and groups of people, between ideas, and between anything else we might encounter in the world. However, before we delve too deeply into the ontological significance of bordering, it is important to note that not all borders are qualitatively the same. Some borders, such as the boundaries between concepts, are highly flexible divisions that serve to help humans represent their worlds. Other borders, like Mary Douglas (2002) suggests, are more political in nature and distinguish the substances and people that follow established cultural and political models, from those that are deemed ‘out of place’ and thus ‘dirty’ and ‘profane’.
 
            The borders examined in this book sort the world to help people understand it and their position within it, and they do so in a way that divides the people who ‘fit’ within dominant orders from those who are ‘excess’. These borders are the borders of countries or sovereign states. They are commonly perceived to define the different peoples of this world along with their territories, cultures, and ways of life. Sovereign state borders are not necessarily unique in this respect. The borders around cities, internal regions, islands and so forth divide peoples into differing cultures and ways of life. What makes sovereign state borders special is that they are given a superior place in the global power structure of the modern world. They are seen as the primary dividers of political power and as establishing the dominant political units and boundaries of the world.
 
            As such sovereign state borders are often described merely as the boundaries and containers of sovereign authority: the right and power to rule over places, peoples, objects, or a combination of the three. The origins of this view of state sovereignty and borders is regularly attributed to the 1648 Peace of Westphalia, which was enshrined in two treaties that ended the Thirty Years War and protected in a limited fashion certain states’ right to choose Catholicism, Lutheranism, or Calvinism as their official religion (Osiander, 2001). Whether the Peace of Westphalia is truly the genesis of modern sovereignty is debated (Glanville, 2013; Osiander, 2001), but it is clear that across the 17th century a form of sovereignty now described as ‘Westphalian’ began to crystallise and structure international relations and the political geographies of Europe, and later the entire world.
 
            This ‘Westphalian’ form of sovereignty is based around the principle that sovereign rulers should exercise mutual respect for, and not interfere with, one another’s territorial integrity (Conversi, 2016). Consequently, for Westphalian sovereignty, borders are everything. Rudimentary Westphalian concepts entail very little about what occurs within states, but a great deal about the boundaries around them. It establishes sovereign authority over these boundaries, the right of rulers to decide what people, goods and even ideas can cross them (Ong, 2006, p. 99). However modern statehood and international borders are more than just devices used to organise abstract sovereign power. They are highly symbolic and ontologically significant structures that produce identities and meanings. They create contextually specific variants of ‘insiders’ and ‘outsiders’, ‘us’ and ‘them’, polity members and foreigners.2
 
            The symbolic and normative power of state borders is bolstered by the notion of a ‘social contract’ obligating rulers to protect their citizens (Glanville, 2011, p. 238). The social contract was refined in the philosophical writings of the enlightenment – notably Thomas Hobbes’ 1651 text, Leviathan, and Jean-Jacques Rousseau’s 1762 On the Social Contract – and incorporated into the post-revolutionary constitutions of the US and France. This fixed sovereign authority to the will of political communities and came to be seen as appropriately expressed in a model of popular sovereignty based on a democratic relationship between a government and a politically encapsulated population, a polity (Agnew, 2005, pp. 438 – 439; Conversi, 2016, p. 486; Sassen, 1996, pp. 2 – 3).
 
            Significantly, the discourse surrounding popular sovereignty and statehood instilled the structure with hegemonic authority (Everuss, 2020b; Osiander, 2001). It was naturalised through the framing of dominant political communities within states (or at least powerful states) as ‘nations’: naturally occurring and bounded ethnic, racial and cultural populations. Despite Benedict Anderson (2006) showing that nations themselves are politically constructed, or ‘imagined’, state borders are commonly seen as the inherent boundaries of national identity, as well as political jurisdiction. State borders are accordingly perceived to distinguish people who think a certain way, have certain ethnic and cultural histories, and share a set of social practices, from foreigners defined by their difference. It is this conception of borders – between a symbolically full state and its contradictory outside – that many smart borders have been developed to protect. Smart borders identify and exclude people who are not like the ‘us’ that inhabits a polity; who have divergent, different and consequently threatening features; or in our digitised world, who have foreign biometric profiles (Pugliese, 2010).
 
            However, while the discourse of Westphalian popular sovereignty drives aspects of state borders that are currently being digitised, the concept fails to account for many of the realities of state borders. John Agnew (2005, p. 437), for example, has critiqued the way Westphalian sovereignty frames borders as static, illustrating that political power has never been tied to stable geographical territories. Aihwa Ong (2006, p. 99) suggested that state sovereign borders are increasingly oriented towards the global neoliberal order and formed ‘not as a political singularity but as an ever shifting assemblage of planning, operations, and tactics’. Taking such critiques seriously means that claims that digitisation alone causes unprecedented border fluidity and the extension of sovereign action outside of static state boundaries need to be carefully qualified. Any contemporary discussion of sovereign borders occurs in the aftermath of the globalisation debates of the 1990s and early 2000s, which saw research identifying a weakening and transformation of state sovereignty caused by powerful global forces catalysed by the digitisation of global communication and economic relations (Friedman, 2000; Held et al., 1999; Ohmae, 1995).
 
            Furthermore, a plethora of work, loosely tied together within the field of border studies, critiques accounts of borders being empty spaces or dividing lines. Instead, it is argued that borders are sites of diverse relationships, interactions and social practices (Balibar, 2010; Brambilla, 2015; Ozguc, 2019; Parker & Vaughan-Williams, 2012; Salter, 2012). These relationships involve different levels and degrees of agency and include political authority wielded not just by national governments, but by businesses, humanitarian organisations, regional, local and city governments, community organisations and many other social and political entities. The relationships perform borders in an ongoing fashion leading to researchers examining processes of debordering and rebordering (Brambilla, 2015; Salter, 2012; Yuval-Davis et al., 2018). Contemporary work also emphasises that border interactions are not just battles over the diminishment of rights. Certain border spaces offer fertile grounds for cultural and economic relationships to flourish at the margins of political power (Ong, 2006), and they are where new and unique political identities and relations can be established (Brambilla & Jones, 2020). This work moves beyond seeing borders as being imposed on people in a top-down fashion and examines how dynamic border spaces are also produced by bottom-up interactions and activities. In short, there is a unique spatiality to the border that theorists describe with terms such as zones, scapes, sutures, or mobius strips, as opposed to the outdated notion of a border line (Bigo, 2008; Brambilla, 2015; Salter, 2012).
 
            Despite the complex social, economic and political milieu of the border, it is a mistake to see all relevant actors and relationships of being equally significant and impactful. Clearly, processes of sovereign state bordering carry greater political weight and influence than many other types of bordering. Liam O’Dowd (2010, p. 1031) makes this point stating that while different forms of sovereign power exist in the world, state borders ‘help constitute the most widely recognised and legitimate form of polity on a global basis’. In following O’Dowd, I suggest that state borders and sovereignty normally exert greater influence on global movement and political subject formation and identities than other bordering structures.
 
            In examining the digitisation of sovereign state borders, however, it is necessary to take into account the perspectives of modern border studies and not fall into the trap of reinforcing the myth of static and natural Westphalian popular sovereign formations (Everuss, 2020b). To do this I examine state borders as an ongoing relational construction, not as a naturally occurring and geographical boundary. This dynamic framing of borders draws significantly on the work of Giorgio Agamben (1998, 2000, 2005), whose theories focus on the performance/establishment of sovereign borders through the exclusion of people. In taking this approach, I do not seek to dispute the existence of other performances of sovereign authority, including the control of land and waterways (Cotula, 2016), and the internationally focussed diplomatic performances of state elites (Visoka, 2018). I also do not intend to suggest that all relationships and interactions of the border can be reduced to sovereign violence. However, what I do suggest is that sovereign exclusion, and the relationship between state and polity that it establishes, is a particularly powerful feature of international borders that significantly impacts those who are on the move (Vaughan-Williams, 2009). It is consequently this feature of the border that I examine in terms of its digitisation. In truth though, and for ease of understanding purposes, there are times in this book where processes will be described as producing borders, when in reality, they are only a significant part of a wider set of processes, relationships and interactions that produce borders.
 
            Like the social contacts proposed by Hobbes and Rousseau, sovereign exclusion is a relationship between a ruler and a people. However, Agamben argues that sovereign exclusion is an a priori relationship, in that it occurs prior to any negotiation or positive agreement between a sovereign entity (ruler, government or other sovereign agent) and a defined population. This conceptual move is influenced by the work of Martin Heidegger as, like Heidegger (1962), Agamben is searching for a constituting ontological event or thing, namely the act that makes social contracts possible; that which defines the polity and sovereign state and therefore creates the very possibility for a social contract to be negotiated.
 
            In seeking to identify this original moment of sovereignty, when sovereign borders are also established, Agamben turns to the philosophy of Carl Schmitt (1985, p. 5), and in particular, his claim that what defines the sovereign is their ability to ‘decide on the exception’. In interpreting this idea, Agamben (2005, p. 7) argues that what constitutes sovereignty is the production of a community whose members are equally subject to being excluded from that community by an authority who inherently sits above that community due to their power to exclude (and include). In other words, the founding moment of sovereignty and sovereign borders involves the creation of: (1) a polity bounded by a shared subjection to potential exclusion, and (2) a sovereign who can wield the necessary power to exclude. Sovereign state borders are thus not defined along geographical lines, but along human lines.
 
            Additionally, for Agamben (1998, p. 83), the performance/constitution of sovereignty and sovereign borders remains unfinished. This is because, firstly, sovereign representatives need to constantly apply the sovereign decision by bringing some people within the polity and excluding others in order to continue to establish the borders of states and the authority of sovereign entities over them. Indeed, continuing to perform the sovereign decision is what Salter (2008) suggests is the true purpose of borders. Secondly, the bordering decision of inclusion (or exclusion) is never final because no matter how entrenched within structures of citizenship polity members may be, people can always be removed from the polity and placed in a position where they lack rights and can be controlled or killed by the sovereign, a position Agamben (1998, p. 115) describes as homo sacer.3
 
            There are a number of noteworthy critiques that have been applied to Agamben’s theories on sovereignty and borders. Agamben’s work at times presents sovereign power as absolute, and the people subject to that power as lacking not just legal rights, but meaning and political worth. This position is clearly flawed because it overlooks the resistance and agency of individuals treated as homo sacer by the state (Owens, 2009). However, by limiting Agamben’s theories to the structure of the state, this criticism can be mitigated. When people are treated as homo sacer by their state, they are not rendered completely politically worthless, lacking all rights or uncared for by the public. They are only defined and treated as homo sacer within their relationship to a specific sovereign state. As people are members of a range of political communities created via involvement with civic organisations, labour unions, religious groupings, businesses, and other structures, they have a myriad of political identities and rights outside of their state-polity membership. This is a fundamental aspect of critical sovereignty and border theories, which see political authority as overlapping and contested (Bonner, 2021; Ozguc, 2020).
 
            Regardless, membership of multiple political communities and being cared for by different populations may not protect someone from violence if they are seen by their state as homo sacer. This is because the sovereign state is uniquely positioned to violently exercise its borders because it wields powerful sovereign agents including police forces, military personnel, covert surveillance organisations, and politicians supported by government departments (Sekhon, 2019; Valdez et al., 2020). Being homo sacer in the eyes of the state renders a person killable in relation to these powerful forces.
 
            This raises a second criticism of Agamben’s work when applied to borders: that absolute sovereign power as described by Agamben does not exist because no one agent can unilaterally exclude a person and thus perform the sovereign decision (Scheel, 2019). The sovereign decision in terms of an absolute power to exclude, even if it is just in relation to a specific state polity, is thus impossible. This criticism occurs because while Agamben describes the nature of sovereign power in detail, he only vaguely outlines the sovereign figure that performs this power. And often Agamben does so by referring back to historical sovereigns such as monarchs wielding absolute authority, which bear little resemblance to the performance of modern political authority (Agamben, 1998).
 
            This leaves scholars to seek to identify the performance of sovereign power, as described by Agamben, in the actions of officials of the state who can subsequently be described as sovereigns. Mark Salter (2008) does this with the figure of the border guard, who he suggests performs the sovereign decision by exercising discretion in traveller assessments. Salter’s argument is compelling, because border guards can in theory decide whether to include people within the state or exclude them, and therefore play the role of Agambenean sovereign. However Stephen Scheel (2019, p. 167) points out that Salter overstates the power of border guards because their actions ‘are mediated by a complex interplay of multiple cultural, social, economic and technological factors and forces, even if they precede any legal claim or operate outside the law’. Furthermore, Scheel (2019, pp. 164 – 167) highlights that the actions of border guards are restrained by the repetitive nature of their role within predefined and expected patterns of practice, as well as the embodied actions of those being bordered, such as the restless line of weary plane arrivals who pressure border guards to speed through their processing.
 
            However, instead of exposing the fallacy of sovereign power in the form of the sovereign decision, I suggest Scheel identifies that the sovereign is, one, performed by broader assemblages that include but can never be reduced to a single person; and two, subject to resistance by those being bordered. Thus, in this book I do not study how any one entity performs the border – whether that entity is a border guard or algorithm – but how state assemblages perform borders by together enacting the sovereign decision, allbeit at times in a rather messy and even contradictory fashion. Furthermore, I look at how these assemblages are resisted and influenced by travellers in complex and meaningful ways.
 
            This discussion is particularly pressing in our current moment of border digitisation. Even if we were to wrongly seek to enshrine the border in a single entity, today that entity is just as likely to be an algorithm deciding on the killability of a drone target or the threat posed by a plane traveller, as it would be a border guard scrolling through a person’s passport. In short, the digitisation of state borders has radically changed both their form and how they perform the sovereign decision. Placing an Agambenean theory of sovereignty in a critical encounter with the phenomenon of the digitisation of borders raises serious questions such as how digital technologies influence the material and symbolic separation of polities from outsiders? What role digital technologies and digital data play in establishing who, or what, can contribute to the sovereign decision and subsequent creation of sovereign borders? How do digital technologies influence where sovereign decisions are made and thus where borders are established? It is in answering such questions that this book tracks new ground and develops key insights into the contemporary functioning of state borders.
 
           
          
            What makes state borders smart?
 
            So far, I have suggested that in line with various theories of sovereignty, digital technologies are increasingly being used to enact/perform borders by defining members of the polity and ‘others’ who remain, or are positioned, outside of the polity. There is a great range of digital technologies that are part of this process, from the devices used to monitor and control migrants, to the infrastructures and networks that capture the data informing judgements about who poses a sovereign threat. Researchers have described and summarised this suite of technologies using concepts such as ‘smart borders’, ‘e-borders’ or ‘i-borders’ (Pötzsch, 2015).
 
            However, the notion of the ‘smart border’ can be misleading because it can establish a historical discontinuity between traditional and digital bordering apparatus that problematically obscures the ongoing relevance of certain bordering mechanisms. During Donald Trump’s US presidency from 2017 to 2021 the US border with Mexico was bolstered with the objective of controlling migration flows and performing the sovereign decision on those seeking to enter the US. Trump’s policy centred on what is materially and symbolically one of the most traditional border infrastructures, the border wall (Keck & Clua-Losada, 2021). At the same time, the US Mexico border has been impregnated with cutting edge digital technologies including AI powered smart cameras (Milivojevic, 2022; Nieto-Gomez, 2014), demonstrating that in practice, walls and advanced digital technologies do not sit either side of a historical discontinuity, but function together as part of modern bordering assemblages.
 
            Nevertheless, there is a novelty to the processes and functions of modern borders, which is driven by their digitisation and is captured in the concept of the smart border. One of these processes, and indeed perhaps the most fundamental feature of smart borders, is the use of biometrics (Pötzsch, 2015). Biometrics are ‘measurements of behavioral and physical characteristics, including facial expressions, gait, galvanic skin response, palm or iris patterns, and many others’ (Crampton, 2019, p. 55). The physical features that can form the basis for biometrics are not just static and include personal mobilities from the way people walk to micro shifts in facial expressions (Amoore, 2006; Pötzsch, 2015, p. 106).
 
            On a basic level, biometric information is used to link peoples’ physical characteristics to their identity and travel documentation. On a more complex level, biometrics, alongside biographical and demographic information, is used to categorise and judge the behaviour of travellers by coding and decoding bodies and their movements and histories – including those that are unconscious outcomes of emotion and affect – as signs of mobile normality or deviance. Therefore, biometrics and other personal data allows bordering systems to:
 
             
              draw actionable inferences about [a traveller’s] personality, intent, emotional state, social conformity, sexual orientation, and many other formerly private attributes, positing that they manifest bodily (Crampton, 2019, p. 55).
 
            
 
            It is this step, beyond simple recognition of what features someone has, to being able to make inferences about who they are, that gives modern biometric platforms substantial power (Crampton, 2019, p. 55). However, this process cannot be achieved by analysing an individual in isolation, because it involves comparing people to ideal digital identities. It is the comparison that informs the functioning of borders in terms of how travellers are to be treated (Pötzsch, 2015, p. 106).
 
            The information used to construct comparative digital identities is captured by the technological process of dataveillance: the mining and algorithmic analysis of everyday user data (Pötzsch, 2015, pp. 106 – 107). The objective of dataveillance is not to monitor specific individuals, but to monitor everyone and create profiles that can be used to assess the threat posed by people. David Lyon (2014, p. 2) describes this as a shift in surveillance practices ‘from targeted scrutiny of “populations” and individuals to mass monitoring’. Dataveillance consequently occurs not just at the border, but across societies in which the public and private actions of people are observed (Kafer, 2019). Dataveillance is undertaken by a complex network of national intelligence and security agencies, private contractors, social media and telecommunication companies and other businesses (Liang et al., 2018; Lyon, 2014, p. 2; Pötzsch, 2015, p. 107). The NSA’s PRISM program, for example, ‘seemed to give the NSA direct access to the servers of some of the biggest technology companies, including Apple, Facebook, Google, Microsoft, Skype, Yahoo, and YouTube’ (Lyon, 2014, p. 2). And Passenger Name Record (PNR) data used to assess plane arrivals – which includes addresses, travel itineraries, frequent flyer details and other information – is often initially collected by airlines and travel agents for their own commercial purposes (Leese, 2014).
 
            The third feature commonly referred to as part of contemporary smart borders is automation. A certain level of automation in the form of automated data processing is a necessary component of the biometric systems and dataveillance described above. The amount of data and the complexity of analysis required to undertake dataveillance and biometric analysis ‘necessitates algorithm-driven forms of analysis’ (Pötzsch, 2015, p. 108). However, automation is also a key part of how border systems respond to biometrics and other personal data. This is one of the more novel facets of contemporary digital borders, because as Jose Sanchez del Rio et al. (2016, p. 50) point out, biometrics in terms of passport photos have informed borders for more than 100 years, but the automation of the identification of travellers in line with passports only occurred when the technology became available in the 1990s.
 
            Border automation is also commonly used to describe the seemingly self-driven actions of advanced robotic infrastructures and vehicles active at the border. Border gates appear to decide by themselves whether to allow a passenger to cross over a sovereign threshold, while drones are presented as a self-sufficient and autonomous solution to the monitoring of vast border regions. Whether such technologies are truly autonomous or automated is questionable. While the imagery of automated bordering technologies is central to the symbolic construction of ‘smart borders’, underpinning automated technologies are social-cyber-physical systems that include extensive human involvement. It is thus important not to limit analysis of bordering technologies to their final decision, output or action, and to also examine the vast assemblages that enable these border utterances.
 
           
          
            Digital border technologies
 
            Biometrics, dataveillance and automation serve as useful categories to describe the complex suite of technological functions that are deployed to render borders smart. However, they are abstract processes that are implemented in contextually and technologically specific ways. In other words, how biometrics, dataveillance and automation occur is dependent on the specific technology being deployed, the social, political and economic context of that deployment and the actors involved. Subsequently, it is important to not just examine smart borders as abstract technological processes, but to identify the contextual bordering technologies and mechanisms that constitute them.
 
            One such technology is the use of e-passports and biometric travel identity matching processes. Passports now commonly contain electronic chips storing biometric information about travellers in the form of facial images and/or fingerprints that can be scanned and used to identify travellers. E-passports are central to many modern bordering systems including Australia’s Enterprise Biometric Identification Services (EBIS) system that automates passport matching using smart gates and other Automated Border Controls (ABCs) (Leese, 2018). The biometrics of e-passports will also be used in the EU’s Entry-Exit System (EES), which is part of the EU’s ‘smart borders’ policy package aiming to automate much of the border check process (Trauttmansdorff & Felt, 2023). E-passports and automated identity checking are increasingly complimented by virtual visas or visa waivers, which displace the need for additional physical travel documentation. These electronic travel authorisations, such as Canda’s Electronic Travel Authorization (eTA) and Australia’s Electronic Travel Authority (ETA), are electronically linked to e-passports. Thus, records of travel, in terms of entry and exit, and the authority to undertake this travel can all be recorded digitally and recalled during travel checks.
 
            While these examples of biometric identity matching and database searching largely occur within what might be considered mainstream migration pathways, similar technical processes are employed in efforts to manage irregular migration. For example, the EU’s European Dactyloscopy (Eurodac) database has been used to record biometric and other information about asylum seekers since 2003 (Glouftsios & Casaglia, 2023). The database supports the enforcement of the EU’s Dublin Convention by recording the EU Member State that asylum seekers first apply for protection within, which is the State deemed responsible for processing their application. However, Eurodac also records the fingerprints of third-country nationals or stateless persons deemed to enter or be residing in the Schengen region illegally, and searches of Eurodac can be undertaken by Europol and Member State law enforcement agencies for criminal investigation purposes (Regulation (EU) 603/2013).
 
            Other prominent and digital EU border databases include the Visa Information System (VIS) containing information about short-stay (Schengen) visa applicants including their general biographical details, travel details, current and past application statuses and outcomes, and biometric data in the form of photographs and fingerprints (Regulation (EC) 767/2008); the Schengen Information System (SIS) comprising biometric and other information for third-country nationals and EU citizens over which there are security or border related alerts; and Europol and Interpol databases (Bellanova & Glouftsios, 2022). Additionally, the EU is currently developing the EES, which will record border crossing details for all travellers, and the European Travel Information and Authorization System (ETIAS), which will record personal and biometric data for visa-exempt travellers. Significantly, this array of travel, migration and law enforcement databases are being made interoperable through their joint inclusion in a super-layer architecture that makes them simultaneously searchable and includes the EU’s new Common Identity Repository (Leese, 2020).
 
            The development of e-visas and virtual travel authorities also provides new opportunities for the computational pre-screening of travellers. Instead of traveller applications being manually processed, traveller pre-screening can be largely carried out by computer platforms. This often involves simple automated checks to see if travellers match profiles in relevant databases. In the US, ‘Trusted Traveler Programs’, which provide conditional entry approval, undertake pre-travel screening using searches of an extensive collection of databases including:
 
             
              the Terrorist Screening Database, FBI criminal history, and National Crime and Information Center outstanding wants/warrants, vehicle and driver's license-related data contained in the International Justice and Public Safety Network's National Law Enforcement Telecommunications System (Nlets) system, and Department of State alien records, lookouts, and status indicators. Vetting results are also based on checks of the FBI's Integrated Automated Fingerprint Identification System for criminal history and IDENT for immigration related records (Department of Homeland Security, 2020).
 
            
 
            In searching existing government databases, pre-screening systems are focussed on the current features of travellers – who they are – as well as the histories of travellers – what they have done.  However, digital technologies are increasingly deployed at borders to also draw conclusions about future traveller behaviour in terms of what they will do. This is the case for algorithmic systems that decide whether travellers pose a risk to sovereign states and their political communities by predicting future actions.
 
            There is a great degree of difference in terms of how much of the assessment process is being automated, which is shaped by the types of algorithmic systems involved. Traveller assessment may involve more basic algorithmic systems with defined and static rules that assign traveller characteristics values that are determined by human designers. Such a system was deployed by US Immigration and Customs Enforcement’s (ICE) risk classification assessment (RCA), which has been used since 2012 to help establish whether to detain or release people after an immigration violation (Koulish & Evans, 2021; Nofferi & Koulish, 2014). The RCA creates public safety and flight risk assessments, which it combines with calculations related to whether migrants have special vulnerabilities or are subject to mandatory detention requirements, to produce a detention recommendation output. While Robert Koulish and Kate Evans (2021, p. 36) describe the RCA as ‘a labyrinthine system of factors, scores, and business rules’, these parameters and features are pre-set and purposefully altered by system designers. Consequently, the RCA’s algorithmic system is not one that would be classified as machine learning, which is more colloquially referred to as artificial intelligence (AI), because it cannot adjust its own parameters independently. This was also the case for the UK’s Visa Streaming Tool, which was used between 2015 and 2020 to assign risk scores to visa applicants. The system relied on set algorithmic rules designed by the Home Office, including the coding of certain nationalities as risky, but was scrapped ahead of a court challenge claiming that the system amounted to racial profiling (Maxwell & Tomlinson, 2022, p. 59).
 
            In contrast, to these more strictly controlled automated bordering systems, digitised bordering increasingly involves advanced machine learning algorithmic systems to risk assess travellers. Louise Amoore described such systems as carrying out two core functions: one, the selection of scattered and often unrelated data points, and two, the setting of the gauge as to what level of risk is deemed to result from the association between these data points. Amoore (2011, p. 27) argues that what is active here is an ‘ontology of association’ as the ‘risk calculus does not seek a causal relationship between items of data, but works instead on and through the relation itself.’ In other words, the algorithms do not identify a pre-existing relationship between different pieces of information about a person and a risk outcome but create this relationship – such as a person’s travel itinerary, whether they paid for their journey themselves, and whether they are seated with known associates making them a risk to a host community.
 
            The EU’s ETIAS system is planned to carry out this process by drawing on a myriad of databases and information sources – including Passenger Name Records (PNR), the ETIAS Central System Database, Schengen Information System (SIS), the Visa Information System (VIS), the Entry/Exit System (EES), Eurodac, Europol data and Interpol databases, and the ETIAS watchlist – to identify if travellers have ‘specific risk indicators’ (Regulation (EU) 2018/1240). A similar process is already undertaken in the US, where the CBP’s Automated Targeting System (ATS) ‘generates and assigns a rating to every entity that crosses U.S. borders, determining the potential threat a given entity poses and the level and priority of screening it should receive’ (Engstrom et al., 2020, pp. 31 – 32). In Australia border authorities deploy the Border Risk Identification System (BRIS), developed in association with IBM, which automatically compares passenger data to ‘high risk’ passenger profiles (Ajana, 2015). And this type of algorithmic risk assessment operates behind the scenes of Advanced Passenger Processing systems across the globe that assess travellers as they move.
 
            As many of these systems deploy machine learning algorithms, they are bringing a new logic into the sovereign border. Amoore (2023) describes the shift from algorithmic rules to productive machine learning generation as a shift from explaining something – such as by defining exactly what combination of characteristics cause someone to be considered risky or dangerous – to doing the opposite and proposing that there is no one way to explain something – such as by saying that there are endless potential combinations of characteristics that could be used to define someone as risky or dangerous. Subsequently, technological systems utilising machine learning algorithms are making it very difficult to determine how borders are defining ‘insiders’ and ‘outsiders’, and also making it hard to influence this process in predictable ways.
 
            Regardless of how advanced border assessment algorithms are, they can only function as part of wider systems with physical features. These cyber-physical systems involve, for instance, manual assessment by border guards using algorithmically generated information. They also involve the incorporation of algorithmic traveller assessments into Automated Border Control (ABC) systems, including airport e-gates that force the disclosure of traveller biometric information (facial photos or fingerprints) and control the movement of travellers based on the digital analysis of that information (del Rio et al., 2016; Morosan, 2018). By combining computational and virtual processes with physical infrastructure, ABC e-gates give the algorithmic assessment of travellers its material effects.
 
            The rollout of material features of smart borders has been rapid. E-gates were first used in Europe in 2008 and by the end of 2017 there were 239 active airport based e-gates in the UK alone (Lisle & Bourne, 2019, p. 683). Australia has also been quick to embrace e-gates, or ‘smart gates’, which are present in every major Australian airport. In the US, not only have e-gates become commonplace, but the mobile phones of travellers have been transformed into ABC devices through the Mobile Passport Control App (MPC) that can be used by US or Canadian citizens (U.S. Customs and Border Protection, 2021). The app carries out traditional functions of an e-gate, including registering traveller arrival and recording traveller biometrics (facial photo), and making travellers ‘answer a series of CBP inspection-related questions’ (U.S. Customs and Border Protection, 2023). Significantly, for both the app and the other ABC systems present in US airports, travellers generally still interact or walk through the gaze of a CBP officer who reviews the automated process.
 
            A prominent exception to the continuing role of border guards in the US is the world’s first ‘biometric airport terminal’ in Atlanta. Developed through a partnership between Delta Air Lines, CBP, Atlanta International Airport (ATL) and the Transportation Security Administration (TSA), passengers at the Maynard H. Jackson International Terminal and Concourse F in Atlanta:
 
             
              flying direct to an international destination on Delta, Aeromexico, Air France, KLM or Virgin Atlantic Airways can use facial recognition technology from curb to gate, including to: Check in at the self-service kiosks in the International terminal; Drop checked baggage at the counters in the International terminal; Serve as identification at the TSA checkpoint; Board a flight at any gate in Concourse F; And, go through CBP processing for international travelers arriving into the U.S. (Steele, 2018).
 
            
 
            While many of the technologies discussed thus far are deployed along standard travel pathways centred on traditional entry/exit points, border digitisation also occurs across irregular travel routes. Unmanned Aerial Vehicles (UAVs), commonly referred to as drones, function as bordering devices by traversing and recording the geographical regions of states. Given their mobility and range, drones are seen as a particularly effective technology for surveilling and securing remote areas where trafficking and irregular migration take place (Csernatoni, 2018). Drones largely remain invisible to travellers but have been described as ‘construct[ing] high-tech “virtual walls” via augmented and highly technologized bordering and surveillance strategies to protect against risks associated with irregular migration’ (Csernatoni, 2018, pp. 177 – 178).
 
            In the US drones were trialled as early as 1990,4 but it was not until 2004 when CBP deployed MQ-9 Reaper UAVs (Predator B drones) along both the US-Mexico and US-Canada borders on a consistent basis (Koslowski & Schulzke, 2018, p. 309). This drone use was expanded in 2017 when CBP announced it was going to start testing small unmanned aerial systems (sUAS) including ‘less expensive UAVs, such as AeroVironment’s RQ-20B Puma (fourteen pounds) and RQ-11B Raven (just over four pounds), as well as InstantEye quadcopters’ (Kaplan & Miller, 2019, p. 427). A significant feature of the US border drone program has been the usage of ‘automated change detection’ systems, whereby drones make repeat flights over the same area and the video footage is sent for processing to identify changes to the imagery (Koslowski & Schulzke, 2018, p. 310). Likewise, the drones are involved in Wide Area Persistent Surveillance (WAPS), which provides continuous views of large areas to monitor and track activity within those areas.
 
            In Europe, drone use was drastically increased in response to irregular migration in the Mediterranean (Marin, 2017b). Much of this occurs at the member state level. For instance, back in 2017, Italy already owned ‘12 UAVs, 6 MQ-1 Predators and 6 MQ-9 Reapers or Predator B; [which are] MALE (medium altitude long endurance) drones [that] can stay airborne for about 20 hours’ (Marin, 2017a). Such member state drones are sometimes used in European Border and Coast Guard Agency (Frontex) led missions, and the information sourced from them feeds into the European Border Surveillance System (EUROSUR) (Madörin, 2020). Additionally, in 2019 Frontex paid 50 million Euro across two contracts with Airbus and the Israeli Aerospace Industries to provide a Heron drone, and Elbit Systems to provide a Hermes 900 drone (Zhong & Carrapico). These drones have been used to identify and border irregular migrants in the Mediterranean (Topak, 2023).
 
            Another digital technology that encapsulates the functions of smart borders is the smart camera. Smart cameras record images and capture aspects of those images as data – including heat signatures, distances, and shapes – which can be digitally analysed (Boyce, 2016; Dekkers et al., 2018; Ferenbok & Clement, 2013). For example, while a normal camera can record a car, the boundary of a facility, a moving person, or a face, this imagery must then be subject to manual monitoring and examination. Smart cameras can record the same content but then engage in automated analysis of the shapes and movements. Doing so, smart cameras can attempt to determine a car number plate, whether a moving object is an animal or person, if the gait of a person matches a known individual or is indicative of a threatening mobility (e. g. carrying a weapon), or whether a person’s facial features matches a known profile or indicates a person is undertaking a certain behaviour, such as lying (Bouchrika, 2018; Smith & Miller, 2021; Topak et al., 2015). Although, a great degree of variability has been found in how accurately smart cameras perform these tasks.5
 
            Smart cameras are increasingly used in ‘Internet of Things’ (IoT) networks involved in the general monitoring of populations, sometimes well within the traditional territorial boundaries of states. In the US, UK, EU and Australia such Networks are being used by police as well as private homeowners for surveillance purposes (Smith & Miller, 2021). In the US for example, an agreement with Amazon has ‘let police request the video recorded by homeowners’ [ring doorbell smart] cameras within a specific time and area, helping officers see footage from the company’s millions of Internet-connected cameras installed nationwide’ (Harwell, 2019). Outside of this agreement, US police have used third party software to access ring doorbell footage in real time.
 
            The use of ring doorbell footage has so far been used for state policing as opposed to bordering purposes, but as has been identified regularly in studies of domestic policing, function creep can easily cause policing activities to merge with migration control (Dekkers, 2020). This was the case in the UK where police ‘applied biometric facial recognition technology to live images, acquired via a camera attached to a van, and compared these to images of persons on a watch list’ (Smith & Miller, 2021, p. 4). Also in The Netherlands where the Amigo-boras smart camera system is used by highway patrols to identify vehicles that are believed to be likely to contain irregular migrants (Dekkers, 2020). And in the Uyghur region of Northwest China where smart cameras border Muslim minorities by tracking their movements and contributing to their exclusion through the denial of political, economic and social rights (Byler, 2022). Indeed, across China smart cameras are deployed for a wide range of exclusionary purposes, such as blocking purchases of train and plane tickets (Aho & Duffield, 2020, p. 196).
 
            However, whether it is a smart camera, drone, algorithmic risk assessment system, or any other smart border device, bordering mechanisms cannot be understood in isolation. The very nature of these technologies is produced by how they are embedded within social, political and technical contexts, and also, how they are adapted, resisted and (re)produced by travellers. For example, it is impossible to fully comprehend biometric visa assessment systems without taking into account the ways migrants ‘manipulate the requested supporting documents in such a way that they meet the perceived criteria to be granted a visa’ (Glouftsios & Scheel, 2020, p. 134).
 
            This demonstrates that digitised state bordering is not a complete and all-encompassing process. It is undoubtedly a pervasive expression of power targeting the very bodies of polity members and outsiders alike, but it is met with resistance. The power of state bordering through the sovereign decision accords to Michel Foucault’s (1978, p. 95) claim that power is always exercised through actual relations that ‘depends on a multiplicity of points of resistance: these play the role of adversary, target, support, or handle in power relations’. This aligns with Agamben’s account of borders only existing when sovereign decisions are made about people, which occurs most obviously in relation to travellers seeking to enter sovereign communities. Thus, any study of contemporary digitised borders would be incomplete without examination of how mobile populations interact with borders, including by using digital technologies to facilitate and sculpt travel.
 
           
          
            The digitisation of cross-border mobilities
 
            In the context of travel and migration, the uses of digital technologies are not limited to processes of official bordering. Migrants and other travellers use digital technologies to cross borders and undertake their journeys (Gough & Gough, 2019, p. 90; Noori, 2022a). For forced migrants, smart phones provide invaluable on-the-ground migration tools such as maps, compasses and GPS systems (Dekker et al., 2018, p. 2). In certain circumstances such tools have empowered migrants, making them less reliant on organised covert mobility services including what is commonly labelled people smuggling (Dekker et al., 2018, p. 6). For tourist and business travellers, the use of digital technologies radically shapes the ease of travel and the experience of cross border movement. Consequently, an extensive literature has developed analysing contemporary travel as a form of digitised or digital mobility (e. g. Awad & Tossell, 2021; Dekker et al., 2018; Nedelcu & Soysüren, 2022).
 
            Additionally, migrants are not passive subjects of digital bordering technologies, but interact with, resist, and subvert them (Scheel, 2019). Traveller actions influence how digital infrastructures perform the sovereign decision. Cristian Morosan (2018), for instance, has found that the willingness and likelihood that travellers will disclose their biometric information to, and subsequently use, e-gates is strongly influenced by their ‘perceptions of security, and their evaluation of the benefits of disclosure.’ The creation of digital borders is therefore not exclusively a top-down process in which states exercise control over populations. It occurs through the creative use of digital technologies by people to complete and augment their travels. Acknowledging and studying such user practices is important to avoid technologically determinist descriptions of digital technologies at the border.
 
            Of relevance to the digitisation of migration are also the actions and processes of other migration actors. For instance, it is not just states who are creating biometric profiles for travellers. The usefulness of traveller profiles containing biometric information has also been recognised by humanitarian organisations and other bodies representing the interests of irregular migrants (Açıkyıldız, 2023; Beduschi, 2019). Digital identities are seen as a necessary development for the efficient provision of resources for populations in need, and a way to provide populations with the necessary identity records to apply for protection and register for support (Connolly et al., 2023). In short, to be protected and provided for, one must first be seen, and this increasingly requires a digital profile.
 
            One of the largest current deployments of digital identities in a non-government setting is the ID2020 Program, which is ‘spearheaded by the United Nations in partnership with corporations such as Accenture Plc and Microsoft Corp, which are responsible for establishing the prototype for the biometric identity management system’ (Connolly et al., 2023, p. 116). ID 2020 seeks to promote Sustainable Development Goal 16.9, that all people will be able to obtain a ‘legal identity’ by 2030, something widely interpreted as requiring largescale digital identity systems (Sullivan & Tyson, 2023, p. 435). Central to ID2020, and many non-government digital ID systems, is the use of blockchain technology to establish a ‘self-sovereign identity’ (SSI). Unlike a normal digital identity that requires a central authority like a government agency to confirm its authenticity, SSI’s are decentralised and can be produced and managed by individuals. However, actual deployments of SSI remain rare, and some researchers are sceptical of the emancipatory potentials of this technology (Connolly et al., 2023).
 
            While ID 2020 is a significant recent development, the UNHCR has been using biometrics for over 20 years. Martin Lemberg-Pedersen and Eman Haioty (2021, p. 42) track this history back to the UNHCR’s use of iris-technology developed by tech companies BioID and Iridian to assist with the repatriation of Afghan refugees in Pakistan in 2002. The UNHCR followed BioID with a 2010 ‘Policy on Biometrics in Refugee Registration and Verification Processes’, and a 2013 partnership with Accenture to create the Biometric Identity Management System (BIMS) that captures fingerprints, iris-data and facial images of refugees. In 2018, the UNHCR began rolling out the ‘Population Registration and Identity Management EcoSystem’ (PRIMES), an interoperable online system that will store all UNHCR biometric and identification data (Connolly et al., 2023).
 
            So, whether it is the aeromobilities of wealthy travellers or the enforced migrations of refugees, international travel is embedded with digital technologies operated by bordering authorities, migration organisations, and travellers themselves. The complex relationship between modern travel and digital technology not only impacts whether travel occurs, but how it occurs. To examine this, and to study how people interact with technology while on the move, I draw on a collection of theories and research known as the ‘mobilities paradigm’. The mobilities paradigm examines the ontological significance of movement, meaning that for mobilities theorists ‘movement is primary as a foundational condition of being, space, subjects, and power’ (Sheller, 2018, p. 9). This means that mobilities theory directs us to examine how movement creates political relationships, challenges (or reinforces) power structures and produces identities and meaningful spaces. I follow such an approach by examining how the movement of travellers and sovereign agents and infrastructures produce state borders. For instance, how European borders along the Mediterranean are created by the surveillance mobilities of drones and the evasive mobilities of forced migrants.
 
            This brings us to a second feature of the mobilities paradigm that is of relevance to my analysis of digitised borders and international movement. Mobilities theory broadens and enriches how travel is conceptualised to acknowledge that it is more than just a physical exercise. Tim Cresswell (2010, p. 18) describes mobility as ‘a fragile entanglement of physical movement, representations, and practices’. For Cresswell, and other mobilities scholars (Hannam et al., 2006; Urry, 2000), mobility is multi-dimensional and constituted through intersections between how entities move, how that movement is understood and experienced, and the social conventions that develop through and around it.
 
            Furthermore, mobilities scholarship holds immobility to be an essential feature of mobilities. Significantly, immobility is not a point zero for movement, but a meaningful condition that is established by political relations just as any form of mobility is (Hannam et al., 2006). It is, for example, often the case that the immobility of some people and infrastructures allows for the mobilities of others; airports and workers embedded in their physical locations and regions enable global flights and travel (Adey, 2008). This example also illustrates how mobilities theory never sees an instance of (im)mobility as atomised. (Im)mobility always occurs through mobility relations, networks, systems and interactions (Everuss, 2021b). This is indeed the mobile sociality that one of the founders of the mobilities paradigm, John Urry (2000), suggested was not properly captured in a static conception of society.
 
            Digitisation is an essential feature of many contemporary mobilities and the systems in which they exist. Digitisation shapes how mobility can occur by empowering travellers, but also by offering governments novel means of controlling mobility and establishing im(mobility). It creates new ways to represent mobility, influencing public understandings of movement. Digital technologies are integrated into the social practices produced in and by mobility, as is evident in the ubiquitous nature of personal digital devices at the border. Thus, instead of examining how migrants use digital tools to complete their journeys, this book studies the digitisation of cross border mobilities and its wider social and political effects. Or in other words, the shift from traditional forms of mobilities to ‘digital mobilities’.
 
           
          
            Studying digitisation at the border and on the move
 
            The examination of digital mobilities and state bordering mechanisms undertaken in this book builds on a growing body of work focussed on the intersections between digital technologies, borders and travel.  Important research on this topic has particularly arisen within science and technology studies (STS) (e. g. Glouftsios & Scheel, 2020; Oliveira Martins & Jumbert, 2022), critical security studies (e. g. Leese, 2016; Lehtonen & Aalto, 2017), mobilities research (e. g. Everuss, 2021a; Vukov & Sheller, 2013), critical border studies (e. g. Parker & Vaughan-Williams, 2012; Salter, 2012), and other related fields. While this work has made important contributions to understandings of how migrants, governments and systems of governmentality utilise digital technologies, it has at times failed to examine the bigger picture of how digitisation is altering the very nature of state borders, sovereign territory, political community, and travel. In centring analysis on the sovereign decision that establishes borders, political communities, and state-based political power, this book studies how digitisation reforms the very spatiality, agencies and power relations of political communities and their borders.
 
            The digitisation of borders and travel is a global process, but this book mainly studies bordering mechanisms used to control international travel across Europe, North America, and Australia. These locations are occupied by sovereign states whose wealth and technological expertise provide ample opportunity for border digitisation, but whose democratic foundations create, at least in theory, moral limits to how digitisation can occur. In these locations, the troublesome outcomes of digitisation including mass surveillance contradict democratic principles and undermine democratic institutions. As stated by Nick Couldry (2017, p. 183), digital ‘infrastructure of surveillance is in tension at some level not just with freedom in a general sense, but with the notion of autonomy that provides the reference point for most visions of democratic life.’ In contrast, in political contexts where democratic principles are largely eschewed there is less need to mitigate, manage, or explain away the undemocratic outcomes of digitisation. Brett Aho and Roberta Duffield (2020) demonstrate this difference in the divergent approaches taken in Europe and China to respectively curtail and facilitate the digital surveillance of modern capitalist systems.
 
            To begin the analysis, this book studies the spatial and temporal impacts of the digitisation of the sovereign decision and thus border production. In Chapter 2 it is shown that digitisation is disarticulating borders from political territory by embedding them within virtual flows of information (Broeders, 2007; Jones et al., 2017; Vukov & Sheller, 2013). Borders are, however, rematerialized at sites of dataveillance, data storage and data analysis, which become bordering locations where infrastructures and computational processes contribute to the sovereign decision. At the same time digitised borders retain traditional bordering spatial elements as digital bordering systems inform the material separation of insiders and outsiders at geographically significant places, including the mapped boundaries of states patrolled by drones and airports impregnated with smart technologies. In terms of temporal impacts, it is argued that digitisation extends the duration of border crossing by stretching the period of a traveller’s sovereign-assessment from pre-travel screenings to post-travel surveillance. Concurrently, risk algorithms give borders a future orientation by determining what travellers will do, or more accurately might do, as opposed to who they are or what they have done in the past. Together, Chapter 2’s analysis identifies the new spatiality and temporality of digitised state borders.
 
            A key underlying process that drives much of this border change is examined in Chapter 3, namely the production of digital identities. Digitised borders never really examine or ‘see’ full people. Instead, bordering processes code a selection of a traveller’s characteristics, creating a ‘data double’. It is the comparison of this data double to idealised and deviant composite identity models that often determine digital bordering outcomes. Chapter 2 studies this process and shows how each of its steps produces and reinforce intersectional hierarchies. This includes the coding of people’s non-normative features as threatening and risky (Haggerty & Ericson, 2000; Kafer, 2019), as well as the outright failure to code, and thus see, certain non-normative traveller characteristics. While governments and bordering businesses claim that digital bordering mechanisms are objective, this book supports extant claims that they exclude minorities because of their race, gender and other identity features (Bigo, 2014, p. 219; Lisle & Bourne, 2019, p. 683; Schindel, 2016). Furthermore, the inverse of this operation is analysed, namely the digital establishment of the ideal identities of political communities through the amalgamation of population features drawn from big data sets.
 
            Regardless of their centrality to modern borders, digital identities only wield power when they are incorporated into bordering mechanisms. Chapter 4 scrutinizes how this occurs by looking at the ways digitised borders perform the sovereign decision and thus express bordering agency. In research on digitisation, particularly that which focuses on machine learning algorithms, agency is regularly discussed in terms of the technological displacement of humans. However, theories of agency put forward within Science and Technology Studies (STS), and particularly Actor-Network Theory (ANT), illustrate that agency is never the sole purview of an atomised individual or other actant, but instead expressed as a result of the internal interactions of networked actants (Latour, 2007; Sayes, 2014). Using this account of agency, Chapter 4 studies the changing nature of border agency caused by the enrolment of digital technologies into bordering networks. While the process of digitisation means that biometric profiles, algorithms and other digital technologies are significantly contributing to the sovereign decision, digitisation also draws new human actants into border assemblages, including private sector tech designers (Csernatoni, 2018, p. 177; Molnar, 2019, p. 306; O’Grady, 2020). As Chapter 4 argues, the resulting complexity and opacity of digitised border assemblages, and their diffusion of agency, problematises bordering responsibility creating complex jurisdictional issues.
 
            Chapter 5 switches focus from premising the actions and performances of borders, to examining travellers, and more specifically, how the process and experience of international travel is itself being digitised. The most common previous line of inquiry related to this has been how travellers use digital technologies, especially mobile phones, as tools to help complete their journeys (Dekker et al., 2018; Reichenberger, 2018). Chapter 5 canvasses this literature, but also examines how personal digital devices are used to surveil, subvert, and control migrants. However, in drawing on mobilities theory, I seek to break out of the mould of simply seeing digital tech as relevant to a journey’s completion or failure. Digital technologies are also radically (re)shaping how people travel, and thus changing how people experience journeys and borders. Chapter 5 studies how digitised mobile experiences produce identities and power relations, and consequently create new mobility-based hierarchies. For instance, access to and competency of digital technologies has helped to establish the identity of the ‘digital nomad’, the young professional who utilises IT technologies to combine work and travel. While such mobile elites seamlessly drift through airports, those lacking digital skills experience slow lanes, human check-in booths and the identities associated with sluggish mobility, such as being slow ‘digital immigrants’6.
 
            Travellers are also central to the analysis of Chapter 6, which explores how digital technologies contribute to traveller responses to digitised borders. Framed in terms of official bordering ‘strategies’ and traveller ‘tactics’, Chapter 6 explores how digital tech feeds into the inherent tension created by borders and travellers having different and often conflicting objectives. For example, it is argued that digitised borders create new prosumption-based roles for travellers that involve doing the work of the border, including by conducting security self-clearances (Vukov & Sheller, 2013). These roles, established by state bordering strategies, are however not completely determinative of border interactions as travellers deploy mobile tactics to subvert, partially accept, and sculpt official moulds of expected traveller behaviour. Surveillance becomes a key feature of this conflict that is used to track and assess travellers, but also to monitor, expose and confuse borders. It is through these types of interactions that borders are embodied or written onto peoples’ bodies and minds as they are scanned, x-rayed, and filmed, but also as they select and use digital technologies (Gough & Gough, 2019).
 
            Finally, the conclusion of this book in Chapter 6 looks to the future of border and mobility digitisation. It assesses whether the current trends occurring in terms of border digitisation and its social and political outcomes are locked-in, or whether there are clear opportunities to shape how borders are being reformed by digital technologies. Specifically, methods are proposed to enhance the transparency of digitised borders. This intervention is coupled by an argument that the discourse surrounding border digitisation also needs to be transformed. Instead of digital bordering tech being framed as objective and scientific, it needs to be seen as producing partial and incomplete depictions of subjects and things. The goal of these moves, which require new legal and discursive frameworks, is not borders free from bias or violence. Such a border may not be possible as it is an institution intertwined with practices of exclusion. Instead, the interventions proposed here aim to honestly inform publics about how their borders operate and thus expose them to public scrutiny and debate.
 
            The topics of this book are diverse, but an important common thread to the analysis is the dynamic mobility of modern sovereign state borders, or in other words, the way borders move to exclude, attach to, and produce, bodies. Digitisation does not initiate this exclusionary sovereign mobility; which Agamben (1998) traces to a post-enlightenment political concern with the biological life of citizens and Foucault (2008) sees as part of contemporary governmentality focused on the biology of populations. Instead, digitisation is radicalising mobile sovereign exclusion by providing a new suite of highly effective tools for the attachment of sovereign borders to bodies. From biometric profiles to internal surveillance systems, global intelligence sharing to regional drone monitoring, this book will show how digital technologies wrap the internal and external spaces of sovereign state borders ever more closely to the bodies of people on the move.
 
           
        
 
      





 
         
          The spatial and temporal organisation of digitised borders
 
        
 
         
          
            Digitisation and the position of state borders
 
            The notion that sovereign state borders are the only separators of political power and social organisation on a global scale has been comprehensively challenged within sociology and political geography. Research has illustrated that traditional conceptions of state sovereignty and borders fail to account for the hierarchy of countries, sources of political authority other than states, social identities and groupings that cut across state boundaries, and expressions of state-sovereign power that are not confined by territorial borders (Agnew, 1994, 2005; Beck, 2007). Nevertheless, state borders remain powerful political formations that shape lives and cause death, and they provide important divisions between the chief sovereign powers and political communities of the world (O'Dowd, 2010). The ongoing relevance of state borders is acutely evident in the thresholds they establish, which are felt by travellers when they move and encounter border walls, airport security desks, and pre-travel visa application processes.
 
            For state borders to have such impacts, and for borders to exist as more than abstract mapped lines, they must have a material presence. In other words, borders require a spatial organisation to distinguish the thresholds of sovereign states, which is what this chapter examines. As will be shown, the spatial organisation in question is not inherently static or contained to the outer regions of mapped state territories. In line with contemporary theories of sovereignty, especially those that centre on sovereign decisions and actions (Butler, 2004; Everuss, 2020a; Johnson et al., 2011; Salter, 2012), borders are seen to be produced where sovereign representatives perform them: where state governments decide who to include and exclude. The state border is positioned where the underlying apparatuses, people and components that enable and enact this performance are located, as well as the sites where sovereign decisions are rendered manifest, namely at the bodies of people deemed inside or outside of the polity.
 
            While the performative border is not determined by maps or statically confined to state peripheries, it does have a spatial logic that can be uncovered. It is a logic that includes the maintenance and positioning of bordering infrastructure at common entry and exit points. As these points are frequently embedded with digital technologies, the spatial arrangements of modern borders also include the networks of infrastructure and personnel that produce digital systems. Server farms, battery backups, centres for data analysis, and the digital transmission infrastructure linking such components, are all part of modern digitised borders.
 
            It is by assessing the relative positioning of this infrastructure that this chapter ascertains the spatial logic of digitised borders. I suggest that this logic includes the positioning of digitised border components to enhance the visibility of traveller-facing infrastructure while hiding the back-end of digital systems. Additionally, as borders are digitised, they are rendered increasingly mobile and are regularly disarticulated and rearticulated from space. Such spatial alterations resulting from border digitisation are accompanied by temporal changes, notably the expanding of the historical timeframes that are relevant to contemporary bordering and a shifting in the temporal orientation of the border towards the future. Together these features describe where and when contemporary digital borders exist.
 
           
          
            Identifying where borders exist
 
            Even the most surface-level examination of contemporary international relations and politics indicates that boundaries of sovereign-state power and authority do not neatly follow the fixed lines of global maps. Such lines do not, for example, grant the US authority to unilaterally conduct airstrikes in Yemen or give China the right to build military instalments on Islands in what is supposed to be Vietnam’s or the Philippines’ territory. Regions of the world also exist where mapped state boundaries are no longer enforced, including the European Schengen Region where de jure debordering has diminished state boundaries, and across sections of West Africa where de facto debordering allows the relatively unrestricted movement of populations.
 
            At times the absence of official state bordering has combined with de facto and unmapped performances of sovereign power to radically reshape political territories (Thachuk, 2020). In Afghanistan warlords have ‘proceeded to harden their territorial boundaries over which they exercised de facto sovereignty and built up their forces and fortunes’ (Thachuk, 2020, p. 215). And often, even when borders appear to align to mapped demarcations, they function by moving either side of their depicted position. Pre-travel visa assessments stretch borders to meet travellers before they reach mapped geographical boundaries (Salter, 2012), and airport security screenings fold borders inwards to assess travellers within internal geographical spaces (Vukov & Sheller, 2013).
 
            For Agnew (1994) such inconsistencies – both in terms of drastic instances of extra-juridical sovereign action and the everyday fluid performance of sovereign borders – expose the ‘territorial trap’ of Westphalian state theory that hides the fact that political power and social groupings are fluid and have never been neatly contained by static geographical territories. Consequently, scholars have sought to develop new theories and concepts to identify where political territories exist that do not rely on abstract geographical maps. Instead of dividing lines, borders have been theorised as dynamic and evolving sutures (Salter, 2012), portals (Jones et al., 2017), mobius strips (Bigo, 2008), and scapes (Brambilla, 2015). These metaphors highlight that borders are positioned across spaces instead of just in-between them; that borders are fluid, unpredictable and subject to change; and that they can occur in unexpected places (Parker & Vaughan-Williams, 2012), and perhaps even in all places (Balibar, 2012).
 
            However, a feature of much of this literature, which is of particular significance to this book, is a shift from framing borders as geographical structures that determine political relations, to seeing them as a type of political relation and action (bordering) that produces a spatial form (borders) (Brambilla, 2015; Yuval-Davis et al., 2018, 2019). This is akin to the foundational notions of both the ‘spatial turn’ and the subsequent ‘mobilities turn’ in the social sciences, which emphasised that spaces are produced by the social and political relations and movements that occur across them (Everuss, 2021b).
 
            The relationships that produce state borders, I would suggest, inherently involve state sovereigns, which obviously includes political leaders and their representatives, but also the institutions and instruments that exercise the primary political authority of a state. State borders are established when these sovereign assemblages enter into relationships with people and places, and in doing so perform state borders (Van der Woude, 2019; Vukov & Sheller, 2013). Thus, I follow Salter and others who argue that establishing where borders exist is a matter of establishing where they are performed, or, where border work is done (Everuss, 2020a, 2023; Johnson et al., 2011; Salter, 2012; Vukov & Sheller, 2013).
 
            For the purposes of this book, and to narrow the question of where borders exist, one type of sovereign performance and resulting relationship is premised: the sovereign decision. This is the decision about who forms part of a state’s polity and who is deemed to be outside of it, or in other words, who is to be excluded. Scholars influenced by the critical sovereignty theories of Carl Schmitt and Giorgio Agamben have framed this decision in terms of ‘sovereign exclusion’ as the primary power that constitutes state borders, and in fact statehood in general (e. g. Mountz, 2013; Salter, 2008). Sovereign exclusion is a significant performance of sovereign authority because it establishes the polity or political community of a state over which sovereign power is held, and at least in theory, from which popular sovereign authority derives (Agamben, 2000, p. 6). The sovereign decision is also a performance of borders that is pertinent to the way states deal with travellers as it is the key bordering process encountered by people on the move. Salter (2008, p. 366) describes this stating:
 
             
              [t]hough borders may be at airports, rail stations, cruise line terminals, prescreening points, or the physical frontier, the process I am concerned [with] remains the same: an individual requests entry to a country, a claim which is adjudicated by a government official and granted or refused.
 
            
 
            However, where I diverge from Salter, a divergence that will be further explored in Chapter 4’s discussion of bordering agency, is the role of the government official. Salter suggests that border guards and other sovereign human agents retain ultimate purview over the sovereign decision, but I see the sovereign decision as spread across bordering assemblages. The individual guard alone is not capable of performing the border, they require the legal instruments that grant them power, the material infrastructure that brings travellers to them and the other people and entities that give their decisions the force to refuse entry and physically detain and deport travellers.
 
            If the sovereign decision was the sole purview of an individual agent face-to-face with a potential sovereign subject, then identifying the location of the border would be simple. The border would exist at the site of the sovereign agent-subject encounter, and the subject of the sovereign decision would either mark the inside or outside of state territory depending on the decision’s outcome. But as decisions are performed by an assemblage of bordering components – including people, infrastructures, legal forms and other material and semiotic entities – the border exists at the various sites of these components.
 
            This is indeed where digitisation comes into play. The assemblage that is performing the sovereign decision is being digitised so, just as a border would include the security and customs booth at an airport, it now includes the computer sever and system that runs risk assessment algorithms and contributes to determinations about whether travellers are to be excluded. Likewise, digitised borders include the drones monitoring for irregular migrants, and the internal state hubs where drone pilots and engineers are based. The inclusion of these new components into state borders is altering the spatiality of those borders. It is bringing the spaces inhabited and traversed by relevant digital components into the overarching spatial organisation of the border. What I now seek to identify is the logic of this organisation, or where digital border components are likely to be and move.
 
           
          
            The spatial logic of digitised borders
 
            There are several factors that create spatial border logics. For one thing, certain locations are more suitable and conducive to the performance of the sovereign decision, making them likely places for the establishment of state borders. Additionally, spatial logics are generated by border discourses: collections of ideas and norms that establish assumptions about where borders should be enacted. The geographical boundaries of states are one location where borders are more likely to be enacted because of material considerations and bordering discourses. Peripheral state borders have the practical advantage of performing the sovereign decision on populations prior to their physical interaction with the polity and property of a state. Bordering at a state’s geographical threshold also aligns to a Westphalian discourse that includes prescriptive ideals about states exercising complete control over their geographical territory (Schmidt, 2011). Such material considerations and discourses have, for instance, driven the recent sovereign performances and border wall construction along portions of the US-Mexico geographical boundary (Becker, 2021).
 
            Technological advancements to human mobilities, including trains and aeroplanes, have challenged such Westphalian border arrangements, and established new spatial border logics (Adey, 2010). Not only is it difficult to stop trains and planes at geographical state boundaries, but their usage has become part of economic practices and associated cultures of mobility that promote uninterrupted and accelerated movement between urban centres (Elliott & Urry, 2010). Consequently, travellers have been increasingly subject to the sovereign decision in an expedited fashion before reaching the geographical edges of states and/or when they arrive at airports and train stations deep within state territory. New bordering infrastructures have been created within the geographical regions of states and near internal entry/exit points to manage these flows, such as airport customs booths, federal police stations and internal immigration detention centres. In sum, a new mobilities-based spatial bordering logic developed to perform the sovereign decision in a manner compatible with modern international travel.
 
            In a similar fashion to how new mobilities provoked alterations to border arrangements, digitisation is provoking the establishment of a novel bordering spatial logic that is identifiable in the locations of new border components. For instance, the data centres and other computational devices that store, analyse and share data across digital border systems are not normally positioned at physical sites of traveller interception (Pollozek, 2020; Trauttmansdorff, 2017, p. 109). Instead, this key back-end infrastructure is positioned far away from traveller spaces. Bigo et al. (2019, p. 10) describe this as a feature of modern systems that utilise the internet, stating that:
 
             
              [u]nlike other massive material transformations of industrial and post-industrial cities and their transportation and communication infrastructures, the materiality of the Internet is mostly out of sight and located elsewhere.
 
            
 
            However, digitised bordering still requires physical elements that interact with travellers in situ, creating a near-far bordering component network. Airport e-gates use physical barriers and doors to herd travellers into spaces for screening, but rely on distanced data processing technologies to conduct much of this screening (Lisle & Bourne, 2019). Smart cameras film the material locations of traveller movement, but their images are analysed at far away data centres (Ferenbok & Clement, 2013). Border guards interview travellers face-to-face about their risk profiles, but these profiles are established by analysts and algorithms in distanced security services offices (Amoore, 2011). The spatial logic of digitised borders is consequently one of manifest components at sites of travel, networking infrastructure and flows of information, and distant centres for data analysis and processing.
 
            This spatial logic is evident in the distribution of the computing services and infrastructure that underpin the US Customs and Border Protection’s (CBP) bordering systems, such as its Trusted Traveller Programs. As with most US government agencies, the early digital systems and back-end data centres used by CBP were largely specific to that agency (US Department of Homeland Security, 2011, p. 4). However, with data playing an ever-increasing role in the activities of security and defence agencies, the vast array of data centres and digital systems managed by the CBP and other government agencies became unwieldy and their siloed management inefficient. Initiatives were subsequently put in place to consolidate data centres and digital systems across like government agencies, a process that was radically catalysed by the 9/11 attacks that exposed limitations in homeland security data sharing (US Department of Homeland Security, 2011, p. 4).
 
            The consolidation occurred in two respects. Firstly, the virtual spaces of digital systems were consolidated by migrating many of them onto common platforms. This led to greater intermingling and data sharing between CBP platforms, other DHS platforms, and US security, intelligence and defence platforms (US Department of Homeland Security, 2011, p. 4). Secondly, the material infrastructure on which these platforms were hosted was consolidated under the ‘One Infrastructure’ policy, which combined 43 primary data centres, as well as a large number of more minor data centres, into two key Enterprise Data Centres (EDCs) (US Department of Homeland Security, 2011, pp. 4 – 5). Essentially, the spatial organisation of US back-end bordering infrastructure went from being spread across many US sites, to being concentrated in two key locations known as ‘Data Center 1’ (DC1) and ‘Data Center 2’ (DC2).
 
            The ‘US Visit’ Program for instance went from being run out of Department of Justice data centres in Rockville, Maryland, and Dallas, Texas, to being primarily performed from DC1 with DC2 used as backup (Department of Homeland Security, 2011). As such, the EDCs became two of the most essential parts of the modern US border. They are the distanced entities that enable much of the digitised bordering of travellers, including their pre-screening, examination in places of entry/exit, and tracking and further examination within the US. This means that the spaces of the EDCs form part of the spatiality of the US border.
 
            DC1 is located in the National Center for Critical Information Processing and Storage at the NASA Stennis Space Center in Mississippi. While this is a state-owned facility, DC1 is operated by the publicly listed defence, aerospace and IT company, General Dynamics. There is scant publicly available information about the internal workings of DC1, but according to a highly redacted Senate Appropriations Committee Informational Briefing on the ‘DHS Data Center Migration Overview’ provided under Freedom of Information, we know that in 2011 the DC1 facility was described as ‘63,000 square feet of raised floor space’ within ‘three large attached buildings’ of which ‘DHS occupies seven zones’ (Department of Homeland Security, 2011, p. 2). In 2021, Dr Mark Lucas, head of DHS’ cloud computing operations, stated that DHS was using ‘approximately 36,000 square feet of floor space in DC1. Within that footprint, ‘DHS operates 1,660 VMs [virtual machines], 2,000 physical servers, 1,000 network devices, 765TB of storage (56 percent full) housed in 612 racks, with the capacity for an additional 400 racks’ (Moss, 2021).
 
            Both DC1 and DC2 are run by private businesses, but DC2 is also housed in a privately owned facility in Clarksville, Virginia. This facility was owned and operated by Hewlett Packard Enterprise from 2007 to 2018, after which the asset and contract was taken over by Perspecta. In the same 2011 Freedom of Information document outlined above, DC2 was described as a leased, ‘secured facility on 22 acres … [b]uilt to DHS Requirements … with dedicated off grid power, … 60,550 square feet of raised floor … with option to increase to 106,000 square feet, … [o]perat[ing] at multiple levels of security classification (unclassified/secret/top secret)’ (Department of Homeland Security, 2011). In terms of DC2’s internal infrastructure, as of 2011 it had 1,286 server racks of which 720 were being utilised (Department of Homeland Security, 2011, p. 12).
 
            Despite the monumental consolidation that took place to bring together the majority of DHS’s computing within DC1 and DC2, these two data centres are currently being transformed again as DHS seeks to run its programs using cloud computing services (Department of Homeland Security, 2021). This has involved shifting processes to Amazon Web Services (AWS) with certain DHS operations now being provided ‘as a service’, meaning that external contractors are not only providing the infrastructure, but also parts of the software architecture via the cloud. For instance, the DHS system for identifying people using fingerprints, irises and faces has been moved by Perspecta from Data Center 2 to AWS (Moss, 2021). As of 2019, 6 percent of DHS’ 628 applications were in the cloud, with 30 percent targeted to move by 2020 (Johnson, 2019).
 
            With this shift to cloud computing, the floorspace of DC1 was reduced by 36 percent by 2021, and there is a long-term plan to phase out both it and DC2 (Moss, 2021). The work to complete this move was put out for tender in January 2021 under a 10-year, $3.35 billion contract for ‘Data Center and Cloud Optimization (DCCO) Support Services’ (Department of Homeland Security, 2021). Significantly, the shift to cloud computing does not mean that data centres no longer form part of the US border, it just changes which data centres are involved and also further entrenches the presence of private operators, such as AWS, in state bordering, which in turn reduces government oversight of bordering locations (Amoore, 2020, p. 35).
 
            In addition to the data centres and cloud infrastructure that house the systems of DHS, bordering systems draw on data bases and records kept in many other locations. For instance, in a 2020 ‘Notice of modified Privacy Act system of records’, DHS described the location of the records for the CBD’s Trusted and Registered Traveller Programs as being:
 
             
              maintained at the CBP Headquarters in Washington, DC and field offices. CBP maintains records in the Trusted Traveler Programs (TTP) information technology system, as well as other applications that support trusted traveler and registered traveler application and program management. CBP may also maintain these records in various CBP law enforcement systems for participant screening (Department of Homeland Security, 2020).
 
            
 
            The relevant back-end sites of digitised borders are not only those that house technological infrastructure. Back-end bordering sites also include places where people work on and analyse the outputs of relevant computational systems. A key site in this respect is the National Targeting Center in Sterling, Virginia, which is the CBP’s principal counterterrorism facility where officers deploy the Automated Targeting System (ATS). The CBP describes the ATS as ‘a decision support tool that compares traveler, cargo, and conveyance information against law enforcement, intelligence, and other enforcement data using risk-based scenarios and assessments’ (Privacy Impact Assessment Update for the Automated Targeting System, 2017, p. 1). The National Targeting Center is where many of the actual CBP officers who use and interpret the ATS are physically located and work. As such, the National Targeting Center is a hub of US border work, where a contemporary form of the border guard, the individual who interprets algorithmic matching and risk analysis, contributes to the sovereign decision about whether a traveller (or piece of cargo for that matter) should be allowed entry. This means that the near-far spatial arrangements of the borders in relation to actual travellers is not exclusively one of people at the traveller-interface supported by distanced infrastructure, but instead one of a complex close and distanced assemblage over which people and infrastructure are dispersed.
 
            In terms of the distanced bordering components used to produce digitised state borders, it may seem that because their position is not reliant on the location of travellers, it is somewhat arbitrary. However, the spatial positioning of back-end border components, including data servers and worker hubs, is driven by material and contextual factors. Amoore (2018, p. 8) makes this point in relation to the infrastructure underpinning ‘cloud computing’, which is ‘actualized in data centres, located in places within plentiful land, favourable tax rates, affordable energy, water for cooling, and proximity to the main trunks of the network’. Thus, there is a spatial logic to the positioning of the back-end components of digitised borders, which can be ascertained by identifying their material, social, political, and economic requirements that make certain locations more suitable for their placement than others.
 
            For instance, the consolidation of DHS Data Centres from across the US into DC1 and DC2, was only possible because these large EDCs had the necessary material qualities. Even with their size at the time of consolidation, the 8 megawatt powerline to DC1 had to be increased, and so a 32MVA power substation was built in order to upgrade the center’s electrical capacity from 50 Watts per square foot to an average 135 Watts per square foot. And this was only one part of a $24 million upgrade that included new air-conditioning and chiller systems for server areas, new generator backups and associated fuel tanks and other significant capital works (Department of Homeland Security, 2011, pp. 13 – 17). Even though the EDCs are now being phased out in favour of cloud computing services, similar considerations apply to the new suite of underlying digital infrastructure that support bordering systems in the cloud.
 
            However, as a final note on the spatial logic of borders, it is important not to conceptualise digitisation as a complete rupture from past spatial organisations. As will be continually stated throughout this book, modern borders are often a messy assemblage of modern digital processes and older analogue processes (Canzutti & Tazzioli, 2023). Therefore, much of the traditional spatiality of the border remains. Indeed in some places, like along the boundaries established between Israel and Palestine or along the US-Mexico border, traditional bordering infrastructure and locations are playing a central role in the management of human movement.
 
           
          
            Defining the contours of digitised borders: Global spreads and fuzzy edges
 
            The shift to cloud computing, and the digitisation of bordering systems more generally, enhances the potential for bordering to stretch across traditional state boundaries, separating the spaces controlled by sovereign governments from the spaces where their sovereign bordering occurs. Westphalian border components are largely assets and infrastructure that function through their material presence within sovereign controlled lands – such as walls, roads, gates and vehicles. While these infrastructures and locations of bordering remain, digitisation is augmenting them by establishing ‘the possibility of monitoring migratory movements and border crossings far from authorized passage points via various surveillance technologies’ (Pollozek, 2020). Because digital infrastructure can function at a distance, it does not have to be positioned in the same geographical jurisdiction as its usage. A risk assessment deployed at the border in Australia could be using applications, platforms and infrastructures in the US, UK or any other place. In fact, if the applications, platforms and infrastructures in other jurisdictions are superior to local ones, then it makes sense for them to be used, which is a key argument made by cloud computing operators that provide these entities as a service (Amoore, 2018, p. 7).
 
            New Zealand’s bordering systems is an example of cloud bordering in practice because it relies on US CBP targeting and risk assessment systems. In particular, US CBP gives New Zealand’s bordering and security agencies access to US software developed for its global partners: the Automated Targeting System Global (ATS-G) (Koscak, 2021). The US provides NZ this software package and training for free, which is then used to vet travellers arriving in NZ. Consequently, NZ’s state border is partially performed within the US, which takes a direct interest and involvement in NZ’s vetting of travellers.
 
            The international spread of state bordering also occurs through data sharing arrangements, such as the agreement between the US and UK to share information about third country nationals in order to inform one another’s visa and immigration decisions (“UK-US Sharing of Visa, Immigration, and Nationality Information Treaty,” 2014). There are also extensive biometric data sharing arrangements across the Five-Eyes alliance that interconnect the bordering processes of the US, UK, Australia, Canada and NZ (US Department of Homeland Security, 2009). Established systems of data sharing occurs through interstate agreements to share Passenger Name Record data between sovereign states and airlines (Leese, 2014). And international company-government agency assemblages constantly share data in more ad hoc ways. For example, PROMENADE, a current EU Horizon 2020 Project run by government agencies from Greece, Spain, Lithuania and France, and defence and space tech companies Leonardo and GMV, draws on US Department of Treasury data to risk assess vessels in the Mediterranean (Foka et al., 2023). Consequently, the sovereign decision about the polity membership of individual states that enacts the borders of those states is increasingly informed by global, or at least international, networks.
 
            There has been recent pushback against such international data-based assemblages with national attempts to align bordering systems and networks with the geographical territory of the sovereign states that they relate to. This has been framed as maintaining national ‘data sovereignty’: a ‘Government’s exclusive authority and control over all virtual public assets, which are not in the public domain, irrespective whether they are stored on their own or third parties’ facilities and premises’ (Irion, 2012, p. 41). National data sovereignty has become a particularly significant issue as government agencies increasingly use cloud services, whereby their data is held by private businesses that often operate servers across state borders. These businesses regularly move data and cloud computing between their sites of operation in line with their business interests (Irion, 2012). In effect, this is a shifting of the position of a state border between the infrastructural sites of a private enterprise, as determined by that private enterprise. Feasibly this could also lead to the construction of one state’s border across a global spatial arrangement as it materialises in the global data centres of a cloud computing company.
 
            There are security and sovereignty concerns to the positioning of the border outside the standard jurisdiction of a state. A government’s data could potentially be accessed by another government whose territory it is being hosted within, or it could be caught under the authority of that secondary country’s jurisdiction in other ways.1 This concern was outlined in a Canadian Government White Paper on ‘Data Sovereignty and Public Cloud’, which stated that ‘the key risk to the GC [Government of Canada] with respect to data sovereignty is that foreign agencies can leverage laws in their home country to compel CSPs [cloud service providers] to turn over the GC’s data’ (Treasury Board of Canada Secretariat, 2018). In response to this risk, the Canadian Government has taken the now common approach of (1) limiting the categories of data stored in the cloud, (2) encrypting the data, (3) using standard contract clauses to stop CSPs sharing Canadian data with foreign actors and compelling CSPs to disclose such instances should they occur (Treasury Board of Canada Secretariat, 2018). In essence, such approaches involve the Canadian government exercising a degree of control and sovereignty over how infrastructure assets in the geography of another state can function. This brings those assets within Canadian territory, at least in a partial sense.
 
            However, Irain et al. (2017) are sceptical of the effectiveness of such controls, as even when service level agreements supposedly ensure CSPs store a customer’s data in a chosen region, CSPs ‘may move data to another location, like another country, in order to cut costs, by mistake or for malicious reason.’ To support this point, Irain et al. quote Amazon Web Services’ customer information which puts a large caveat on the region certainty of data, stating ‘[w]e will not move or replicate customer content outside of the customer’s chosen region(s), except as legally required and as necessary to maintain the AWS services and provide them to our customers and their end users’ (Amazon Elastic Compute Cloud 2017, as cited in Irion, 2012, p. 2). Irain et al. (2017) subsequently propose that cloud service users deploy ‘landmark-based data location verification approaches’, a computational method of identifying where user data is being stored. Such processes are not only relevant to data security, but increasingly necessary for states to identify where their own borders reside, which is something unique to the era of digitised boundaries.
 
            Regardless of whether bordering networks are contained to individual state geographies or not, the reality is that their outer edge is increasingly fuzzy. What I mean by this is that, while we can decipher the position of key bordering infrastructure, it is not possible to determine every component of a digital bordering system, and indeed having indeterminate outer edges is part of the spatial logic of these systems. The indeterminacy in question arises because digital bordering systems are rarely closed networks and the components that contribute to them change over time. For instance, new businesses win government contracts and bring their own flexible and constantly evolving relationships with subcontractors, data providers and workers into bordering assemblages (Leese et al., 2021). This is evident in looking at the mobility of data centres and operators used by the US CBP. DC2 was used to amalgamate data centres from across the US, it then changed hands from Hewlett Packard Enterprises to Perspecta, and now is being phased out in favour of cloud-based operators offered by AWS.
 
            This fuzziness to the organisation of digital border systems and their spatial positions is even more acute when machine learning algorithms are involved, which is increasingly the case for passenger risk assessments and other key digital bordering processes. Machine learning algorithmic systems – often referred to as artificial intelligence (AI) – incorporate a large range of new actants into bordering, creating uncertainty about who or what is contributing to bordering decisions. If we are to truly map the spatiality of machine learning algorithms deployed at borders, we would need to include the teams of people involved in designing the algorithmic systems and coding the training data and thus who influence the outcomes of digitised sovereign decisions. This complexity is described by Tamara Vukova and Mimi Sheller (2013) in terms of contemporary border labour. They state that ‘Borders require the labor of software developers, designers, engineers, infrastructure builders, border guards, systems experts, and many others who produce the “smart border”’ (Vukov & Sheller, 2013, p. 225).
 
            Furthermore, the data that informs machine learning algorithms at the border is not just generated by workers paid specifically to contribute to those algorithms, but is also purchased, acquired, and taken from diffuse and ill-defined sources. Examples exist, for instance, of travellers’ social media postings being used to assess whether they should be allowed to enter the US (Gradecki & Curry, 2017, p. 4). Likewise, law enforcement and border agencies are increasingly using large databases drawing on social media postings, and even third party DNA services like Ancestory.com as well as other web sources to inform their actions (Bircan & Korkmaz, 2021; Latonero & Kift, 2018; Smith & Miller, 2021). In short, widespread systems of dataveillance, embedded within cultures of surveillance capitalism, mean that borders draw on, and exist within, the ‘Mundane practices of everyday life [that] become the implicit basis for predictive designations of the exception’ (Pötzsch, 2015, p. 108). This raises the question, if the data sets drawn on by bordering mechanisms are part of the bordering assemblage, then where does the outer limit of the border itself reside? And can it ever be possible to define the edge of the digitised border?
 
            For Louise Amoore the answer would be no. Amoore (2020, p. 58) draws on the theory of Jacques Derrida to argue that there is ‘no meaningful outside to the algorithm’, not only because machine learning algorithms draw on diffuse and often undefinable data and code, but because they are iteratively altered and rewritten through their contextual implementation. The very nature of machine learning algorithms means that they change their own internal parameters and weightings in response to outcomes. Consequently, it is impossible to know for certain what information is being used by machine learning algorithms to inform border decisions and it is impossible to know how that information is being weighted and interpreted. There is thus no human author or master source code that defines the limits of AI once in-use (Amoore, 2020, p. 105).
 
            All of these factors contribute to what has been described as the ‘black box’ nature of AI and big data (Leese, 2014; Pasquale, 2015). Through AI, the spatiality of the border stretches over populations subject to dataveillance, but we do not know for certain where all those populations reside and how they are incorporated into the border. And many of the decisions concerning this are happening within the spatiality of algorithms themselves – how their internal components are positioned in relation to one another (Amoore, 2020) – as opposed to the physical geographies of states. Thus, the fuzziness or indeterminacy of bordering assemblages – in terms of what components are involved and what spaces they encompass – is itself part of the spatial logic of digitised borders. In a spacial sense, digitised borders have fuzzy edges.
 
           
          
            The invisibility of digital borders
 
            Accompanying the spatial arrangements of digital bordering systems are relationships of visibility. In short, while certain features of digital borders are rendered manifest, others are hidden. invisibility occurs because of the ‘black box’ nature of digital bordering systems, but it is also purposefully created in digital bordering systems. The obfuscation of digital bordering systems is in some circumstances motivated by their security sensitive nature, which make them a potential target of foreign and domestic interference. As such the internal workings of digital borders are described as needing a degree of ‘operational secrecy’ (Moses & De Koker, 2018). A key part of what is being kept secret is the actual code and data used, as well as in some instances, the physical locations of servers and other infrastructure. Such obfuscation is particularly important in the cloud computing era in which private contractors are playing an increasing role in maintaining and deploying the back-end systems of borders. For instance in June 2019 a hack on a US CBP subcontractor ‘disclosed tens of thousands of travellers’ facial images, license plate numbers, and the technology used to capture this information, including facial-recognition cameras, security system blueprints, and maps of ports of entry’ (Greenfield, 2020).
 
            The covert nature of digital bordering systems is also enhanced by the intertwining of databases and algorithmic analyses used to manage borders with other security, defence and policing processes. In Australia for example, passport photos are incorporated, along with divers’ license photos, into police databases that can be analysed using facial matching algorithms ‘without warrant or the knowledge or consent of individuals concerned’ (Smith & Miller, 2021, p. 3). In the US the ‘“ICITE” programme for the cloud-based storage, sharing and analysis of intelligence data’ is jointly managed and used by the Department of Homeland Security (DHS), National Security Agency (NSA), Central Intelligence Agency (CIA), Department of the Navy, Department of the Army, National Geospatial Intelligence Agency, Defence Intelligence Agency, Office of the Director of National Intelligence, Department of the Air Force, Federal Bureau of Investigation (FBI), Department of State, and Drug Enforcement Agency (DEA) (Amoore, 2018, p. 5). The contents of these databases, and the algorithms used to analyse them, are rarely exposed to the public and become the general secretive materials of everyday and intertwined state bordering/security/policing. It is a process that Tim Dekkers (2020) describes as the establishment of ‘crimmigration’.
 
            However, the functional role played by obfuscating the back-end of digital border systems extends beyond practical concerns because it is also done for discursive reasons. Modern technologies, particularly those deploying machine learning algorithms described as AI, are represented as autonomous, independent, objective and possessing agency. It is a representation that relies on the many human inputs and material infrastructures of AI applications or empowered devices being hidden, otherwise the apparent atomised agent of AI looks more like a small part of a much larger cyber-physical system (Holton & Boyd, 2019). Consequently, the background to the pointy end of AI at the border is hidden, leaving the assessments undertaken by AI as seen to be existing in ‘the cloud’. There is no apparent manifest presence beyond the final application that could burden the image of an agile AI brain by bringing into focus a bulky and cumbersome body.
 
            This symbolic construction of digital border systems is evident in the brochures and other marketing materials used by the tech companies that build and deploy relevant digital bordering systems, such as IDEMIA, a European tech company used by eu-Lisa (The EU Agency for the Operational Management of Large-Scale IT Systems) for various bordering services including the EU’s shared Biometric Matching System (sBMS). In a 2021 brochure highlighting the deployment of their tech in the EU’s Entry/Exit system, IDEMIA provided a full 2-page graphical depiction of the systems at play (IDEMIA, 2021a). The depiction focuses on passenger-technological device interactions and the material infrastructure that scan, stop and record passengers at places of entry and exit. Locations of tech within airports, bus stations and road checkpoints are mapped out, and the workers who cooperate and use it are shown.
 
            In contrast, the ‘Back End’ of the EU’s Entry/Exit system is illustrated as a floating and abstract network of databases and processes signified largely by titles and acronyms. Not only is it unclear how this back-end connects to the technologies presented, but it is unclear what it is and where it is located. Indeed, one of the back-end components is a ‘national back end’, a whole other subnetwork of databases, digital processes and associated computational infrastructure signified by three words. All that is graphically depicted about the back-end is that it is a network that somehow exists above the material deployment of digital border tech and that it undertakes important bordering tasks including traveller risk assessment.
 
            The discursive construction of back-end systems as a general amorphous network or cloud also achieves another function. It obscures the digital processes that inform the sovereign decision from public scrutiny. The functioning of digitised borders can create tension between, on the one hand, the democratic values of the states in which they operate, and on the other hand, the widespread dataveillance that is required to produce the big data behind bordering algorithms (Pötzsch, 2015, p. 106). When processes of general dataveillance are exposed, it is shown how modern borders act on and examine ordinary civilians. This occurred in the Snowden Affair, in which Edward Snowden, an employee and subcontractor at the CIA turned whistle-blower, revealed that national intelligence agencies in the US and UK were engaging in largescale monitoring of their domestic populations, such as by accessing phone records and intercepting internet traffic in real time (Lyon, 2014, p. 2).
 
            Allowing ordinary civilians to see into digitised bordering systems may bolster the democratic credentials of those systems, but for security agencies it carries the practical risk of generating hostile public sentiment that can motivate government intervention. Lyria Moses and Louis De Koker (2018, p. 544) identified that public security professionals see this as a problem and indeed as the basis for a ‘worrying rationale against transparency’. The obscuring of digital bordering operations from public view has even been identified as a stimulus for the structuring of bordering systems across both public and private contractors. The restructuring seeks to diffuse bordering responsibility across complex structures and commercial in-confidence operations, which enhances the opacity of digitised border systems (Molnar, 2019).
 
           
          
            The mobilities of digitised sovereign borders
 
            Like with invisibility, there has always been some degree of mobility to sovereign state borders (Agnew, 2017). Contemporary examples of non-digital bordering mobilities include: the movement of guards to patrol, follow, and intercept travellers; maritime vessels moving across waters to exercise sovereign authority over fluid territory; and domestic police moving through internal state territory to reinforce sovereign authority (Everuss, 2020a, 2023). What digitisation has done is radicalised border mobilities by drastically increasing the speed and volume of relevant movements and creating a plethora of new digital border mobilities.
 
            This is evident in the use of digital technologies to undertake pre-travel assessments and thus move borders to meet travellers (Ajana, 2015, p. 61). Since 2003 the Australian government has undertaken Advance Passenger Processing (APP) using a computerised network system to begin assessing travellers the moment they apply for a visa. The assessment continues at key points during journeys towards Australia as:
 
             
              airlines are required to provide information on all passengers and crew, including transit travellers. This information is collected at check-in and transmitted to Australian border agencies for processing and issuing passenger boarding directives to airlines prior to the arrival of the aircraft. A chief purpose of this system is the improvement of “risk management” techniques through data collection and processing (Ajana, 2015, pp. 61 – 62).
 
            
 
            APP is carried out by many countries around the world, and is mirrored by other bordering programmes like the US’s VISIT program and the EU’s advanced screening activities that record the biometrics of incoming migrants to code their bodies with risk profiles and determine the likelihood they will be excluded at the border (Amoore, 2006, p. 340). This stretching of borders occurs internally within the EU too, as the Dublin Convention and Eurodac Database system that capture the fingerprints and other details of potential asylum seekers extends the borders of all EU member sovereign states to the outer Schengen boundary. Germany for example, is effectively bordering asylum seekers when they are first intercepted in Greek waters or at other outer EU regions (Jones et al., 2017, p. 5).
 
            As is clear in these examples, traveller pre-assessment and the associated stretching of borders often relies on the sharing of digital traveller data between private and public entities and between sovereign states (Topak et al., 2015; US Department of Homeland Security, 2009). Topak et al. (2015, p. 881) illustrate how this type of agreement between the US and Canada ‘expands the border through the collection and sharing of the data of third-country nationals between US and Canadian security agencies remote from the territorial border.’ The result of these digitally enhanced systems is that it is increasingly rare for borders to statically wait to meet travellers upon their arrival at entry/exit points or geographical thresholds. Likewise, digitisation empowers borders to follow travellers after they enter the geographical regions of states, which is discussed further below in terms of the (dis)articulation of borders within traditional state territory.
 
            Another way digitisation promotes border mobilities is by empowering non-human actants to carry the border with them as they move. A key technology in this regard is that of drones, which perform the sovereign decision by monitoring and assessing travellers and thus carrying borders as they fly either side of mapped state boundaries. For example, Italian drones have ‘been deployed in the area of Lampedusa, north of the Libyan shores and also at the Southern Libyan border (with Niger, Chad and Sudan)’ (Marin, 2017b, p. 112). US drones operated by CBP regularly travel into Mexican airspace, and in February and March 2020, a CBP drone spent a significant amount of time in Panama’s airspace, surveilling islands and small towns in the Gulf of Panama (Burt & Frew, 2020, p. 10).
 
            Karolina Follis (2017) argues that in flying outside the traditional geographical territory of a state, drones extend a state’s ‘sovereign vision’ into external jurisdictions. Follis (2017, p. 1012) describes drone use in the context of the EU as:
 
             
              Enabl[ing] agents to locate objects, persons, and groups within those [external] spaces, long before they reach the sovereign borders of EU member states. This new way of seeing, I argue, is engineered to open up unprecedented possibilities of preemptive action and in this way to allow the most effective and seamless evasion yet of human rights obligations toward migrants.
 
            
 
            The action that Follis refers to clearly includes the performance of the sovereign decision. Migrants spotted by drones can be intercepted, turned around and thus cast as homo sacer before they reach the internationally enshrined territories of states where they are legally owed certain rights.
 
            The EU describes the new regions patrolled by drones as the ‘prefrontier’. The ‘prefrontier’ is established by drone flights ‘reaching into those spaces, [which] effectively decouples existing jurisdictional boundaries from their geographical demarcations’ (Follis, 2017, p. 1005). However, in the absence of other state infrastructure or action, the prefrontier only exists where drones are positioned at a point in time. In other words, while drones carry sovereign territory with them, even into the apparent sovereign territory of other states (Madörin, 2020, p. 704), this territorial expansion evaporates after drones depart.
 
            In addition to extending sovereign borders, drones carry them inward by surveilling domestic populations as if they were foreign security threats. A report by the website Gizmodo, which ‘mapped and analysed one year’s worth of flight data from seven of the 10 Predators [drones] in CBP’s fleet’, found that drones were flown within US territory on numerous occasions including in 2016 to monitor protests against the Dakota Access Pipeline and in 2020 to surveil Black Lives Matter protests in Minneapolis following the killing of George Floyd (McKay & Mehrota, 2020). In such instances, the sovereign gaze is being turned on citizens and permanent residents as opposed to foreign travellers.
 
            The border mobilities of drones are largely invisible. Drones are not however part of the obscured back-end of borders, but instead establish their frontier, ‘obviat[ing] some visible signs of security, such as fences, while also introducing an invisible security apparatus that extends beyond state boundaries’ (Koslowski & Schulzke, 2018, p. 305). This is likewise the case for satellites that are used to monitor and track migrants. Satellites sporadically perform sovereign territory as they image locations and provide the necessary information for authorities to examine populations, which can involve deciding whether to save or let potentially die those who are visually captured. In Europe Frontex performs this function using comparative satellite images taken by the European Space Agency (ESA) (Tazzioli, 2018). In sum, both drones and satellite-based systems of aerial surveillance (SAR) extend sovereign vision beyond (and within) geographical boundaries, impacting where borders exist and enhancing the mobilities of sovereign borders (Pollozek, 2020). In other words, these advanced digital technologies amplify the movement of borders.
 
           
          
            The digital (dis)articulation of sovereign borders
 
            Another source of border mobility is the spatial disarticulation and rearticulation of sovereign territory, a process that has also been radicalised by digital systems. Within an Agambenean framework, borders are created every time a person within a state is treated as homo sacer. This produces an external state space at the site of their body. In Australia there has been dramatic examples of such spatial disarticulation in the legal exclusion of asylum seekers arriving by boat. Australian Islands have been retrospectively excised from the migration zone, and all Irregular Maritime Arrivals have been placed into a category of person legally removed from this diminished mainland migration zone (Everuss, 2020a, 2020b; Mountz, 2011). In contrast, state action beyond traditional sovereign boundaries that protects and reaches out to citizens and expatriates – such as official ‘diaspora strategies’ that ‘link expatriate business, scientific and policy networks to national economic development projects’ (Larner, 2007) – bring far away bodies into the polity and territory of the state. Either way relationships of sovereign power and influence are established that move borders to follow people regardless of their geographical position (Kayaoglu, 2007).
 
            Modern digital technologies of surveillance have drastically increased the possibilities for these types of border dis- and re- articulation by enhancing the monitoring of internal and external populations. A comprehensive example of this is the mass surveillance carried out on internal populations by the Chinese State as part of social credit and racial profiling systems (Aho & Duffield, 2020; Byler, 2022; Liang et al., 2018). The Social Credit System (SCS) allocates people and businesses a dynamic credit score developed: ‘by a series of algorithms operationally managed by central government authority [that] allow the state to encourage desired social and economic behaviours whilst discouraging undesirable behaviours through an operationally managed system of tailored rewards and punishments’ (Aho & Duffield, 2020, p. 192). The SCS is made possible by the digitisation of social and political interaction in China so that daily interactions involve online activities that can be recorded in digital data (Raghunath, 2020). While this is a general feature of surveillance capitalism (Zuboff, 2019), in the SCS the data is not used to target advertising and generate profit, but to influence citizen behaviour and promote the objectives of the national government. And this influence is overt as well as covert, with desirable behaviour being rewarded with outcomes including lower tax rates, shorter wait time at hospitals and increased visibility on dating apps, while punishments include travel restrictions, limits on property ownership, higher taxes and loan interest rates (Aho & Duffield, 2020, p. 196; Smith & Miller, 2021, p. 2).
 
            China’s SCS system is underpinned by a state-wide network of smart cameras used to digitally record actions that would otherwise not leave an online trace. As of 2018, more than 20 million street cameras were installed as part of the ‘Sky Net Project’ that ‘enables the government to not only document criminal activity but also track individuals through facial recognition’ (Liang et al., 2018, p. 420). Where people move, who they physically interact with, and what actions they undertake in material space are recorded and digitally coded by China’s network of smart cameras. Additionally, smart cameras are used to implement exclusionary measures that include blocking purchases of train/plane tickets and restricting access to social and educational institutions (Aho & Duffield, 2020, p. 196). Thus, digital technologies are used in China to construct borders between populations. And in extreme cases, this involves establishing sovereign borders between members of the polity and those excluded from the protections of law or homo sacer (Byler, 2022). As such the surveillance helps to create and remove borders from everyday spaces in order to render people members of the polity or outsiders.
 
            The digital bordering of internal populations in China is often framed as what happens when digital technologies are deployed by non-democratic actors (e. g. Aho & Duffield, 2020), but there are many examples of democratic regimes digitally bordering internal populations. In the US, the EU and its member states, Australia, the UK and many other democratic jurisdictions, travellers are recorded and tracked using their biometrics, which can then be recalled and scanned periodically within sovereign territory (Parmar, 2019; Vukov & Sheller, 2013). Examples of this occur when the line is blurred between internal state policing and migration control activities. The NEXUS policing program in the UK and the Secure Communities programme in the US are both officially oriented towards arresting people responsible for state crimes, but they also perform the border by examining people’s migration status such as by comparing fingerprints to migration databases. Also, because these programs are most heavily implemented in areas with large non-white communities they are targeted at those defined as racial outsiders (Parmar, 2019). This digitised internal and racial bordering is even more explicit in the forced fingerprinting of Roma People by Italian police (Kóczé, 2018), and when migrants defined as ‘illegal’ in the US are tracked with GPS ankle bracelets (Holper, 2022).
 
            Internal systems of tracking and migration management are not limited to policing and law enforcement. In the UK, the attendance of students is digitally monitored via an electronic card tap-on system in university rooms. David Skinner (2020, p. 83) states that:
 
             
              [t]he monitoring of attendance applies to all students but the primary motivation for the introduction of an automated system was to fulfil the demand from UK Visas and Immigration (formerly the UK Border Agency [UKBA]) for regular, robust information about the attendance of students from outside the European Economic Area (EAA).
 
            
 
            Universities are obliged to provide the data to UK Visa & Immigration (Home Office), which can terminate the visas of students failing to attend classes.
 
            These examples are part of an explosion of digitally enabled everyday bordering, whereby travellers are subject to the sovereign decision as they apply for jobs, rent houses, attend universities and interact with police (Dijstelbloem & Broeders, 2015; Vukov & Sheller, 2013). For travellers this means that ‘the crossing of a physical territorial border is only one border crossing in a limitless series of journeys that traverse and inscribe the boundaries of safe/dangerous, civil/uncivil, legitimate traveller/illegal migrant’ (Amoore, 2006, p. 338). However, as the ‘Snowden Affair’ demonstrates, and in in line with Agamben’s (1998, p. 115) suggestion that ‘we are all virtually homines sacri’, everyone can become homo sacer because even citizens are subject to digital surveillance and potential bordering.
 
            While my analysis of the border re- and dis- articulation so far looks at the sporadic creation and removal of borders at the sites of bodies, border (dis)articulation also occurs at the site of bordering assemblage components. For instance, digital bordering assemblages include flows of information and data between bordering infrastructures that enable the digitised border to function (Jones et al., 2017, p. 5; Trauttmansdorff, 2017, p. 115). Servers themselves are relatively static, but they only function when they hold and transmit fluid bordering data that Dennis Broeders (2007, p. 73) suggests has ‘develop[ed] into the new digital borders of Europe.’ Drone pilots can only control their aircraft and traveller biometrics can only be algorithmically assessed if digital flows of information occur between the spaces of bordering decisions and their outcomes. Where these flows exist is difficult enough to pinpoint when they are passing through cables, let alone when they are being transmitted through space.
 
            Another materially disarticulated form that is part of the digitised border is the online and virtual space. While computer servers, processes and digital flows of data may make possible the websites where people research travel, apply for visas, and subsequently begin their journeys; the spaces of those websites exist in a virtual realm. Potential travellers need to inhabit the virtual spaces of airline webpages, government border agency apps and third-party migration consultants to cross state thresholds. These spaces become key sites where the sovereign decision is performed, such as via a visa application outcome delivered on screen or by email.
 
            Likewise, the cloud computing operations that increasingly underpin bordering processes are not easily pinned down to geographical locations. The material infrastructures of the cloud can feasibly be identified – although Irain et al. (2017) point out that this is difficult if private operators are involved who shift data between server and data storage locations in line with their business interests – there is also a spatial level to the cloud that exists in between the infrastructure and the webpages and programs where the cloud’s outputs are presented. This spatial level is described by Amoore (2020, p. 42) as the ‘analytical gathering of algorithms with data’, where the spatial arrangement in question involves the distances between and within the different parts of algorithms. Without going into further depth on this virtual spatiality of cloud computing here, which is something Amoore (2020) does expertly, it is important to point out that the disarticulation of digital border processes involves more than the obvious virtual spaces of webpages.
 
            With the inclusion of such disarticulated spaces into this chapter’s discussion, we are now at a point where the main components of modern digitised state borders and their common spatial arrangements have been identified. However, what is always important to keep in mind, and which will be returned to in Chapter 4, is that border components are always spatially arranged in networks and have dynamic and formative relations with one another. In other words, the addition of new digital bordering components and their spaces is never a simple accumulative process because bordering elements share co-constitutive relationships, they recreate one another.
 
           
          
            The changing temporal nature of digitised borders
 
            While this chapter focusses predominantly on spatial changes to state borders, digitisation also has temporal implications. Traditionally borders focus on the past and present. Their performance in the form of the sovereign decision revolves around assessing who people are now and what they have done in the past to determine whether they should be included within the polity and territory of a state. However, digitisation gives borders a more future orientated focus. Risk assessment algorithms, and the wider bordering systems in which they are embedded seek to identify not so much whether someone currently poses a threat to a polity, but whether they may pose a threat in the future. In the words of Amoore (2011, p. 28):
 
             
              [i]ndifferent to the contingent biographies that actually make up the underlying data in fields such as PNR [passenger name records], the data derivative is not centred on who we are, nor even on what our data says about us, but on what can be imagined and inferred about who we might be on our very proclivities and potentialities.
 
            
 
            What this means is that algorithms are not seeking to identify whether someone is hostile or has made plans to engage in violence, but instead whether their mix of characteristics means that it is likely that they will become a threat down the track, and thus they should be blocked at the border. It is a form of bordering that prejudges people, making their current bodies the location of future crimes. Pugliese (2010, pp. 149 – 150) states that this is the ‘animating logic’ of biometrics, which are ‘predicated on the future’. It is a temporal logic identified by Lucy Suchman et al. (2017, p. 985) as a shift ‘from a reactive to a proactive mode [that is] is at the heart of contemporary state-based logics focusing on technological superiority and persistent surveillance.’
 
            In sum, the future orientation of borders is evident in every algorithmic risk assessment platform that bases current exclusionary decisions on a generated probability that someone will cause harm at a later date. Such a future orientation is evident in the US Immigration Customs Enforcement (ICE) computerised Risk Classification Assessment (RCA), which determines whether migrants should be detained or left in the community by predicting whether they will be violent or pose a flight risk at a later date (Koulish, 2016a; Koulish & Evans, 2021). Likewise, the US CBP’s Automated Targeting system, New Zealand’s ATS-Global, The currently in development European Travel Information and Authorization System (ETIAS), The Netherlands’ Amigo-boras smart camera system, and Australia’s Advance Passenger Processing program, all to some degree assess the likelihood of future traveller behaviour in order to contribute to present sovereign decisions.
 
            Another way that digitisation impacts the temporality of borders is by changing the timespan over which bordering processes occur. More specifically, digitisation stretches the timespan of bordering as digital technologies continue to border people even after they have completed their customs interview or passed through an entry point. The continual and internal nature of modern bordering is generated by the intersection of two processes: one, everyday bordering and the diffusion of border work; and two, the establishment of digital surveillance systems within states. Everyday bordering involves ‘the territorial displacement and relocation of borders and border controls that are, in principle, being carried out by anyone anywhere – government agencies, private companies and individual citizens’ (Yuval-Davis et al., 2018, p. 230).
 
            Nira Yuval-Davis et al. (2018) suggest that in the UK, Immigration and Asylum laws imbed processes of border crossing, including the need for travellers to show travel documentation, into everyday political, social and economic encounters. This started with employers being required to check the immigration status of potential employees, but in the words of Nira Yuval-Davis et al. (2018), has extended:
 
             
              deeply into everyday life, subcontracting and extending border-guard roles to employees of private and public organisations including banks, the Driving and Vehicle Licensing Agency (DVLA) and hospitals as well as private landlords, so that irregular migrants would find it harder to find work and accommodation or to access health care and education.
 
            
 
            Thus, instead of crossing over a state threshold and entering a polity, migrants and certain travellers in the UK are constantly asked to re-present for the sovereign decision and be assessed as to whether they actually belong within the British polity. In other words, the timespan of the bordering process is extended and never truly finished.
 
            The moments of everyday bordering highlighted by Nira Yuval-Davis et al. (2018) largely involve human-to-human interactions, whereby ordinary polity members are forced to play the role of the border guard. While this is a significant internalisation of the border, the potential for everyday bordering is rapidly expanded by digital technologies. For instance, and as already described in detail, smart cameras installed in public locations to capture crime, can be instantly turned into monitors of migrants and travellers (Ferenbok & Clement, 2013; Smith & Miller, 2021). In such circumstances, people are bordered by technological devices and networks that cast the sovereign gaze over polity members and travellers as they move through public and potentially private spaces.
 
            This also occurs when digital technologies equip domestic police to enforce borders as part of their normal duties. For example, digital and biometric databases are deployed by French police in the deportation of Roma people to Romania (Vrăbiescu, 2020). And regimes of digital surveillance not only capture the physical actions and movements of people, but also their virtual ones. The social media posts that travellers make or the emails they receive while they wait on migration processing in the US may be used to determine the outcome of that processing (Gradecki & Curry, 2017, p. 4). Likewise European states and border agencies have sought to access the social media accounts of asylum seekers as part of identity and security checks (Latonero & Kift, 2018). A further example, described in more detail above, is the state monitoring of migrants’ university attendance in line with their visa conditions via digital tap-on systems in the UK (Skinner, 2020). There is therefore an extension of everyday bordering into the digital surveillance of people across physical and online spaces.
 
            Indeed, this brings the temporality of bordering in line with the temporality of sovereign exclusion described by Agamben. For Agamben (1998, p. 93), the sovereign decision must be continually performed and brought to life by casting-out specific populations deemed not to belong to the political community (polity). Furthermore, Agamben (1998, p. 88; 2000, pp. 5 – 6) argues that someone’s position within the polity is never stable and complete, they can always have their political identities stripped away by the sovereign. However, the ability for someone to be constantly subject to the sovereign decision (at least prior to digital surveillance) is highly limited. People need to come under the sovereign gaze, which once they have melded into the polity occurs only through interactions with sovereign authorities such as police officers, healthcare workers and potentially certain private citizens in contexts such as the UK where everyday bordering is common. With the digitisation of everyday bordering there is a radical extension of the sovereign gaze, making the performance of the sovereign decision more of a constant feature of life.
 
           
          
            The spatial and temporal logics of digitised borders
 
            The spatial arrangements of borders are dynamic and constantly changing in response to mobilities, technological developments, discourses, and political objectives. However, despite the large number of factors that impact the position of borders, there are certain things that have had such drastic and encompassing effects on where borders are performed that they can be described as motivating a new spatial bordering logic. For instance, Westphalian ideals and the associated political drive to exercise sovereign authority over defined geographical regions promoted a spatial logic based on the fortification of bordering infrastructure and systems at state peripheries. Likewise, the modern mobilities of plane and train travel became the basis for a spatial logic involving the establishment of sovereign borders at places of transit deep within states and near urban settings. What this chapter has identified is a new spatial bordering logic developed in response to modern digital technologies, which functions alongside and interacts with existing bordering arrangements.2
 
            This new spatial logic has been explained using case studies from across democratic contexts, including the spatial arrangements of the US border developed through its digitised enforcement by CBP. However, what is more important than identifying the specific details of any specific digitised bordering assemblage, is understanding the trends and patterns of how digitisation impacts the way modern bordering assemblages are spatially arranged. Indeed, not every detail of the specific arrangements described at the US border will likely be completely accurate when this book is being read, but the trends and new spatial logic of digitised borders identified here will provide a pertinent avenue to understand the organisation of the US’s, and other states’, digitised borders into the future.
 
            The logic in question includes the establishment of border spaces away from state peripheries as well as common internal entry and exit points. Instead, new bordering spaces are enacted at sites that contain digital infrastructure and devices that contribute in some way to the surveillance, assessment, and potential exclusion of people. The locations of data centres, the offices of government contractors and data analysts, and drone pilot bases are now just as much part of modern borders as are boundary checkpoints and airports. The rationale as to where these new border spaces are located is based on material and political concerns, such as where there is necessary power, cooling, tax conditions, and expertise. These spaces are brought into border assemblages through networks with technologies embedded into sites of traveller interaction, including smart gates, cameras and drones. Thus, digitisation creates an arrangement between the spaces of traveller-based material infrastructure and those of diffuse back-end digital systems. It is a relationship overlaid by one of presence-absence, whereby back-end spaces are removed from public view in order to symbolically construct digital border technologies as autonomous and self-sufficient, and to protect this hidden part of the border from interference.
 
            Just as digitisation impacts the position of bordering components at any one point in time, this chapter has also demonstrated how digitisation radically increases the mobility of state borders and the frequency by which they are dis- and re- articulated from space. Drones, satellites and other hyper-mobile border technologies carry state territory with them as they cast the ‘sovereign gaze’ over vast regions, while networks of smart cameras and biometrically enabled tech surveil internal populations, sporadically excising bodies from the territories of states. Additionally, features of borders exist either as flows of information, impossible to physically locate, or as virtual spaces hosted on web servers. These changes to the positioning of borders are part of the spatial logic identified here that is driven by digital tech. Likewise digitisation is influencing the temporal logic of borders by giving the sovereign decision more of a future orientation with risk algorithms assessing the likelihood that a traveller may become a threat at a future time, as opposed to whether they are currently dangerous. Digitisation is also adding layers of complexity to the temporalities of borders, with algorithms drawing together historical snapshots of populations to create a temporal mosaic of data to establish ‘normal’ and ‘deviant’ traveller profiles.
 
            It is these profiles that the next chapter examines. They are an essential component of digitised state borders as the performance of the sovereign decision relies on the assessment of a person’s data against identity models – digital depictions of standard polity members or travellers as well as specific deviant constructions. However, the question remains as to whether such data doubles can be developed in a fashion that does not code prejudices and inequalities into the performance of the sovereign decision, and consequently whether digitisation inherently reinforces intersectional hierarchies.
 
           
        
 
      





 
         
          Digital identities, algorithms and exclusion
 
        
 
         
          
            How digitised borders assess people
 
            The type of state border studied in this book is produced by a relationship between a state sovereign authority and a people. It is a relationship based on exclusion; whether a sovereign authority decides to allow a person to enter the political community of a state or cast them out. This book examines how this process – the ‘sovereign decision’ – is being digitised, and what this means for state borders and the social and political relations they produce and impact. The previous chapter took a broad focus, studying how digitisation changes the spatial and temporal organisation of state borders enacted by the sovereign decision. In contrast, this chapter narrows the analysis to a specific part of the functional apparatus of advanced digitised border systems. This is the production of digital identities, which are used to measure whether individuals are compatible with a polity.
 
            Digital identities are an essential part of modern bordering systems because computational processing are incapable of directly comprehending a traveller or population. Instead, digital systems, including those that deploy risk assessment algorithms, identify people and populations based on digital depictions of them (Leese, 2020). These depictions are to some extent standalone digital identities created from data recording the characteristics deemed most significant about a person or group. At the basic end of the digital bordering spectrum, these digital identities are used in human identification processes that connect travellers to their travel documentation (Noori, 2022b). This can be as simple as recording one or two biometric features of a person along with their name, date of birth and nationality – the entirety of which comprises a digital identity or data double – and then comparing this to new digital identities containing the same information every time that person is re-bordered. However, digital identities are also central to the more complex risk assessment of travellers whereby their future actions are predicted (Ajana, 2015). In such processes, a second type of digital identity is either explicitly or implicitly relied upon, a comparative digital identity that can be used to evaluate whether a traveller’s data double resembles a known profile, be it an ideal state polity member or a threatening outsider.
 
            As will be shown in this chapter, the production and deployment of digital identities at the border codes bias into sovereign decisions. Following a summary of how digital border identities are produced, two ways that they contribute to biased performances of the sovereign decision are examined. First, it is shown how minorities experience ‘enrolment exclusion’ when they are not recorded by bordering technologies and thus rendered ineligible to undergo the sovereign decision, or when their digital identities are constructed in ways that make their exclusion likely. Second, it is demonstrated how minorities are subject to ‘algorithmic exclusion’ when they are judged by their difference from normative big data amalgamations leading to their coding as foreign and therefore threatening.
 
            However, digital bordering identities are not only used to exclude travellers, they are also used to construct the political identities of states. When a person is excluded because they lack the necessary political identities or ‘forms of life’ to enter a state, those lacking political identities are consequently defined as that of the polity (Agamben, 2000, pp. 6 – 8). This symbolic border – enacted by the characteristics that insiders are deemed to have and outsiders are seen to lack – has historically been produced by the national cultural forms, legal frameworks and public discourses that inform and are shaped by the decisions of border actants.
 
            In this chapter I examine how these political identities are now also fashioned by the algorithmic processing of big data. This means that the state polity itself is being datafied and increasingly becoming a composite digital identity, which in turn, is used to evolve the face of the nation and identify those populations who no longer fit or have become superfluous. It is a process that I conceptualise as a modern example of what Zygmunt Bauman (2004) described as the production of ‘wasted lives’ by sovereign states. Consequently, this chapter shows how, far from being a simple step in the computational assessment of travellers, the production of digital identities at the border is part of the digital reformation of popular sovereignty.
 
           
          
            Data doubles
 
            There are two types of digital identity that are relevant to the state bordering of people. The first is the digital profile attached to a specific traveller. When a traveller is subject to computational assessment, it is not actually the person in question that is being assessed, but a digital account of them. This depiction can include physical, national, and cultural features, as well as mobility-based features, such as where a traveller has moved during their current and previous journeys. Increasingly, digital profiles also contain virtual movements and actions, notably social media posts, email activity and websites visited (Bircan & Korkmaz, 2021; Latonero & Kift, 2018). In the US for example, since 2019, foreign travellers seeking a visa can be asked to provide details of their social media account names and emails up to a five year period (Greenfield, 2020; Latonero & Kift, 2018). Together this data is moulded into a digital identity that ‘serves as the future reference point for all interactions between that person and authorities within a specific regulatory domain (e. g., asylum, law enforcement, visa management, etc.)’ (Leese, 2020, p. 2).
 
            The process was described in 2000 by Kevin Haggerty and Richard Ericson (2000, p. 606) as ‘abstracting human bodies from their territorial settings and separating them into a series of discrete flows. These flows are then reassembled into distinct “data doubles” which can be scrutinized and targeted for intervention.’ An example of the production of data doubles is the digital recording of travellers within the US CBP’s Trusted Traveller Programs (TTPs), which pre-assess travellers to expedite bordering at geographical entry/exit points. When travellers enrol in TTPs, data is collected about them including their:
 
             
              Full name; Alias(es); Date of birth; Place of birth; Language preference; Gender; Current and former addresses; Telephone numbers; IP address; Country of citizenship; Alien registration number (if applicable); Employment history (if available); PASS ID or Trusted Traveler membership number; Countries visited in the last five years; Criminal history (provided by applicant); Parental or Legal Guardian permission (if 18 years or younger); Driver's license number; Issuing state or province of the applicant's Driver's License; Trusted Traveler Program System (TTP) user name and password (password is maintained in an encrypted format); and Answers to security questions to reset password … Biometric data, including: Fingerprints (collected and stored through the DHS Automated Biometric Identification System (IDENT) for future identity verification); Fingerprint Identification Number (FIN); Height; Eye color; and Facial photographs. Information added by DHS/CBP: Criminal history information, as well as responsive information from other law enforcement databases that support the DHS/CBP membership decision; Law enforcement risk assessment worksheet; Pay.gov tracking number; Program membership decision in the form of a “pass/fail;” and Foreign government membership decisions in the form of a “pass/fail” (Department of Homeland Security, 2020, p. 14216).
 
            
 
            From this information the US border system comes to know travellers enrolled in TTPs. Any information outside of this system is deemed irrelevant to a traveller’s ability to join the US polity through a TTP.
 
            While the production of data doubles is a constant feature of digital bordering systems, data doubles differ significantly in the number and nature of characteristics they include. The EU’s EURODAC database only records when and where asylum seekers make their asylum applications, as well as a limited number of biometric and biographical characteristics including fingerprints and sex (European Parliament and of the Council, 2013). EURODAC data doubles provide a narrower depiction of travellers than TTP data doubles because they are used predominantly to perform a sovereign decision based on whether asylum applications have been lodged in the correct geographical region, as opposed to more advanced risk assessments of travellers. Indeed, many data doubles are produced that are only used to connect travellers to their documentation, and therefore just contain basic biographical and maybe biometric information. These data doubles are not understood alongside comparative border identities.
 
            While official bordering systems rely on data doubles, they are not always collected by government authorities. For example, airlines establish data doubles in the form of Passenger Name Record (PNR) data, which ‘contain large amounts of data that are obtained automatically during booking, reservation, and check-in – for instance, the name of the passenger and his or her address and full contact information, forms of payment including credit card information and billing address, the complete travel itinerary and the travel status, as well as frequent flyer information’ (Leese, 2014, p. 497). Although, airline created data doubles are regularly accessed and analysed by governments (Leese, 2014, p. 497).
 
            Data doubles are also increasingly being established by humanitarian organisations. The UNHCR develops data doubles of displaced populations that include biometrics and are stored on the interoperable online ‘Population Registration and Identity Management EcoSystem’ (PRIMES) (Connolly et al., 2023; Lemberg-Pedersen & Haioty, 2021). More recently, refugee advocates have promoted the creation of self-sovereign identity (SSI) systems that utilise blockchain technologies to enable migrants to create their own data doubles without a central authority. Currently, a cohort of actors including the UN, IBM and Accenture Plc are working together to develop a system to provide all people with a digital identity in line with Sustainable Development Goal 16.9 (Sullivan & Tyson, 2023, p. 435). However, while relevant to the broad digitisation of enforced movement, these data doubles are not necessarily incorporated into the border. They only become part of a border when they are at least partly accessed by a component of a border and used to help inform or perform the sovereign decision, which was regrettably the case when the UNHCR shared data doubles on Rohingya refugees with the Government of Bangladesh (Amoore, 2021; Thomas, 2018).
 
            In such instances, the data doubles produced by the UNHCR or any other organisation do not move seamlessly into the border assemblage, but instead are transformed and reproduced as they enter into relationships with bordering components. The previously external data doubles are reshaped by governments as new information is added to them so that they can be analysed within bordering systems, and as they are interpreted in accordance with the interests of bordering actants. In line with actor-network theory (see Chapter 4), data doubles are being translated as they are embedded into borders.
 
            The translation of data doubles can include the addition of information that does not attempt to represent the person-object, but instead signifies a system position. For example, while the EU’s EURODAC asylum system creates data doubles using biometric and spatiotemporal indicators – fingerprints and the geographical and temporal information about the location and time of asylum applications – it also includes a master code as follows.
 
             
              Category 1 defines a person as an applicant for international protection, category 2 defines a person as having crossed, or attempted to cross, a border illegally, and category 3 defines someone as being a potential illegal immigrant, who has been unsuccessful at gaining asylum status, is without papers, and has been found within a MS [member state] (Metcalfe & Dencik, 2019).
 
            
 
            EURODAC data doubles thus reduce the story of individual migrants to a series of identifying features and their EURODAC classification, which can render them illegal in the eyes of a European sovereign state; not in terms of criminal justice, but in terms of not having a valid connection to a European polity.
 
            Regardless of whether data doubles contain a few or a comprehensive list of characteristics, to function they must follow travellers. They are summoned every time a traveller is assessed, whether that be by border guards looking up a risk assessment, police officers searching a traveller’s biometrics, or a smart camera identifying a traveller. Through these interactions, data doubles are ‘made mobile’ because they are ‘circulated and exchanged with increasing speed’ to shadow their subjects and inform sovereign representatives as to who they are and what they may do (Trauttmansdorff, 2017, p. 120). As such, travellers accumulate multiple data doubles, a collection of digital shadows following them at different times depending on the systems being deployed to border them. In short, unlike actual bodies, data doubles have a hyper mobility that allows for their use in the assessment of a traveller virtually at any point in space and time, but also for their use in other systems of population management, such as by being input into the digital norms used to judge travellers. In other words, ‘[a]s digitised bits of information, the body-as-information can now be inserted within networked relations of biopower that traverse the local, the national and the global’ (Pugliese, 2010, p. 55).
 
            What is especially important to understand about these data doubles is that they are not natural depictions of their subjects. They are distortions, characterised and controlled by the digital signs – digitally coded units of meaning – that are both available and selected for their construction. This distortion occurs at multiple levels, but it begins with the very characteristics that are available to describe a person, which are determined by the biopolitical context in question. This point is made by Pugliese (2010, p. 8) who argues that biopower paves the way for the production of data doubles because it ‘effectively colonises the body, overlaying it with calculatory grids and mathematically inscribing it with formulae that will transform it into an object of knowledge and power.’
 
            Essentially, there are contextually-established ways of assessing and describing bodies that often premise certain physical features – skin tones, heights and weights, eye colours, genders – and that are reproduced by interactions between authorities and people. Both the systemic calculation of travellers by their bodily features, and the elevation of certain features to that of master categories of inclusion and exclusion, are influenced by existing frameworks of human classification. Which, as shown below, can entrench racial, gender and other intersectional hierarchies.
 
            In addition to the form of data doubles being influenced by existing lines of human assessment, the function of data doubles mirrors the normal symbolic side of personhood. As Spencer Cahill points out, people have symbolic and material qualities because they are ‘socially defined, publicly visible embodied being[s]’ (Cahill, 1998, p. 135). In other words, people exist as both an idea or social representation, and a publicly visible subject. It is interactions between these two entities that ties public ideas of an individual to some form of reality (Cahill, 1998, p. 132). Steve Kroll-Smith (2000, p. 92) sums this up stating that: ‘the embodied person is at the border between the real and the ideal, shaped by both ideas and corporeal limitations’.
 
            What digitisation does is drive a wedge between the material person and their symbolic construction in the form of a data double. In traditional theories of personhood, the public representation of people can be influenced by the intentional actions of those being represented. Consequently, a level of individual contact is an important part of the image formation of a person, whereby the reflexive intentionality of people is brought to bear on the way they are represented to, and perceived by, others (Hacking, 2004). While the level to which populations with little political power can impact their public representation is questionable, the disconnect between the embodied person and person-as-idea is exacerbated when the latter is digitised in a largely top-down fashion. Travellers cannot for instance truly know what information is included in one of their data doubles, and once it has been formed, can rarely alter it. Travellers are not even certain where their data doubles are, because data doubles somewhat independently move through digital networks when travellers are assessed by bordering systems.
 
            For instance, in Australia, asylum seekers on bridging visas and living in a community, or those not granted visas and living in detention, often do not know when their asylum applications are being processed and thus when their digital profiles are being conjured and assessed. Indeed, they also do not know what information is included in their data doubles. This is not to say however, that they have no influence over their data double, as Tamara Vukov and Mimi Sheller (2013) illustrate, migrants often sculpt the information they give authorities in an attempt to produce a data double that is most likely to be accepted by the bordering decision. Still, an important source of agency – being able to reflexively explain and add meaning to one’s representation – is regularly taken away from travellers. For example, instead of being able to talk to border officials about their capacity to earn an income and contribute to a polity, travellers can be judged purely on the medical and financial records that are included in their data doubles (Greenfield, 2020).
 
            Despite the lack of reflexive interaction between people and their data doubles, the two do remain intimately connected as data doubles refer to their travellers and can tangibly impact them. As such, data doubles act as a sign, which foundational semiotics scholar Charles S. Peirce (1991, p. 67) suggests ‘must have some real connection with the thing it signifies’. However, in drawing on the semiological work of Roland Barthes (1972, 1977), we can see how this connection is sculptured to represent travellers in specific ways.
 
            For example, defining a traveller purely by a limited number of characteristics such as their nationality, the places they have visited, and their bank balance, may give a distorted image of who that traveller is. Nevertheless, these characteristics are still features of that traveller. In this sense a data double is what Barthes (1972) would describe as a form of ‘mythical speech’ in that it creates a representation of a person by overemphasising some of their aspects whilst diminishing others. This is a powerful form of distortion because different and contradictory conclusions can be reached about a person depending on which of their characteristics are highlighted. Barthes (1972, pp. 114 – 117) suggests that this type of mythical distortion is hidden because the characteristics forming the potted depiction are still actually present in the signified object, which in this instance is the traveller as a physical person and their relationship to bordering systems. What makes data doubles radically different from the mythical speech Barthes himself analysed, is instead of nationalistic bourgeoise culture motivating the mythical distortion, the sculpting of data doubles is driven by exclusionary digital bordering processes.
 
            Finally, and while this is implicit in the above discussion, it is important to explicitly state that data doubles are not unitary and fixed entities, and they are not strictly produced by digital systems and their actants. When presented in this way, the very notion of the ‘data double’ falsely depicts the existence of a single accurate representation of a traveller that is drawn upon by the various bordering systems they encounter. Canzutti and Tazzioli (2023) criticise this framing of the ‘data double’ for flattening the multifaceted digital and non-digital bordering processes that produce complex and political depictions of people. Indeed, Canzutti and Tazzioli (2023, p. 15) argue that instead of ‘data double’ a better term is ‘scattered digital subjectivities’, as this indicates the entity created is not just a biometric depiction of a person’s body, but ‘a political technology of migration governmentality through which migrants’ lives are disintegrated, choked and taken apart.’
 
            While I completely agree with Canzutti and Tazzioli's (2023) criticism of data doubles defined as stable biometric forms, this is not how the term is used here. Data doubles encompass far more than biometric information. They include biographical, system-based, political, cultural and other information about people. And data doubles are not neutral, but political enactments of subjects, influenced by the networks of actants and their interests that are involved in the enacting process. Data doubles are the result of mythical distortions performed by digital systems, and as will be seen in the next chapter, those systems are produced by assemblages of material and semiotic forms including human actants and manual processes.
 
           
          
            Comparative digital identities of the border
 
            The second type of digital identity deployed at the border is the comparative profile. Comparative profiles or identities are ideal types, sets of characteristics that together are taken to signify types of people. This includes the ideal types that are considered compatible with a community, such as the ideal business traveller or foreign student. In such instances, comparative identities act as a calculated norm, deviations from which can trigger exclusion (Pötzsch, 2015, pp. 107 – 108). In contrast, comparative identities may represent ideal deviant profiles, such as a terrorist or risky traveller. For these comparative identities, it is characteristic overlap with data doubles that motivates traveller exclusion. Either way, bordering systems may expressly define comparative identities in explicit profiles, or they may imply comparative identities. The latter occurs when there is no formal recognition of comparative identities, but there are specific characteristics that are taken indicate risk, deviance, safety, etc. By accumulating characteristics taken to mean the same thing, the comparative identities of a bordering system can, at least in theory, be recognised.
 
            The information used to produce comparative identities comes from population level data sets. Key characteristics are selected from population data sets and used as master signifiers for their groups’ symbolic identity (Mann & Matzner, 2019). This means that, unlike data doubles that have real travellers as their objects, comparative identities are purely symbolic. In lacking a corporeal body as subject/object, comparative identities are unmoored from the material reality of actual travellers and are instead influenced by representational and computational processes including the source code of algorithms; the contents of population databases; training data used to guide algorithmic decision making; and when machine learning algorithms are involved, the iterative decisions of algorithms themselves. As such, comparative border identities resemble what Steve Kroll-Smith (2000, p. 91) calls a ‘composite person’, which is a person existing entirely in words just as an idea, disembodied and with no physical being to ground its construction.
 
            However, in many respects, comparative digital identities are an evolution of composite identities. This is because Kroll Smith’s (2000, p. 91) composite identities are established by a congeries of often weakly related media, including population surveys, court cases, press releases, marketing, and so on. Through the repeated emphasis of certain characteristics across this symbolic content, stereotypical depictions of people emerge. For comparative identities, the gradual fermentation of ‘problem people’ and other stereotypes that establish their composite form is replaced by a fast-paced sorting of big data (Aradau & Blanke, 2018). And while some comparative identities, including those that replicate national identities, claim to mirror actual populations in the same fashion as composite identities, others create novel constructs by establishing connections between arbitrary categories that then come to represent ‘terrorists’, visa overstayers, or other searched for border identities.
 
            The construction of comparative identities varies from a largely manual process to a highly automated one. In some border systems, human operators either hand select the characteristics for comparative identities, or work with algorithmic tools to do so. The UK Home Office’s Visa Streaming tool involved the construction of a comparative identity in a largely manual fashion. The Visa Streaming Tool was used to manually create three types of comparative identity: a risk profile based on the Home Office’s determination of risky nationalities; ‘risk profiles, constructed centrally by the Home Office, based on their nationality, the type of application, and the location they were applying from’; and a risk profile created by a local entry clearance post based on their own information, that for example, ‘might flag a particular occupation, sponsor, or travel history as low risk, based on information gleaned by officials at that post’ (Maxwell & Tomlinson, 2022, p. 56). Thus, while these profiles were based on large population level data sets, they were not written by machine learning algorithms but largely by Home Office Officials.
 
            In contrast, bordering systems that deploy more advanced machine learning algorithms automate the production of comparative identities. These systems are generally given an initial direction via source code, training data and target outputs, and then generate comparative identities from large amounts of data (Barrett, 2017). Advanced algorithms do this by searching for patterns or correlations in data sets. Entire data sets and the rich information they contain, are condensed to these correlations. Significantly, just like composite identity formation, this algorithmic process does not uncover a pre-existing form within data, but generates a new entity from data. Amoore (2020, p. 46) describes this types of process in relation to cloud computing as:
 
             
              condensing the probable data traces of what matters in the world, cloud computing enacts the matter of the person of interest at the border, the possible future disruptive protest event in urban space, the acts of fraud or insider trading, or the chains of association of no-fly lists, blacklists, and kill lists … making action possible.
 
            
 
            Therefore, many comparative identities are not uncovered within data, but are created from data. Algorithms enact these identities and other subjects by establishing associations between otherwise unrelated datapoints. They are ‘categories [that] come into being via probabilistic assumptions’ (Leese, 2014, p. 502). Thus, a comparative identity does not need social usage and approval, and instead can be generated by an algorithmic query in seconds.
 
            While the overarching nature of comparative identities can be to some extent described, based on the known databases that are incorporated into them and general understandings of the way algorithmic systems compare individual examples to norms (Koulish, 2016b, p. 8), outlining the inner workings of actual algorithmic border systems is difficult. Bordering algorithms, and in many instances their databases too, are normally kept secret by the private businesses and government agencies that develop and deploy them (Barrett, 2017, p. 338; Koulish, 2016b, p. 8). For example, in the EU, the comparative identities used to analyse the risk of Passenger Name Record (PNR) based data doubles are only vaguely publicly described as pre-determined criteria ‘for the purposes of preventing, detecting, investigating and prosecuting terrorist offences or serious crime’ (Directive (EU) 2016/681).
 
            A similarly opaque description is provided in respect to the comparative identities that will be used by the EU’s European Travel Information and Authorisation System (ETIAS),1 a pretravel screening program for third country nationals who do not require a visa to enter the EU. Along with searching criminal databases, ETIAS will measure the closeness of traveller data doubles to certain deviant comparative identities in the form of ‘risk indicators’ as well composite identities formed from an ETIAS Watchlist. The ‘risk indicators’ include age, sex, nationality, country and city of residence, level of education and current occupation, while the watchlist contains known criminal and terrorist data doubles, allowing algorithmic identity construction and matching. Together these comparative identities will inform ETIAS of what ‘security, illegal immigration or high epidemic risks’ look like (Regulation (EU) 2018/1240). However, no information has been made publicly available about the specific comparative identities that will be used to assess data doubles beyond these imprecise sets of criteria.
 
            What is stated by the EU in more detail is what is excluded from comparative identities. The relevant EU Directive determines that the criteria must be ‘non-discriminatory’, ‘targeted’, ‘proportionate’, ‘specific’, and ‘in no circumstances be based on a person's race or ethnic origin, political opinions, religion or philosophical beliefs, trade union membership, health, sexual life or sexual orientation’ (Council, 2016, p. art 6.4). Despite this, researchers suggest that algorithms can use allowable data, such as postcode or neighbourhood, as proxies for racial, ethnic, and other banned characteristics (Mann & Matzner, 2019, pp. 1 – 2). The bias produced by such proxy coding is exacerbated by the fact that ‘datasets are constructed that disproportionately contain data about certain people, leading to overmonitoring and over-policing of those groups’ (Mann & Matzner, 2019, p. 2). This makes it very difficult to effectively prohibit any type of comparative identity as algorithms can find effective workarounds to prohibitions.
 
           
          
            Enrolment exclusion: Digitised borders not seeing minority subjects
 
            While it is increasingly evident that the opaque internal weightings of algorithms encode racial, gendered and other intersectional hierarchies into sovereign borders (Suchman et al., 2017), prejudicial exclusion also occurs in a much simpler and direct fashion. Digital borders often exclude people by simply not processing them – by refusing to assess whether they are compatible with the polity or not. Doing so makes unprocessed people outsiders, or homo sacer. It leaves them within the grip, but not protected by the rights, of a state (Agamben, 1998, p. 115). Such a situation is not uncommon and occurs in non-digitised settings, such as when states refuse to fully process asylum seekers (Everuss, 2020a, 2020b; Williams & Mountz, 2018).2 However, digitisation is creating new potentials for people to not be seen by border assemblages because the sovereign view of travellers is less frequently occurring through the vision of human agents and more often through the medium of cameras, fingerprint scanners, and automated algorithmic assessment.
 
            Such technologies are designed so that they see some people better than others, creating hierarchies of sovereign vision at the border. For instance, Simone Browne (2010) demonstrates that the ‘observational habits’ of biometric bordering technologies regularly produce ‘white prototypicality’. In short, certain technologies are designed with the white (male, middle aged and upper class) body as their normal profile, or their ‘raceless’ point zero. Consequently, people are not only understood by their difference from the apparent normality of the white subject, but the ability of technologies to see people is shaped by this difference. Browne (2010, p. 135) illustrates this point in the higher failure to enrol rates (FTE) of fingerprint scanners in the US when recording people of Pacific Rim/Asian descent who have faint fingerprint ridges, construction workers and artisans who are more likely to have worn fingerprints, and elderly users with faint fingerprints and poor circulation. Likewise, photographic and video cameras are often optimised to capture details of faces with lighter skin, which in turn increases the FTE for darker skinned users (Browne, 2010, p. 136).
 
            While some racial bias is inherent within biometric technologies, the specific populations treated as the norm, and towards which technologies are designed to capture most effectively, is not set in stone. Jacob Hood (2020, p. 162) points out that the capture bias of technologies is often determined by the nature of their training data and ‘[if] the training set overrepresents one demographic, such as white male faces, the algorithm will be more adept at identifying white male faces, creating opportunities for the misidentification of other demographics’. Therefore, East Asian based algorithms and training data recognise East Asian faces more accurately than Caucasian faces (Phillips et al., 2011). The result of this is that the actual nature of enrolment exclusion is determined by the power relationships that influence where bordering algorithms are developed and what populations they are developed for. Fabio Bacchini and Ludovica Lorusso (2019, p. 325) suggest that while white prototypicality ‘gets inadvertently transmitted by white software engineers dominating the technology sector to the face recognition algorithms they produce via flawed, racially biased construction and training’, bordering algorithms are increasingly being produced outside the once dominant ‘white’ tech hubs where different racial groups are prioritised and excluded through differing FTE rates (Phillips et al., 2011).
 
            Regardless of which minority is being excluded, their failure to enrol amounts to not being seen by the sovereign border assemblage of a state. Pugliese (2010, p. 73) describes this type of exclusion, stating that
 
             
              when confronted by a biometric system, unless one is able to produce a template, one is directly denied the subject status of legal personhood; whether or not a subject is enabled to take this position directly determines whether or not they may be given legal or authorised access to restricted space and/or information. In this biometric schema, not to produce a template is equivalent to having no legal ontology, to being a non-being.
 
            
 
            Not being able to produce a template using the digital technologies of the border renders travellers’ ineligible to be seen by a sovereign and subject to the border decision. In other words, they simply do not exist as political people in the eyes of the state.
 
            In addition to creating new technical ways for borders to not see travellers, digital technologies also co-produce bordering assemblages that ignore travellers on legal and systematic grounds. For instance, the speed, efficiency, and automation of algorithmic traveller processing has driven an explosion of pre-assessment E-visa and expedited travel authority systems. Such systems, including Trusted Traveller Programs, generally have strict country-based applicability rules. The US’s TTP Visa Waiver Program, which allows visitors to enter the US without a visa for 90 days, is limited to citizens from 42 specific countries (largely from the global north) who must also have e-passports (US Department of State, 2021). Prior to the stage of digital enrolment, digitised bordering systems consequently produce global mobility inequalities, enhancing the movement of a kinetic elite while reinforcing the friction experience by populations lacking in network capital (Ajana, 2015, p. 66); a topic that will be returned to in Chapter 6’s discussion of digital tech’s role in the stratification of mobility.
 
            Enrolment exclusion was also systematically enacted between 2014 and 2022 in Greece, when asylum seekers were forced to initiate their protection claims by calling the Greek Asylum Service on Skype (Damianos, 2023). The Skype call was required to pre-register prior to lodging an official asylum application in-person, following which asylum seekers could obtain an Asylum Seeker Card granting access to social security, healthcare, and potential employment. However, the pre-registration Skype calls were rarely answered. In fieldwork examining the system, Stephen Damianos (2023, p. 263) witnessed 8,835 Skype calls being made by asylum seekers attempting to initiative their registration, of which nine, or approximately 0.1 %, were answered. Thus, the system created a new border barrier that excluded asylum seekers by making their enrolment in a necessary bordering system almost impossible.
 
            If people are not strictly prohibited from enrolling in a program, they may be effectively barred by an inability to produce the necessary data. At a bare minimum, expedited traveller programs normally require official identity documentation including passports, drivers’ licenses and government healthcare and social services cards. On top of that, the bordering systems that are highly automated require travellers to provide digital records including financial, health, education, social media and/or other records to produce a sufficiently large digital footprint. Consequently, Greenfield (2020) suggests that:
 
             
              Some individuals may not have enough data available to share in order to travel. This is particularly the case for those who do not have access to internationally accepted government identification documents or lack robust financial records, inordinately affecting older, more rural, and less formally educated people in developing countries, who are already playing catch-up within the global “digital divide”.
 
            
 
            Even if a person is able to enrol in a digital bordering system, not all instances of enrolment are equal. While some people produce data doubles that are expected by systems and easily interpreted, the digital depictions of others are framed as confusing or foreign. This occurs in the application of the ‘Secure Flight’ program in the US, an automated screening system that identifies high-risk passengers using the ‘no fly list’ – which bans listed people from flying – and the ‘selectee list’ – which requires listed people to undergo additional security checks. Both lists are calibrated on Western English naming conventions and Latin script, making names outside of these parameters more likely to be coded as abnormal and subsequently suspicious (Kafer, 2019, p. 35). It is not that the names are being deemed deviant through comparison to deviant identities (although this is also possible), but that they are not properly understood by the system leading to errors such as confusion between given and surnames. Or that, while enough information is received to enable enrolment, some traveller data is misinterpreted and excluded. This is a type of partial or jaded enrolment. Prior to any organised assessment of a data double, the bordering assemblage is affected by the nature of the data double’s digital information, and how neatly this aligns to the information the assemblage is expecting to receive.
 
            Enrolment exclusion is at times purposefully designed into systems such as the Trusted Traveller Programs described above, but it can also be a by-product or reproduction of larger inequalities that are exacerbated by digitisation. For instance, extant racial inequalities are embedded into the digital infrastructures of the world. As already outlined, Pugliese (2010) demonstrates that the way race is understood within biometrics is shaped by the way that biopower has already defined human bodies. Consequently, the hierarchies that determine whether a border technology can see a traveller, resemble the racial and national hierarchies that have been found to shape border guard prejudice towards minorities (Browne, 2010; Kapoor & Narkowicz, 2019; Wood & Gardiner, 2019).
 
            A more novel power relationship that influences enrolment in digital bordering systems is that of the ‘digital divide’, a term used to describe inequality produced by differences in access to and knowledge of digital technologies. Digital divides follow hierarchies of wealth, race, class, geography, and so forth, but they are also influenced by other factors such as age. Younger people, referred to as ‘digital natives’ (Palfrey & Gasser, 2011), are more likely than older people, or digital immigrants, to have the skills required to navigate official websites, organise data, and produce data doubles. Digital natives are ‘often found at the forefront of recent transformations in the travel experience and therefore, the travel industry’ (Gasser & Simun, 2010, p. 83). Consequently, the new travel requirements produced by digital borders, including the requirement to enrol in digital bordering systems, enact new hierarchies of international mobility.
 
            Interestingly, the method that is commonly proposed to combat enrolment exclusion is the decentralisation of the creation of data doubles (Connolly et al., 2023). In short, it is argued that individuals should be able to create their own data doubles, or data doubles should be produced by humanitarian and other organisations to protect the interests of migrants. The goal here is to ensure vulnerable communities are seen by systems and authorities. However, there is no guarantee that bordering authorities will acknowledge externally created data doubles, and there is a risk that any data generated about people can be used to exclude them from a political community (Cheesman, 2022, p. 138). Being seen is a double-edged sword; it is necessary for inclusion but also often a pre-requisite for exclusion.
 
           
          
            The algorithmic exclusion of non-normative subjects
 
            All digital bordering systems regardless of their simplicity are capable of exclusion through the non-enrolment and failure to record individuals, amounting to sovereign blind spots. However, as bordering systems become more complex and advanced algorithms play a greater role in them, novel forms of exclusion are introduced. This exclusion often occurs through the construction and use of comparative bordering identities to ‘map and codify different flows of mobility through digitalization, categorizing and sorting subjects into various types, for which inclusion and/or exclusion is facilitated’ (Trauttmansdorff, 2017, p. 115).
 
            The algorithmic assessment process regularly targets minorities, an outcome that Gary Kafer (2019, p. 24) suggests is caused by the way algorithms rely on big data. Big data does not provide detailed qualitative descriptions of individual people, but instead collections of certain quantitatively ascertained classes. The classes are used to establish hierarchies of normality that act as proxies of threat. Kafer (2019, p. 24) argues that because ‘proxies (like zip code or consumer preferences) encode categories of social difference, people of colour, migrants, sexual minorities, the poor and other oppressed populations are overwhelmingly more likely to bear the burden of population-based classification’. The result is described by Bigo (2014, p. 219) as people who do not fit within normal categories of personhood becoming ‘prisoners of data-double associations and virtual anticipations.’
 
            In sum, comparative identities often function by relying on big data to measure how different a person’s data double is from the norm, and by communicating that difference as a threat level (Aradau & Blanke, 2018; Koulish, 2016b). The problem here, fuelled by the logic of big data, is not that minorities have naturally abnormal profiles, but that they inherently contribute less data than majority populations to the comparative identities that define political communities. Indeed, Barrett (2017, p. 342) states that:
 
             
              [a] general tenet of machine learning, and the large data sets those methods rely on, is that more is better … [t]his ignores the fact that when the accuracy of an algorithm is primarily contingent on the size of the data set, it will be less accurate for minority groups, for whom less data is generally available, and to whom rules based on majority-population features may not equally apply.
 
            
 
            In addition to constructing a traveller’s threat level by assessing their difference from a ‘normal’ profile, algorithms also quantify threat or risk by measuring a data double’s closeness to deviant comparative identities (Egbert & Leese, 2021). In short, known deviant data doubles, such as the digitally recorded characteristics of known terrorists, are used to create a composite identity that can be matched to the data doubles of travellers. The more characteristics a person shares with a deviant model, the more likely they are to be excluded at the border (Ajana, 2015). This is indeed an approach that will be taken by the EU’s ETIAS system that will assess peoples’ threat level by identifying:
 
             
              connections between data in an application file [a traveller’s data double] and information related to persons who are suspected of having committed or having taken part in a terrorist offence or other serious criminal offence [comparative deviant identities] (Regulation (EU) 2018/1240, art. 28).
 
            
 
            As such, bordering algorithms reduce individuals to a limited set of master characteristics, which determine their likelihood to be a terrorist or other known deviant person without considering their unique circumstances. The US DHS, ranks country’s based on the level to which past migrants and travellers from various countries have committed crimes (Greenfield, 2020). If a number of terrorist attacks are committed by individuals from a certain country, then all future travellers from that country will be more likely to be classified as potential terrorist threats at the US border.
 
            Basing exclusion on correlations between data doubles and larger data sets has been described by researchers as an algorithmic, digital and/or automated form of profiling (Leese, 2014; Mann & Matzner, 2019). By using advanced algorithms, the systems can get around prohibitions on the profiling of travellers based on features like race, ethnicity and gender. Instead of explicitly examining these prohibited grounds of exclusion, algorithms take into account their ‘“proxies”, i. e., combinations of input data which are accurate predictors for the discriminatory categories’, such as postcode and neighbourhood and nationality (Mann & Matzner, 2019, p. 2).
 
            The Dutch National Police force responsible for migration control, the Royal Netherlands Marechaussee (RNM), rely on algorithmic profiling to perform targeted border checks. The system in question here is Amigo-boras, which uses ‘automated risk profiling’ and smart cameras to detect vehicles that are deemed likely to be involved in irregular migration, identity fraud and human smuggling (Dekkers et al., 2018, p. 238). The way the system is supposed to function is by taking photos of cars, examining a wide variety of their features, including ‘characteristics, traffic patterns and licence plates’, and then recommending to officers whether cars should be stopped and checked, i. e. bordered  (Dekkers et al., 2018, pp. 242 – 243).
 
            What research conducted by Dekkers et al. found though, was that despite the risk profiles of vehicles being based on a variety of criteria, the algorithmic risk assessment focussed heavily on vehicles’ license plates, and particularly their country of origin. In short, ‘[t]he profiles used by Amigo-boras label entire nations as high risk, equating specific nationalities with irregular migration or cross-border crime’ (Dekkers et al., 2018, p. 250). Thus, while the promise of digital bordering, especially algorithmic risk assessment, is that travellers will be objectively assessed without bias and that their risk will be identified in complex and nuanced ways (Dekkers et al., 2018), actual applications of risk assessment algorithms commonly appear to bluntly profile travellers in ways that reinforce racial and ethnic prejudice (Sharma & Nijjar, 2018).
 
            An even more obvious form of algorithmic exclusion occurs when algorithms are incorporated into bordering mechanisms in a strictly controlled fashion and made to give predetermined and desired bordering outcomes. This type of strict algorithmic exclusion can involve simpler algorithms that assign defined risk scores based on the characteristics of traveller data doubles. As these types of algorithmic systems are much simpler and more transparent than those that deploy machine learning, it is easier for system administrators to manipulate their functioning to produce a desired exclusion result.
 
            An example is the US Immigration and Customs Enforcement’s (ICE) risk classification assessment (RCA), which is used to help decide whether to detain immigrants (Koulish & Evans, 2021; Nofferi & Koulish, 2014). The RCA’s recommendations are based on scores that determines a person’s risk of flight and risk to public safety. RCA’s underlying algorithm assigns predetermined scores for specific immigrant characteristics. Characteristics that were scored for the assessment of risk to public safety range from possession of fraudulent documents and traffic offences to serious criminal convictions, gang affiliations and past ‘terroristic’ activity; and for flight risk, stable and fixed address in the US or not, service in the US armed forces and family connection in the US (Evans & Koulish, 2020, pp. 812 – 815). These characteristics are sourced from crime and migration databases and also manually coded by officers based on their own information sources and interviews with migrants.
 
            Initially, the RCA’s scoring was intended to objectively assess immigrants’ risk to the community and of flight, but it was constantly adjusted between 2012 and 2017 to increase the likelihood of detention recommendations in line with the priorities of officials (Koulish & Evans, 2021, p. 36). In 2014, when the Obama administration hardened US borders through increased detainment, a new flight risk category was created and given by far the largest score. This category did not actually relate to flight risk but whether ‘Entry without authorization [was] after January 1, 2014’ (Evans & Koulish, 2020, p. 828). Flight risk scores were consequently made into an assessment of arrival date, with arrival after 1 January 2014 causing a high flight risk output. Furthermore in 2017, under the Trump administration, the output recommendation of release was completely removed from the RCA, meaning that the system would always recommend detainment or leave the final decision in the hands of a supervisor.
 
            In short, from its initial conception ICE’s RCA was designed in a fashion so that it could be easily manipulated to accord to the political sovereign will about the bordering of migrants through detention. Evans and Koulish (2020, p. 833) sum this up, stating:
 
             
              The RCA was designed to be highly configurable, with alterations possible to the factors assessed; the scores assigned to each factor; the severity of every criminal offense; the range of scores designating high, medium, or low risk levels; and the ultimate recommendation generated for various combinations of flight and public safety risk levels. Manipulation of any one of these variables has the power to increase or decrease the likelihood of custody for thousands of migrants. … While adaptation of the algorithm is not inherently problematic, here the changes were not to calibrate risk measurements and limit unjustified detention; the changes instead largely abandoned risk and recommended expanded detention.
 
            
 
            A similar situation occurred with the UK’s Visa Streaming tool described above. The tool, which was used between 2015 and 2020, involved the algorithmic comparison of visa applicants to profiles produced by the Home Office. Some of the profiles were manually created and some were produced from biased data. For instance, risky nationalities were defined as those that had previously been connected to ‘adverse events’ in the UK. As is often the case though, certain nationalities are overpoliced and subject to greater public scrutiny, and hence had a disproportionately large number of ‘adverse events’ (Maxwell & Tomlinson, 2022, p. 61). Visa applicants who shared characteristics with overpoliced groups were therefore more likely to be deemed risky. Furthermore, the Streaming Tool created a feedback loop described by Jack Maxwell and Joe Tomlinson (2022, p. 62) as occurring because:
 
             
              [t]he refusal of a visa application constituted an ‘adverse event’ for the purposes of determining whether a particular nationality would be targeted for additional scrutiny. But if certain nationalities were subject to additional scrutiny, this would naturally lead to a higher rate of refusals for those groups, thus making it more likely that they would continue to be treated as suspect. The Streaming Tool’s outputs and its underlying data were unintentionally linked, with one reinforcing the other in a manner detached from the actual incidence of immigration breaches.
 
            
 
            Whether it is through the blunt scoring of data double characteristics or the complex matching of data doubles to comparative identities, algorithmic exclusion inherently involves some degree of responsibility displacement from a person to an automated system. This is further examined in the following chapter, but it is significant to note here that algorithmic decision-making leads to a reduction in the reflexivity and intersubjectivity of the bordering encounter. Encounters between guard and traveller provides the potential for the bordering decision to be impacted by unique face-to-face interactions. Border guards behold the materiality of travellers; they see traveller facial expressions and hear their voices, which to some extend influences how border guards perform the sovereign decision on those travellers (Andrejevic & Volcic, 2019; Salter, 2012).
 
            In contrast the bordering decisions of algorithms are unaffected by the materiality of travellers beyond how that materiality is communicated by data doubles. There is no specific ‘recognitive subject’ needed to identify who travellers are and decide whether they should be excluded (Andrejevic & Volcic, 2019, p. 349). Consequently, the interactional and contextual potentials of corporeal bordering are lost in the cold and abstract rationality of the algorithm and the automated assessment processes it informs. Sandra Wachter et al. (2021) sees this lack of interaction as undermining the ability of people to identify when they are being treated in a biased and prejudicial fashion. Travellers cannot look into the eyes of a decision maker and assess whether they are being given, what in Australia is colloquially described as, a fair go. Wachter et al. (2021, p. 5) state that ‘[c]ompared to traditional forms of discrimination, automated discrimination is more abstract and unintuitive, subtle, and intangible.’ Indeed it is this sequestration of the individual that Barret (2017, p. 340) sees as especially concerning in the context of predictive policing, arguing that ‘[e]ven when mathematically sound, it is ethically problematic to entirely reduce an individual's agency to an amalgamation of demographic probabilities and fuzzy correlations.’
 
           
          
            The digitisation of the political community
 
            Bordering can often appear to be a reductive process centred on exclusion, removal and excess. However, it is also a productive process because it produces the outside and excess, and at the same time, the inside and included. The starting point for this theory is that, in the absence of borders, things, people and places do not naturally exist as being either inside or outside anything. Their position as such is made possible by borders. This foundational idea was articulated by British Anthropologist Mary Douglas (2002), who saw understandings of things as being good or bad, valuable or rubbish, as the result of culturally established borders. For Douglas, even the casting of people as clean or dirty, holy or profane, depended entirely on how they fitted within the borders of established social and personal categories. Entities and people that challenge these boundaries, Douglas (2002, pp. 140, 151 – 152) described as possessing ‘polluting’ qualities because they brought peoples’ basic postulates into question.
 
            Thus, as far back as 1966, Douglas’s work drew attention to the ontological significance and political function of borders and the exclusion that establishes them. She showed that exclusion creates and reinforces individual and group categorisations of the universe (Douglas, 2002, p. xi). This functional aspect of exclusion has featured heavily across social and political theory. In his work on biopolitics, Michel Foucault (1980, 2008) saw the production of boundaries between the sick and healthy, the deviant and the normal, as being created by disciplinary regimes that excluded and managed corporeal bodies. Agamben (2005) suggests this logic exists at the heart of sovereign state borders that are enacted when governments expel excess populations. The expelled are constructed as the inappropriate subject matter for political control, leaving only the appropriate subject matter, peoples’ political existence or their public ‘forms of life’: political roles and identities based around work, education, economic and civic engagement that become the basis for rights (Agamben, 2000, pp. 2 – 6). This is the substance of the polity or political community.
 
            However, the production of the polity is not just achieved by removing outsiders, but also by generating specific discourse around their removal. The discourse articulates the personal and social categories that Douglas refers to by symbolically defining what being a member of a community looks like. It is not ultimately a legal process, although legal structures are regularly involved in discursive formation. For example, through the history of modern Australia, a racially framed (White and European) polity has been established by legal and cultural instruments such as the doctrine of terra nullius that legally and symbolically removed Indigenous Australians from their land, and the White Australia Policy that prohibited the migration of Asian migrants to Australia (Everuss, 2020b). Such policies were implemented alongside the stories, poetry, newspaper articles and other cultural content that communicated the ideal white pioneer and settler identities of the Australian state, and the apparent threat posed by racially different outsiders (McMaster, 2002).
 
            Over time more racially diverse cohorts of people were allowed to enter the Australian polity, giving it a more multiethnic composition. This change was accompanied by legal changes, including the ending of the White Australia policy in the mid-20th Century and a national referendum to include Indigenous Australians in the country’s census. Accompanying these legal changes were discursive and cultural changes, such as the growing prominence of multicultural and neoliberal discourses that diminished the significance of race to social cohesion and instead premised peoples’ economic contributions as conducive to their compatibility with the Australian populous (Everuss, 2020b). Thus, in Australia there has been an evolution of the grounds on which bordering through the legal and cultural construction of outsiders and polity members has occurred, which it could be suggested is mirrored by the evolutions of bordering in other wealthy and democratic states.
 
            There is clearly much more to the overall story of polity formation, but what is important to note here, is that, along with the continued role played by national cultural-legal-economic milieus as described above, digital technologies are now influencing the production of insiders through processes of digitised bordering. And a feature of digital bordering systems that is especially influential when it comes to defining the polities of states is the comparative identities produced by digitised borders. Through comparative identities the ideal population of national cohorts are defined. They are the norms from which outsider difference is computed.
 
            This functional role of digital identities is suggested in Pugliese’s (2010, p. 73) argument that ‘biometric templates must be viewed as the synecdoches of the legal category of the subject’. What this means is that the comparative identities produced by the state define the larger categories of the very types of legal subject that can exist in the state, or in Agamben’s (2000, pp. 6 – 8) terms, the types of identities required for biological people (zoe) to become political people (bios). This transition occurs through bordering as someone gains legal status and personhood by demonstrating that they can produce a data double that matches a comparative identity of the polity. Consequently, the polity is represented not just by laws and discourses of national identity as interpreted by border guards, but also by the algorithmic production of comparative identities from big data.
 
            What is occurring here is a conflation of a digital system function (algorithmic production of normality) and a political community function (sovereign production of a polity). As already outlined, for computers to identify outsiders they must know what insiders look like because ‘[c]omputational anomaly detection techniques are all focused on first learning similarity and then recognising what is dissimilar, dissonant, or discrepant’ (Aradau & Blanke, 2018, p. 12). Aradau and Blanke (2018) showed how this logic was informing the surveillance programs exposed by Edward Snowden. The algorithms in question produced insiders and outsiders of the state, not by qualitatively assessing people, or by applying discourses of race, culture or nationhood, or even by applying legal frameworks – in fact much of the activity uncovered in the Snowden Affair breached US law – but instead by calculating the norm of the polity and then the anomalies of people outside that norm (Aradau & Blanke, 2018, pp. 12 – 19).
 
            So why does this matter? For one thing, it both produces and further entrenches a form of polity construction built around homogeneity. As is evident in the shifting grounds of Australia’s polity construction, during periods of political reform and discursive change, the polity became more plural. In particular, discourses of multiculturalism and neoliberalism both in their own way promoted ethnic diversity (McNevin, 2006; Moran, 2011). In contrast, machine learning algorithms, such as those that rely on clustering similar profiles to identify outliers, lean towards the construction of a homogenous polity, and excise those who are different. Aradau and Blanke (2018, p. 14) state that machine learning algorithm’s ‘[a]nomaly detection activates a mode of reasoning where similarity through proximity has come to define the norm of security, while the anomalous dot or collection of dots are non-proximate’. They go on to say:
 
             
              Whether rendered through geometrical distance or topological connectedness, calculations of similarity and dissimilarity are indicative of a reconfiguration of the logics of friend/enemy, identity/difference, and normal/abnormal constitutive of security (Aradau & Blanke, 2018, p. 19).
 
            
 
            Consequently, when advanced algorithms play a significant role in polity construction it is harder to create diverse political communities.
 
            Another significant aspect of deploying algorithms in polity formation is that it places a significant portion of the process within the ‘black box’ of machine learning (Amoore, 2020; Leese, 2014). While it could be argued that the psychology and decision making of border guards is a black box, and subjectivity and context certainly plays a role in decision making, the airport security booth is a bureaucratic space overlaid with rules, processes and hierarchies that ensure a degree of accountability and regularity in bordering. In Weberian terms, there is a formal rationality that pervades traditional bordering processes and influences how bordering is undertaken.3 In contrast the rationality of the machine learning algorithm is statistical, hidden and fluid. Decision making parameters constantly change and algorithms adjust their own internal weightings to identify outliers. In short, it is difficult to describe or critique how algorithms construct the polity and thus the very foundational process of sovereignty is being determined within the opaque internal spaces of computational systems.
 
            Additionally, when the construction of polities is digitised in this fashion it appears rational, as if algorithms are uncovering the true core of a society. The polity is being established not by the legal and cultural interpretations of an official (Salter, 2008), but by the apparently objective and neutral algorithmic analysis of data. However, while algorithms certainly exist within discourses of objectivity and computational truth, they are themselves biased. They produce incomplete depictions of their source data based on the training they receive (Barrett, 2017), as well as their iterative interpretations (Amoore, 2019). As already demonstrated, algorithmic exclusion often reproduces bias based on racial, ethnic, and gender characteristics, but in an opaque and difficult to critique fashion hidden behind a veneer of objectivity (Dekkers et al., 2018). Therefore, the depictions of the polity that comparative identities produce, like the traditional bordering processes identified by Douglas (2002, p. 4), involve political conflict and ‘claims and counter-claims to status’, it is just that outcomes of this process can now exist within the opaque internal spaces of algorithmic systems.
 
           
          
            Wasted lives and internal smart borders
 
            With state bordering there is naturally a strong focus on the sovereign decision regarding foreigners and those who are yet to enter a state’s territory. However, as is evident in both theories of sovereignty and the actions of national governments, bordering does not stop when someone crosses a state threshold, and it does not only target foreigners. With the displacement of border work onto ordinary citizens, everyday interactions now frequently contain an element of bordering (Yuval-Davis et al., 2018). For instance, in certain jurisdictions, police stops, job applications and house rental agreements can all include residency checks (Goldstein & Alonso-Bejarano, 2017; Yuval-Davis et al., 2019). Additionally, exclusionary systems of policing mean that even citizens can be cast as outsiders and homo sacer if they are seen as serious criminals, especially terrorists (Minca, 2006). On top of this, the hidden but systematic racialisation of many states’ borders means that internal racial minorities regularly fall into the category of homo sacer, as evidenced by the unpunished killing of Black People by police in the US or the state facilitated death of Aboriginal and Torres Strait Islander Peoples in Australian prisons (Everuss, 2023).
 
            Such internal bordering processes are being radicalised by digitisation with new digital tools massively enhancing the potential for surveillance. The eyes of the state can now watch and analyse residents through smart cameras, drones and risk assessment tools. Consequently, state bordering is more than ever before a tool of population discipline and management, whereby internal populations are analysed to distinguish and constantly redefine the boundary between members of the state’s political community and its outsiders. Central to this process are digital bordering identities because all people can be bordered and thus need to establish valuable data doubles. And the comparative identities that produce the polity and its outsiders are not just applied to travellers, but to existing polity members.
 
            I suggest this is a new development in what the late Polish sociologist Zygmunt Bauman (2004, p. 5) saw as the production of ‘wasted lives’. Bauman (2004) described ‘wasted lives’ as ‘the “excessive” and “redundant”, that is the population of those who either could not or were not wished to be recognized or allowed to stay’. Bauman (2004, p. 5) argued that wasted lives are created both intentionally through social order-building, in which new social designs ‘casts some parts of the extant population as “out of place”, “unfit” or “undesirable”’; and unintentionally by global economic progress that ‘cannot proceed without degrading and devaluing the previously effective modes of “making a living”’.
 
            Regardless of how ‘wasted lives’ are created, Bauman (2004, pp. 66 – 67) suggested that there are personal and political imperatives to identifying and dealing with them. Polity members use ‘wasted lives’ to individualise complex and unavoidable social problems, and to distinguish themselves from those who are impacted by those problems. Governments take advantage of this sentiment by excluding and punishing ‘wasted lives’ to present themselves as capable of handling complex contemporary issues associated with economic growth and globalisation (Bauman, 2004, p. 63). It is, of course, all a mythical performance, because those falling into the categories of ‘wasted lives’ are not the cause of relentless social change or the engineers of the policies that establish their outsider status, they are instead scapegoats. The unemployed do not cause the widespread economic changes that render their jobs obsolete, and refugees do not cause the continual political upheavals that displace them from their political communities. However, acknowledging these larger social problems, which are highly difficult to combat, threatens the ontological security of individuals and exposes the diminished power of contemporary governments.
 
            In Bauman’s (2004, p. 63) words, ‘wasted lives’ ‘offer an easy target for unloading anxieties prompted by the widespread fears of social redundancy; in the process, they are enlisted to help in the efforts of state governments to reassert their impaired and weakened authority’. Indeed this general principle of blaming and excluding minorities in order to bolster power and hide threatening realities has regularly featured in sociological research and theory; from Stanley Cohen’s (2011) notion of ‘moral panics’ and Anthony Giddens’ (1991, p. 167) suggestion that people sequester ‘disturbances’ to their ‘ontological security’, to Catherine Dauvergne (2004, p. 2) claim that: ‘[i]n contemporary globalizing times, migration laws and their enforcement are increasingly understood as the last bastion of sovereignty’. In fact, challenging the individualisation of social problems is at the very heart of what C. Wright Mills (1959) saw as the role of the ‘sociological imagination’.
 
            The new development that is occurring due to the digitisation of political boundaries is that ‘wasted lives’ are not only being framed by government policies, sovereign agents and media narratives, but also by predictive algorithms and big data. For example, the redundant can now include those whose credit rating – a financial data double developed by algorithms assessing the digital financial records of a person – no longer meets the minimum standards of a community (Kear, 2017). In Australia, the government has deployed a range of digital policies to construct internal political borders. Members of some Indigenous Australian communities have been forced to use cashless welfare cards so that their spending could be controlled and monitored by the state (Klein, 2020; Mann & Daly, 2019). And low socioeconomic communities have been targeted and excluded under the Government’s now infamous ‘RoboDebt’ debt raising and recovery program. The program aimed to identify people who were fraudulently receiving welfare payments by not properly reporting their income. RoboDebt functioned through automated data matching between Australia’s Welfare Agency, Centrelink, and the Australian Taxation Office (ATO) with no human oversight between the computational identification of offenders and the issuing of debt notices (Mann & Daly, 2019, p. 386). More than 200,000 people were issued with debt notices, many of which were erroneous as the program relied on ‘mismatched and inaccurate data to target thousands of welfare recipients’ (Mann & Daly, 2019, p. 386). Consequently, low-income residents were excluded from the state polity by having their rights to equal social support unjustly stripped away because of algorithmic calculation.
 
            Such systems use digital tools to produce internal state borders between ideal populations and wasted lives. The digital systems involved play a significant role in deciding who is a worthy member of the polity and who are rightless outsiders. This is also evident in the increasing use of predictive policing methods whereby people are excluded based on the assessment of their data double to uncover their propensity to commit crime. Chicago Police Department’s Strategic Subjects List (SSL), for instance, deploys a predictive algorithm to assess residents’ data doubles and generate a ranked list of subjects likely to be the perpetrator or victim of a violent crime (Sheehey, 2019, p. 54). The data doubles are produced from variables including the number of times a person has been the victim of a shooting, age during latest arrest, number of times being the victim of aggravated battery or assault, number of prior arrests for violent offenses, gang affiliation, and trends in recent criminal activity. Algorithmic analysis of these variables, along with other factors not publicly known, produce scores that ‘can be used as “an investigative resource” for the patrolling and inspecting of crime by police professionals’ (Sheehey, 2019, p. 54). In short, the predictive policing algorithm is used to determine which members of the polity should be most frequently brought before the law, creating a digitally determined cohort of overpoliced subjects.
 
            Perhaps unsurprisingly, there is a racial element to the overpoliced cohort as:
 
             
              the public dataset from 2012 to 2016 reveals that more than half of the subjects with risk scores over 250 [the threshold to influence police action] are identified as Black and roughly 90 % of the 154 subjects with scores of 500 (the highest score) are identified as Black’ (Sheehey, 2019, p. 56)
 
            
 
            Consequently, SSL and other similar types of predictive policing techniques feed into a system of enhanced policing of Black people that Paul Butler (2018) describes as ‘the hard stare’. The hard stare refers to the fact that higher arrests rates for Black populations as opposed to White populations is largely driven by the increased policing of Black populations. While the state’s disciplinary systems gives white populations a cursory glance, it gives Black populations a ‘hard stare’. Consequently, Black People are not equal before the law, because they are far more commonly placed before ‘street sovereigns’ where their rights may potentially be ignored and their bodies subject to direct and unmitigated sovereign violence (Everuss, 2023; Sekhon, 2019; Valdez et al., 2020). In other words, in the US Black People more often endure the sovereign decision, and predictive algorithms based on prior encounters with police – prior experiences of the hard stare – create a feedback loop between the over policing of Black people and their political exclusion.
 
            In addition to being used to identify the presence of ‘wasted lives’ within communities, modern digital systems are also deployed to deal with internal outsiders. Bauman (2004, pp. 82 – 83) saw the internal management of ‘wasted lives’ as mainly involving the sequestration of populations: the placement of ‘wasted lives’ within ghettos, jails and areas of exclusion. The spaces identified by Bauman as sites of sequestration were fixed. They bordered people with walls, fences, and urban boundaries. This type of exclusion is certainly still occurring and being digitised, such as through the deployment of police patrols to geographical regions identified as the likely sites of crime by algorithmic analysis of crime data, which occurs under the Los Angeles Police Department’s PredPol program (Shapiro, 2019; Sheehey, 2019). However, digital technologies of surveillance and population control increasingly allow for the management and exclusion of populations in a more fluid manner. The everyday digital bordering of residents means that even if someone can travel across a state, they are followed by data doubles that can be recalled in order to deny them the rights and privileges of polity membership.
 
            ‘Illegal’ immigrants within the US can be forced to wear ankle tracking bracelets so that they can be monitored through GPS systems as they move (Holper, 2022). Regardless of where these tracked migrants reside, they can be easily picked up and deported. In the UK, text messages are sent to migrants deemed to have over-stayed their visas, informing them that they have to leave without needing to pinpoint their location (Skinner, 2020, p. 84). During the COVID-19 Pandemic digital systems were constructed to sort populations based on their vaccination status. Digital passports on phone apps granted certain populations rights to enter and use public spaces while individuals who refused to be vaccinated were excluded. In each of these instances, whether justified or not, digital systems were used to create internal and mobile spaces of exception that surrounded the bodies of outsiders.
 
            In China, systems of digital monitoring and exclusion have been taken further in terms of the bordering of ordinary populations. The infamous Social Credit System (SCS), for instance, aims to assess the ‘creditworthiness’ and ‘trustworthiness’ of individuals and organisations based on their social and economic activities (Aho & Duffield, 2020; Liang et al., 2018). The data underpinning the Social Credit System is diverse, ranging from an individual’s purchasing habits, social media posts and travel history, to their tax and banking information. The collection of all this data is not unique to China and is the new normal of surveillance capitalism (Zuboff, 2019). What is unique is the aggregation of these distinct data sources into a centralized data infrastructure, and then the usage of that infrastructure by a government to reward or punish citizens (Liang et al., 2018). Instead of many data doubles being created about a person, and judged against a range of normative identities based on the purpose – for example determining a person’s future shopping habits, their ability to service a loan, their likelihood of costing a health insurer money – the disparate data sets are used to formulate a single, or a number of connected, data double(s) that are compared against normative identities to determine the extent to which that person upholds the interests of the sovereign state. The SCS can be considered a form of digital bordering that produces and manages ‘wasted lives’ because it is used to shape the political rights and opportunities of people, including the ability to access finance and healthcare services.
 
            Yet, the SCS is not the most extreme form of digitised bordering/wasted life production and management occurring in China. This is likely the system of digitised bordering that operates in the Uyghur region of Northwest China, which Darren Byler (2022, p. 197) argues is designed to ‘produce Muslim enemies and non-Muslim friends’. The system uses bordering technologies discussed in this book, such as checkpoints where the biometrics of Muslims are scanned and recorded, and the movements of Muslims are controlled. Byler (2022, p. 199) describes how these checkpoints transformed city life by functioning as switches ‘stopping some citizens for inspection while opening “green lanes” for individuals coded as non-Muslim.’ Another bordering technology used in this context are QR codes posted on the homes of the family members of Muslim detainees that, when scanned by authorities, would provide a digital dossier of registered inhabitants (Byler, 2022, p. 199). These technologies of population sorting are part of a larger bordering assemblage that sequests Muslims in a large scale carceral system. In Bauman’s (2004, p. 71) words, this would be an example of how societies ‘increasingly turn the sharp edge of exclusionary practices against themselves’. The desperate drive to create a modern polity in China with ideal and racially defined digital identities, is violently bordering minorities, turning them into ‘wasted lives’.
 
           
          
            The role of digital identities at the border
 
            Sovereign state borders are inseparably connected to identities. State borders separate the types of people that belong to a state from those that do not, and in making this separation they produce the political identities of ‘insiders’ and ‘outsiders’. As with all aspects of borders, bordering identities are entering a phase of digitisation. While far from a uniform process, it is increasingly the case that insiders and outsiders are not defined by cultural representations and legal instruments. They are also being established by the digital recording and algorithmic analysis of personal and population data. This chapter has examined some of the key aspects and implications of the digitisation of border identities.
 
            On a basic level, the enactment of digital identities is significant because it is required for digital bordering processes to function. Computational systems cannot truly see people and cannot understand them in the fashion of a human observer. Instead, they require people to be translated to data that represents their features. Thus, no matter what role computational systems play in bordering mechanisms, they inherently require the production of digital identities. Indeed, this is part of the wider digitisation of social processes, whereby people are becoming known by their digital profiles as opposed to their corporeal features and actions. It is why Pugliese (2010, p. 54) argues that ‘the digital revolution can be seen to instantiate a break with the past. In its capacity to transmute corporeal matter into digitised data, corporeal attributes now became coextensive with in silco matter.’
 
            More specifically, it has been shown how border digitisation produces, and is reliant on, two types of identities: data doubles and comparative identities. Data doubles function as signs that represent people as their object. From the most basic biometric profile used purely to link people to their passports, to the complex amalgamation of individual characteristics and information used to predict the future actions of travellers, data doubles are an essential input for digital bordering systems. Comparative identities on the other hand are developed or implied from larger population level data sets. They are composites of characteristics and features that show digital border systems what ideal or deviant versions of people as travellers or residents look like. They are comparative because advanced bordering processes rely on the automated and algorithmic comparison of these composite identities and their parts to the data doubles of travellers, a process that is often central to the modern performance of the sovereign decision regarding whether an individual should be allowed to enter or stay within a polity.
 
            The entire process, from the initial recording of a person’s data double to its complex comparison to composite digital identities, has been shown to be bias towards the exclusion of minorities. The bias begins with the design of recording systems to better capture majority subjects; smart cameras are more likely to fail to see non-white faces and fingerprint scanners are more effective at capturing male and unworn (not working class) fingers (Browne, 2010). And once captured, comparative algorithmic processes regularly code non-normative features as threatening, risky and incompatible with polity membership.
 
            The problem of this bias, especially the algorithmic variety, has become one of the biggest topics of research on the social impacts of digital tech (Fazelpour & Danks, 2021; Wachter et al., 2021). Important scholarship has outlined how bias can be identified in algorithmic systems, and then how it can be dealt with. There has been calls to ‘use Al and statistical analysis to shed light on existing inequalities’, and it is claimed that AI ‘can serve as a starting point for technical remedies and policy interventions that help fix historical biases and inequalities moving forward’ (Wachter et al., 2021, p. 744). This is complicated in the context of this book because borders are a subjective and inherently bias construction. They are the articulation of who a political community and their sovereign representatives deem eligible to enter. Sovereign borders are regularly and expressly defined by race, nationality, and class. Bias is celebrated in policies such as points-based immigration systems that connect migrant value to their linguistic background, wealth and position within society (Tani, 2020). Bias was not introduced into borders by algorithms, and it will not be removed by them.
 
            What is novel, is the role played by digital identities in both bordering and the creation of the political community. Data doubles and comparative identities are more than bordering tools, they are functional components that contribute to the enactment of the very polity of states and the related creation and treatment of ‘wasted lives’. In short, digital technologies are being used to separate polity members from internal but superfluous populations. The latter of whom may reside in the cities of a state but cannot produce the necessary data doubles to demonstrate the political and economic credentials required for full polity membership. They are rendered failed citizens and unwanted residents by the algorithmic analyses of health records, credit ratings and job histories that are undertaken by governments, banks, and other social-political-economic institutions. Consequently, digital border identities are playing an ongoing role in shaping and conditioning political communities in accordance with algorithmic models that appear to present true depictions of the ideal community member. This means that failing to produce data doubles in accordance with digital profiles of normality is a substantial danger, not only for travellers, but for all people going about their daily lives.
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            Looking beyond single border agents
 
            A key figure is brought to the fore by the shift from conceptualising borders as static boundaries to examining the ongoing and dynamic processes of bordering that produce the inside and outside of states. This is the border agent: the person or entity that performs the bordering process and is responsible for enacting the inside and outside of a state’s boundary. Research on borders has commonly positioned the human border guard – the actor who decides whether someone can enter a country – as a key border agent (Salter, 2008; Van der Woude, 2019). And while recent theorisations regarding bordering in everyday and internal state settings continue to privilege human border agents, the role has been extended to cover police officers, landlords, healthcare workers and ordinary residents forced to perform border duties (Everuss, 2023; Yuval-Davis et al., 2019).1
 
            Against this backdrop, some extant work on digital borders, and much public and political discussion on the subject, embraces the figure of a unitary border agent by examining the displacement of human border guards by machines and computers (Leese & Hoijtink, 2019, p. 1; Lehtonen & Aalto, 2017). Indeed, Lisle and Bourne (2019, p. 702) suggest that prevailing pro- and anti-automation positions ‘share a crucial assumption: that proper, robust and reliable in/out border decisions come primarily from single actors – either automated technologies or sophisticated human agents’. As such, digitised ‘smart’ borders, described in terms of standalone automated bordering systems, including autonomous weapons systems, smart airport gates, and algorithmic security assessments, are regularly seen as the new holders of border agency.
 
            Despite these depictions, the narrative of border digitisation causing a replacement of human agents with computational agents can be critiqued on both material and conceptual grounds. In a material sense, it overstates the autonomy and atomisation of modern digital technologies. Digital technologies never act in a completely autonomous fashion (Holton & Boyd, 2019). For instance, in relation to apparently autonomous military drones, Leese and Hoijtink (2019, p. 2) state that they:
 
             
              are operated and supervised by a whole team of human staff on the ground. Counterterrorism software tools need to be developed, implemented, maintained, and fed with data on a daily basis by human analysts. And alerts produced by surveillance systems still need to be validated and acted upon by human security officers.
 
            
 
            Likewise, Georgios Glouftsios (2020) shows how the EU’s VIS and SISII bordering databases require extensive ‘maintenance work’ from humans including the monitoring and repair of servers, firewalls, cables and other technologies. Consequently, some social scientists have criticised the framing of new border, security and military technologies as independent agents, instead seeing the outcomes of such technologies as produced by cyber-physical ‘systems’ involving technologies and humans (Holton & Boyd, 2019; Lisle & Bourne, 2019; Møhl, 2019). In this sense the hyper-visible outcomes of autonomous systems, such as an airport smart gate opening for a traveller, are produced by an entire backend network of relations that it is impossible to exhaustively define.
 
            This material critique runs in parallel with a broader development that has arisen in the social scientific understanding of agency. Traditionally agency was conceptualised as the ability for humans to freely act in the ways they choose, and which is constrained by the social, political, and economic institutions of society; a relationship known as the structure-agent dichotomy (Stones, 2007). However, a line of scholarship referred to as actor-network theory (ANT) has sought to move beyond the structure-agent dichotomy by embedding agency within webs of material (human and non-human) and semiotic (concepts and language) entities (Latour, 1999). In doing so, ANT frames agency as the collective result of the internal relations that exist between the various components of material-semiotic assemblages or ‘actor-networks’ (Callon, 2001, p. 63).
 
            In line with ANT this chapter will show that, while the border guard, drone, or risk algorithm may seem to be a unitary agent, their agency results from the complex networked relations that define who or what they are, and what they can do (Callon, 2001, p. 63; Lisle & Bourne, 2019). This means that the agency of a bordering entity is distributed amongst the networked internal components of that entity and shaped by the relations these components have. Additionally, each individual network component exercises agency by producing changes in the other network components that they share relations with. As per the theory of Bruno Latour (2007), these components transform or translate one another in chains in order to translate/produce something else. What this means when examining bordering agency, is that researchers must always look within and beyond an atomised entity. They must look at the networked relations that produce a border’s agency in the form of a decision about whether a person can enter a polity.
 
            This is undoubtedly a far more complicated vision of agency than merely that of an actor’s ability to freely make and implement choices within systems of constraint. Nevertheless, embracing an ANT perspective provides richer and more holistic accounts of how agency works and of how network changes alter the exercise of agency. Thus, this chapter will begin by further elaborating ANT and using this line of thought to describe how the unique agency of borders in terms of the sovereign decision is produced by actor-networks. This will provide the foundation for the examination of how digitisation is radically reshaping both the internal relations and overarching performances of bordering actor-networks.
 
            Through this examination I argue that digitisation is, one, adding extra levels of complexity to bordering agency by enlisting complex digital ‘mediators’ into bordering actor-networks that establish new and reformulate existing bordering components. Two, increasing the opacity of bordering agency by making it more difficult to identify the components and relationships that contribute to sovereign decisions. Three, displacing humans by deploying technologies in key positions within networks that are central to the sovereign decision. And, four, changing the roles played by humans within bordering actor-networks by making them relationally dependent and focussed on the digital systems and machines of borders. Understanding these aspects of bordering agency builds new knowledge on the primary political process of bordering in our digital world and provides the basis for the future legal and administrative management of modern sovereign state borders.
 
           
          
            Bordering agency and actor-networks
 
            In general terms, agency describes ‘the faculty for action’ (Fuchs & Ritzer, 2007; Stones, 2007). However, bordering agency is more specific and relates to particular types of action that produce the tripartite relationship of an inside, an outside and a division between the two. Bordering actions include performances of control and management over land/territory (Mountz, 2013; Visoka, 2018), the establishment of sovereign borders through the international diplomatic performances of elites (Visoka, 2018), as well as the casting of people as either part of, or external to, a political community (Agamben, 2005; Everuss, 2020a). This book’s examination of bordering agency focusses on the latter of these: the performance of the sovereign decision about polity membership.
 
            Research on the sovereign decision has at times positioned the border guard, or a similar actor, as the decision’s primary conduit, if not its sole performer (Salter, 2008; Wenner, 2020). The recent foregrounding of the human sovereign agent has been promoted by Agamben’s influential focus on the actions of individuals wielding political power to decide who is excluded. There is also a familiarity to this depiction of sovereign agency because it accords with traditional conceptualisations of agency being the purview of isolated human beings. For instance, Judith Butler (2004, p. 56) sees sovereign agency as expressed by ‘petty sovereigns’ who hold ‘the power to render unilateral decisions, accountable to no law and without any legitimate authority’. For Butler, there is a downloading of sovereign authority from the legislative state to its petty sovereigns. Mark Salter (2008) has used a similar framing to suggest that airport customs officers perform the sovereign decision when they determine whether to allow a traveller to enter a country. I have also shown in my own work, how police officers and prison guards wield sovereign agency when they perform the sovereign decision by treating individuals from minority communities as if their lives lack value and as if they are killable (Everuss, 2023).
 
            However, such accounts of bordering agency risk atomising human border actors and framing them either explicitly or implicitly as independently capable of performing the sovereign decision. This is not the case, because border guards, police officers and other human actors rely on laws, material infrastructure, cultural representations, and other bordering components to perform sovereign decisions. For example, Stephen Scheel (2019, p. 167) illustrates how the actions of traditional border guards ‘are mediated by a complex interplay of multiple cultural, social, economic and technological factors and forces’. In short, border guards are embedded within networks that include legal instruments that establish their authority. It is these networks, and not the border guard as a single agent, that performs the sovereign decision and thus produces the border.
 
            To understand the agency of the sovereign decision more accurately we can draw on Latour’s (1984, 2007) theorisation of agency and power as resulting from collective action. For Latour (2007, pp. 71 – 72), agency is not abstractly held by an individual, but exists in the collective actions of people, things and ideas that actually makes things happen. Agency only ever exists in this collective performance, and for Latour (1984, p. 268), the initial force behind an act is no more important than any later input that contributes towards it. Thus, the agency of the border, or the performance of the sovereign decision, does not exist as an abstract quality of a sovereign state or a state’s agent, but instead as the collective actions of the components of the border that together contribute to defining someone as an insider or outsider.
 
            Significantly, Latour describes such actions as translations, because: 1) they impact or shape the ultimate articulation or outcome of the collective action, and, 2) they make this impact from their own subjective position. In the words of Latour (1984, p. 264), agency in terms of the outcome of collective action ‘results from the actions of a chain of agents each of whom “translates” it in accordance with his/her own projects’. This statement indicates that the collective action through which power is expressed – whether it is the successful giving of a command, production of an item or decision about a traveller – involves multiple levels of agency. It involves agency in terms of the overall output/articulation of the collective, as well as agency in terms of the individual translations of that output by the specific entities involved in the collective action.
 
            There is also another type of agency at play in collective action, which is the horizontal agency expressed by individual components, or ‘actants’, when they translate one another during their collective action. John Law (2008, p. 632) sums this up, suggesting that the components of a collective action:
 
             
              take the form that they do in more or less precarious interaction with one another. People, technologies, ‘natural’ phenomena, documents, non-human life forms, knowledges, social facts, collectivities and phenomena – all of these are relational effects, materials, being done in interaction.
 
            
 
            What Law is pointing to here, is that when collective action occurs, the participants to that action (actants), whether they are human beings, physical objects, or ideas, express agency by both co-producing one another and co-producing the outcome of their collective action. For example, migration laws exercise agency by contributing to the translation of the sovereign decision, but they also exercise agency by translating people into border guards by granting them authority to question and make decisions about travellers. Likewise, when border guards wield their power and examine and interpret passports, they translate those passports into signifiers of traveller risk or legitimacy. And the border guard’s interpretation of a passport is translated, and thus partly produced, by the training manuals and supervisor interventions that the border guard has read and experienced (Lisle & Bourne, 2019, p. 696).
 
            In summation, borders are established when a collection of translations occur that produce a certain decision about a traveller, which is the network’s overarching translation/transformation of that traveller into either a polity insider or outsider (Komasová, 2021; Pelizza, 2021). Lisle and Bourne (2019, p. 685) describe this process in the digitised bordering assemblages of the EU and UK where:
 
             
              Machines delegate roles to humans, and humans delegate roles to machines so that each is full of the other and properties are exchanged between them. What emerges is an event – an in/out border decision – that never corresponds to purely human or purely technological action.
 
            
 
            This conceptualisation of agency has come to be known as actor-network theory (ANT), following the labelling of the collectives involved as actor-networks (Callon, 2001, p. 63; Cressman, 2018).
 
            ANT is important because it provides tools to assess how different components within an actor-network impact an output of that actor-network, as well as each other. For instance, scholars of ANT use the terms ‘tokens’ or ‘quasi-objects’ to describe entities that move across actor-networks helping to establish connections between the actants that transmit and translate them (Cressman, 2009). The border decision is one such token, it travels across the border-actor-network being translated by, and establishing connections between, guards’ opinions, risk assessment scores, legal definitions and other bordering actants. Furthermore, Latour (2007, p. 39) developed the notions of ‘intermediaries’ and ‘mediators’ to describe the actants that transmit tokens or quasi objects. These concepts will be discussed in more detail below, but essentially, they distinguish between network components that do not substantially translate an output or signal from ones that do. Thus, Latour’s concepts help to identify the core components of bordering networks, the mediators, which most significantly shape the sovereign decision and cannot be easily replaced without influencing the translations occurring across the border-actor-network.
 
            Central to these concepts, and ANT more broadly, is a ‘generalized symmetry’ between humans and non-human entities, which are seen to equally be capable of having influence and thus of being actants (Callon, 2001, p. 63; Latour, 1992; Sayes, 2014; Wajcman, 2002). Indeed, in many ways ANT foregrounds the significance of non-human actants. For instance, Latour suggests that it is non-social elements that give actor-networks their stability. Infrastructure, laws, uniforms, computer systems and other ‘non-human resources’, ‘strengthen the bonds’ within actor-networks by linking people together (Latour, 1984, p. 276). Without non-human resources, social structures are only maintained by precarious human to human agreements. For example, we could say that what makes the bordering process similar in the different airports of the same country is the use of the same signs, manuals, infrastructure, computer systems and other bordering technologies. These ‘quasi-objects’, include ‘inscriptions or immutable mobiles (combinable textual, cartographic, or visual representations that remain stable through space and time)’ (Cressman, 2018). In the absence of these non-human actants/resources, border guards operating in different locations would increasingly diverge in how they perform the border.
 
            Furthermore, just as the psychology and cultural context of a person influences how they translate within an actor-network, the physical properties of non-human (and human) actants shape how they translate and are translated (Sayes, 2014). For example, the size and shape of border walls is essential to their ability to cordon travellers and contribute to the sovereign decision, and the static nature of border walls limits the ways that they can be reproduced by new bordering components, giving checkpoints and geographical boundaries a significant inertia. Materiality is just as significant to new technological bordering components, with for instance the physical properties of drones – especially speed and flight ranges – helping to determine where mobile arial borders can be established. Thus, it can be seen how ANT provides a useful framework to examine the digitisation of borders, which is ultimately a change in the non-human components of the border-actor-networks. In the remainder of this chapter, ANT will be used as an analytical lens to examine how digitisation is altering bordering agency.
 
            There is, in an important respect, a tension between my use of ANT here and its formation within the broader field of Science and Technology Studies (STS). ANT is normally conceptualised as a situated form of analysis, inherently tied to close case study-style applications. Like STS, ANT is seen as more of an empirical toolset than an abstract social theory; a way of connecting social outcomes and facts to the actual complex relations that produce them. In contrast to these typical deployments of ANT, this book uses it more as a general social theory to conceptualise how agency flows through and is exercised by bordering networks, and how this agency is being digitised. In this way, more overarching changes occurring to bordering agency across different contexts can be identified. This theoretical analysis will however draw on a growing body of research that has applied ANT (Dijstelbloem & Broeders, 2015; Komasová, 2021; Lisle & Bourne, 2019; Pelizza, 2021), or the related perspective of ‘assemblage theory’ (Allen & Vollmer, 2018; Fisher, 2018; Møhl, 2019), to examine specific contexts of border digitisation and the socio-technical systems that are involved.
 
           
          
            The digitisation of border assemblages: The internal agency of digital borders
 
            The digitisation of borders involves the incorporation of digital technologies into the actor-networks that perform the sovereign decision. However, as ANT suggests, this is not something that can be described in a simple quantitative and additive fashion. Meaning that, digitisation is not just a net increase in the components that are used to border in any particular setting. This is because new technological actants enter into relationships with existing components whereby both the new and existing components translate one another. This is the internal agency of bordering actants which needs to be examined to understand the qualitative ways that digitisation alters borders.
 
            This type of analysis was undertaken by Perle Møhl (2019) in a study of the bordering assemblage produced at the Copenhagen airport. Møhl found that the Airport’s ABC (Automated Border Control) eGates were significantly contributing to the overarching bordering decision about whether passengers were allowed to enter Denmark or subject to extra security checks and processing. However, as will be returned to later, the way eGates did this was unclear as their functioning was a relational process involving humans setting the threshold required to determine an automated passport and facial image match. What was clearer, was how eGates were exercising agency within the assemblage by producing new variants of other border components, notably security workers. Security work involved:
 
             
              ensuring that the automation was working, scrutinizing travellers, following the passport and facial controls on a screen, overruling or “helping” the system when it had “difficulties” recognizing travellers or for other reasons did not open the eGates’ glass doors, and making informed judgements when there were “hits” between controlled traveller IDs and the different national, European and international police and Schengen data bases that the recognition system was linked up to (Møhl, 2019).
 
            
 
            Thus, the Copenhagen Airport security guard was being translated/(re)produced by the new technological actant of eGates, indicating how a novel digital technology can reshape a bordering actor-network.
 
            This sensitivity to how individual bordering components express agency by reproducing one another was also central to Pollozek’s (2020) use of an STS approach to study the EU’s Jora and Eurosur digital border surveillance and information systems. Pollozek (2020, p. 679) found that the systems in question involved significant ‘friction’ caused by the fact that ‘data undergoes transformations when traveling from one site to another’. In short there was a tension between the objectives of establishing centrally managed and homogenous European surveillance systems, and the situated and contextual nature of the on-the-ground reporting that informs such systems. For the corporeal observations of humans to feed into digital surveillance networks and inform their outputs, including the management of security assets, these observations needed to be standardised and thus altered. The varied experiences of border personnel operating along the EU’s coastline only served as information and impacted other system components once they were fitted within standard maritime incident reports that had predefined variables. It is only when translated into this form that corporeal perceptions became valid inputs for EU border surveillance (Pollozek, 2020, p. 681). There is consequently, a multidirectional co-constitution of border information that includes the very experiences of border guards as well as the systemic framing and management of those experiences as they are datafied (Pollozek, 2020, pp. 686 – 687). Here we see not only the internal agency of an actor-network in terms of actant translations of one another, but also the significance of an actant’s form, including the ‘immutable mobiles’ of standardised incident report forms.
 
            It is also evident in this research how semiotic actants are playing a substantial role in shaping the digitisation of borders. Indeed, Bruno Oliveira Martins and Maria Gabrielsen Jumbert (2022) research on the EU’s ‘Smart Borders package’ found that bordering technologies and expert technological knowledge shape cultural understandings about migrants and the appropriate ways to deal with them. The ‘Smart Borders package’ is largely a border infrastructure and management plan and may not seem to be directly relevant to the representation of migrants, but it contributes to ‘framing migration as a security issue that can be addressed with better, more advanced, and “smarter” technological solutions’ (Oliveira Martins & Jumbert, 2022, pp. 4 – 5). Accordingly, the ‘Smart Borders package’ enshrines within bordering actor-networks discourses of technological security enforcement that translate migrants as security threats.
 
            So, digitisation is as much a shift in the semiotic features of a bordering actor-network, as it is in the material features. Lisle and Bourne (2019) even found that mythical ideas about digitisation – namely pro and anti-digitisation fantasies regarding the efficiency and accuracy of autonomous digital technologies, or inversely the harms of human displacement – feature in bordering assemblages and impact the behaviours, practices, relations and imaginaries of human border actants. While both types of fantasy rely on a false depiction of border guards or technologies being unitary sovereign actors, they influence how border workers interact with bordering technologies, such as by motivating workers to either accept or challenge the outputs of risk algorithms (Lisle & Bourne, 2019). Additionally, Lilie Chouliaraki and Myria Georgiou (2019) have argued that the semiotic repertoires developed in digital media need to be understood as part of digitised bordering assemblages. They suggest that digital media is indeed another part of the border where the narratives are articulated that depict and inform in/out.
 
            The conceptual incorporation of digital media spheres into bordering assemblages shows just how wide-ranging bordering actor-networks are. Across the myriad of relations that produce borders, there are tensions as bordering actants express agency, by translating the sovereign decision and other actants, in contradictory ways. For example, differing cultural representations of migrant groups in digital spheres offer competing framings of those cohorts as either compatible or incompatible with specific polities (Chouliaraki & Georgiou, 2019). So, taken as a single actant, the social media representation of a certain group could promote the group’s inclusion or exclusion depending on the moment and context of that actant being enrolled into an actor-network.
 
            Likewise, the incorporation of new digital technologies into borders is at times resisted by existing human actants who dislike being translated by digital technologies. William Allen and Bastian Vollmer (2018, p. 35) identified this in the perceptions and activities of UK border staff, who after being forced to engage with new digital bordering tech, ‘expressed ambivalence towards even criticism of a technologised organisational culture by questioning the efficiencies and capabilities actually afforded by machinery.’ The extent to which staff use and rely on new bordering technologies thus varies, rendering the way technologies translate bordering outputs and actants difficult to predict. Therefore, we can say that both online cultural representations and UK border staff are both mediators within bordering actor-networks. In other words, the internal assemblages of each of these bordering actants are precarious and subject to reformation, making their overarching form and their relationships of translation within bordering actor-network unstable.
 
            What all this research illustrates is that underlying the digitisation of borders is the establishment and recreation of the internal relations that makeup bordering actor-networks whereby individual components/actants translate one another. What brings these formative relations between material and semiotic components into existence is the overarching agency of the network in the form of the sovereign decision. However, the diverse internal relations or collective action of bordering actor-networks, which Latour (1984, p. 265) would refer to as the ‘primary mechanism’ behind the border’s agency, is ‘black boxed’ and only perceived by travellers as a ‘secondary mechanism’ – such as a gate opening or remaining closed, a nod from a border guard or being ushered to a holding room, an email affirming or denying a visa application – which are all ultimately signs of a sovereign decision.
 
           
          
            Increased complexity of bordering networks
 
            The way agency is produced by the relations across an actor-network can be rendered more complex by the introduction of a new component. The new entity brings with them their own internal assemblage and they influence and alter existing relations across the actor-network. In short, when new actants are included within bordering actor-networks the in/out sovereign decision can be made to rely on a greater number of components and, at least in the short term, less stable relations.
 
            However, whether new components of an actor-network add much complexity to that actor-network is largely determined by how predictably the new components function. Some components act as what Latour (2007, p. 39) describes as intermediaries that ‘transports meaning or force without transformation’. Intermediaries do not significantly influence other network components or the overarching translation of the actor-network. The assemblages of individual intermediaries are largely irrelevant to the actor-network, and in explaining how the various parts of an actor-network translate one another and an overarching effect, intermediaries can be ignored. Latour (2007, p. 39) outlines this point stating that intermediaries remain unproblematically a ‘black box’ because ‘[n]o matter how complicated an intermediary is, it may, for all practical purposes, count for just one – or even for nothing at all because it can be easily forgotten’.
 
            As bordering actor-networks are being digitised many technological intermediaries are enlisted into them. Most of the cables and satellite technologies that simply transmit data between actants function as intermediaries because they do not alter or translate the data they transmit. A cable could easily be replaced by a satellite transmission system with little impact on the actor-network. The exception to this situation is when an intermediary malfunctions (Latour, 2007, p. 81). Suddenly, the intermediary in question impacts the signal, shaping it in some way. If a cable fails to carry a signal, or does so more slowly than expected, other actants can be affected. Border guards may have to shift from interpreting algorithmic risk assessment scores, to manually assessing travellers, or they may even have to become impromptu IT workers, spending time rebooting and trying to fix computer systems. Human border ‘maintainers’ are more deeply enlisted into the assemblage as they are required to repair border technologies and infrastructure (Glouftsios, 2020).
 
            In such circumstances, the precarious nature of border assemblages comes to light, as they are radically reshaped in short periods of time. System complexity also explodes as the internal components of malfunctioning intermediaries are made relevant to the actor-network. In a scenario where a malfunction occurs, questions arise such as: is a section of a cable frayed, does the material properties of a cable allow it to carry enough data, is a satellite receiver positioned in the wrong spot? These questions become pertinent as the entity in question can no longer be ignored and treated like a black box because its entire assemblage is operationalised within the network in a meaningful way, which in turn, adds extra complexity to the actor-network.
 
            When components act in this way, they are described by Latour (2007, p. 39) as ‘mediators’ that ‘transform, translate, distort, and modify the meaning or the elements they are supposed to carry’. As per the example above, some components change from intermediaries to mediators when they malfunction, but there are other components that are more firmly rooted to the mediator role. Border digitation enlists many such predisposed mediator components within the actor-networks that perform sovereign decisions.
 
            Most notably in this respect are computational systems that include complicated algorithmic processes, which are becoming a commonplace feature of bordering tech (Dumbrava, 2021). In the EU, US, Australia and many other jurisdictions, highly complicated algorithmic systems underpin facial and fingerprint recognition, passenger risk assessment, and migrant risk forecasting (Ajana, 2015; Dumbrava, 2021). In many of these instances, algorithmic systems act as mediators, because they translate travellers in differing, and at times, unpredictable ways. This means that the internal components of algorithmic systems – that can include large data sets and countless and precarious connections between datapoints – are enrolled into bordering assemblages in a meaningful fashion. As such, algorithmic mediators can drastically increase the complexity of bordering assemblages.
 
            However, algorithmic systems do not always increase bordering complexity in this way, because they do not always act as mediators. If for instance, algorithmic systems are ignored by operators when they do not produce desired results, or their assemblages are continually changed to ensure they produce predictable outputs, then they operate more as intermediaries. This was the case for the Immigration and Customs Enforcement (ICE) Risk Classification Assessment in the US, which was altered by operators to ensure it produced scores that would match the pre-determined politically desirable outcome of detaining most migrants assessed (Evans & Koulish, 2020). ICE’s complex risk assessment system was translated into a rubber stamp by operators and political actants and thus added very little complexity to the US border. In contrast, Australia’s Advanced Passenger Processing Systems rely heavily on algorithmic processes to determine what passengers should undergo intense scrutiny by border patrol officers (Ajana, 2015). As such, these algorithmic systems are powerful mediators and their countless, perhaps undefinable, internal processes shape Australia’s actor-network-border.
 
            Extra layers of complexity are also added by the data that is analysed by both machine learning and traditional computational bordering systems. As with other social and political processes being digitised (Zuboff, 2019), bordering frequently relies on big data sets including those used to produce traveller data doubles and comparative identities (Ajana, 2015). Digital data sets can function as mediators within bordering assemblages by producing variants of algorithms and other components including the roles played by human actants (Liang et al., 2018, p. 418). In the Netherlands, the data fed into the Amigo Boras system plays an essential role in the translation of vehicles as either safe or risky; assuming police decide to follow Amigo Boras outputs and thus enrol Amigo-Boras data into the bordering assemblage (Dekkers et al., 2018, p. 245). Such relations are widespread across modern borders, where digital data is front and centre in the judging of people as compatible with a polity or not.
 
            Foregrounding the bordering role played by digital data builds on Pugliese’s (2010, p. 23) argument that data sets exercise some degree of agency. Pugliese demonstrates this in relation to the digital profiles/templates made of people, abstracted digitally from a physiological snapshot at a particular time and imbued with juridico-political power as a bordering technology. Situations are created in which the data that forms a person’s template contributes to the exercise of agency over that person. In other words, ones’ own personal data-depiction is used to exert the agency of the state over them, which exemplifies how ‘[w]ithin this economy of dispersed body-bits, the relationship between the subject and their exercise of agency over their body is fissured … [and] a subject’s biometric proxies may be mobilised, indeed, as agents of the state deployed to ensnare and convict the targeted individual’ (Pugliese, 2010, pp. 23 – 24).
 
            The reliance of modern borders on digital data intertwines them with new economies driven by surveillance and the production and capturing of digital trails, often described as ‘surveillance capitalism’ (Zuboff, 2019). In short, the complex webs that record personal data become mediators within the bordering assemblage and contribute to the performance of sovereign agency. This is evident in the use of social media content from platforms including Facebook and Twitter (now called 'X') to train algorithms, develop comparative digital identities and assess individual travellers (Ajana, 2015; Gradecki & Curry, 2017, p. 4; Liang et al., 2018). The widespread collection of social media data is rarely publicly visible, but incidents like the Cambridge Analytica scandal show how through a chain of data-based businesses and transactions, the personal postings of people can be turned into tools for public coercion and government agency.2
 
           
          
            Increased opacity of bordering agencies
 
            As digitisation increases the size and complexity of bordering actor-networks it is becoming more difficult to identify the collective action sitting behind bordering decisions. For one thing, there is a vast difference between the potential components of a digitised bordering actor-network and the actual components enrolled in the performance of any specific bordering decision. This is essentially the difference between available actor-network components and those that are linked together within a chain of translation at any one point in time. For instance, while some data sets form part of the chain that translates travellers into safe or threatening, other data sets are left outside the chain by being ignored by risk assessment algorithms. And all of these components are left outside the chain of translation when border professionals reject or ignore an algorithms’ output. It is for such reasons that Møhl (2019) describes the assemblage of Copenhagen airport security as involving a ‘structural blurring: it is never really clear which actors are involved in border security measures and to what degree.’
 
            In addition to this more general cause of border network opacity, certain technologies have the potential to make the source of bordering agency radically less clear. In particular, machine learning algorithms, which like actor-networks are described as a ‘black box’ (Pasquale, 2015), render the bordering processes they contribute to opaque. Unlike basic decision tree algorithms, machine learning algorithmic systems can alter their own internal parameters and, to varying degrees, decide on the relevance of available data when producing an output (Broad, 2018, pp. xviii-xix). This process can occur across many steps, making it difficult to describe precisely how an algorithmic outcome has been reached.
 
            Even if the so-called ‘black box’ of machine learning algorithms could be made transparent, Amoore (2020) says the transparency would be short-lived because machine learning algorithms are iteratively re-written in context. Amoore (2020, pp. 24 – 25) states that ‘a specific algorithm will always exceed its name, its type, its genus, for it is immanently modifying itself through the world’. For instance, an algorithm designed to identify terrorist threats can learn to also identify scholars and human rights advocates who share similar patterns of behaviour, such as travelling to places of political turmoil and researching government authority (Leese et al., 2021). Thus, the way machine learning algorithms exercise agency within actor-networks and consequently impact the overarching agency of actor-networks will always remain somewhat opaque. This is why Leese (2014, p. 503) suggests that even though AI is seen as overcoming some forms of border opacity in human irrationality, interpretation and discrimination, it ‘essentially puts data-driven profiling into a black box’.
 
            In addition to technical opacity, digitisation is enhancing the organisational opacity of borders. Traditionally borders were managed and enforced by government bodies representing state sovereigns. Across the late 20th and early 21st centuries neoliberal privatisation continually shifted government processes into the private sector, but digitisation has radically enhanced privatisation in the context of state borders. As described by Liang et al. (2018, p. 418), ‘because government agencies are often not able to innovate processes to manage and analyze large amounts of data, specialized commercial entities—high-tech companies in particular—have begun to play a profound role in supporting this process’. Australia’s system for the advanced screening of passengers was created by IBM (Ajana, 2015), multinational tech company IDEMIA has been selected by the European agency eu-LISA to design and implement the Biometric Matching System of the EU’s Entry/Exit System (IDEMIA, 2021b), and the smart technology along the US-Mexico border is being designed and implemented by a range of companies including Bill Gates backed Echodyne and Anduril, a startup founded by former Facebook executive Palmer Luckey (Holmes, 2020; Milivojevic, 2022).
 
            In fact, the same privately developed AI systems are being deployed in both private and public contexts. ‘Clearview AI’ has provided its facial matching software and databases to America’s National Basketball Association (NBA) and Walmart as well as police forces (Smith & Miller, 2021, pp. 2 – 3). The intermeshing of business and government activities in processes of digitisation has led Nathaniel O’Grady (2020, p. 1) to argue that digital ‘automation redistributes authority across the public and private organizations that increasingly coordinate in bringing new technologies to bear in the security domain’. Or, in Møhl’s (2019) terms, ‘[o]utsourcing [to business] is thus an important factor of the assemblage, entangling connections and further blurring the interplay of border security practices’.
 
            Not all forms of organisational opacity are driven by outsourcing and system design, it is also something that can arise in a more organic fashion. The recent drive towards digitisation by the UNHCR and other refugee and migrant advocacy organisations has led to instances when they too have become part of the bordering assemblage (Connolly et al., 2023). This occurred in 2018 when the ‘United Nations refugee agency improperly collected and shared personal information from ethnic Rohingya refugees with Bangladesh, which shared it with Myanmar to verify people for possible repatriation’ (Human Rights Watch, 2021). In this instance, the UNHCR was enrolled into the bordering of Rohingya people being excluded from Bangladesh, which was ultimately performed through repatriation.
 
            To some degree the public-private blurring and its consequential organisational opacity is a by-product of digitisation, but it is also intentionally established in border assemblages. For example, businesses are regularly used to frame bordering actions as ‘commercial in confidence’, even though what is at issue is the primary political act of a sovereign government (Barrett, 2017, p. 338). A particularly striking example of organisational opacity was provided by the deployment of the ‘Beware’ software program by police officers in California. Beware assigns individual threat scores to people based on ‘data supplied by commercial data brokers and public records, which can include social media activity and health information’. However, the officers and department officials, including the Police Chief of Fresno, California, did not know how the software’s algorithms actually worked or what data they examined, because the software vendor, Intrado, would not supply the information ‘claiming its algorithms are protected as trade secrets’ (Barrett, 2017, p. 338). These examples indicate that opacity attributed to digital technologies may be caused by other bordering actants, like humans with political imperatives in mind. An algorithm should not be blamed for a political refusal to disclose its data source.
 
            Finally, in terms of the opacity of bordering agencies, it is important to acknowledge that bordering actor-networks do not have homogenous and coherent directions, drives or goals (Pollozek, 2020, p. 687). The complex interactions of assemblages are more likely to create differing and opposing flows and outcomes. For example, Møhl found that the setting of the threshold that determines how closely a traveller’s photo needs to match their passport image for e-gates to open was influenced by actants with contradictory motivations and ideas, including: Copenhagen police who sought to increase security by ensuring a close match between passport photos and passengers; Frontex; which shaped the decision by outlining general threshold guidelines; Unions that wanted to ensure good working conditions for airport personnel and thus lower the threshold to increase efficiency of traveller flows; and the private service provider, Biometric Solutions, whose employees implement threshold changes. Thus, for border decisions there is a ‘lack of overarching predetermination and coherence’ (Møhl, 2019), rendering them more opaque by making it difficult to predict how borders will respond to travellers in terms of the in/out decision.
 
           
          
            The displacement of human border guards
 
            When it comes to any discussion of digitisation and agency a question that is inevitably raised is: are humans being replaced by machines, bots and/or algorithms? This question in its simplistic form does not make sense from an ANT perspective, which problematises any atomised agent, be it human or non-human. However, embracing a situated and networked conception of bordering agency does not preclude examination of what is still one of the most pressing issues for critical border studies (Leese & Hoijtink, 2019, p. 1), namely the reducing control that humans have over bordering. What ANT draws our attention to, is how this shift in human influence is produced by the changing relationships of translation that digitation causes within the actor-networks that ultimately perform bordering agency. Thus, instead of asking, are humans being replaced by machines, it is better to question whether the influential actants of bordering assemblages that most heavily impact and translate the sovereign decision include fewer people and more digital technologies?
 
            Answering this question involves assessing the roles played by assemblage components and how essential these are to the overarching assemblage effects. Soft barriers in airports contribute to a bordering assemblage by cordoning passengers into organised lines, but this role is not essential to the overarching bordering process. Border assessment may become chaotic and inefficient without soft barriers, but so long as other infrastructure and personnel maintain a bottle neck in traveller flows, people can be examined and the sovereign decision performed, albeit in a more pressured and therefore likely expedited fashion. In contrast, the hard barriers, buildings, and walls that force passengers to move through tightly controlled inspection points are essential to the bordering assemblage of entry/exit points because they ensure passengers are subject to inspection and the sovereign decision. Indeed, this infrastructure is an actant that contributes to translating places into entry/exit points, and without which certain travellers may avoid being subject to the sovereign decision. As such, they are more influential within the actor-network. However, hard barriers do not necessarily significantly impact how the sovereign decision itself is translated in a variable way in terms of deciding whether a traveller is eligible to enter a polity or not. In this sense, hard barriers may be more of an intermediary than a significant mediator of the sovereign decision.
 
            Historically, humans have held a different role to hard barriers within bordering assemblages. Humans are largely ineffective at forcing people to undergo the sovereign decision, relying on walls, vehicles and other infrastructure to achieve this purpose, but they have been highly influential in terms of the translation of the sovereign decision. They have performed as a network ‘spokesperson’, a focal point in actor-networks who ‘speaks for’ a collection of previous links in an actor-network, and whose decisions can enrol and or exclude vast numbers of other bordering actants, and therefore substantially shape how the sovereign decision itself is translated (Cressman, 2018; Pelizza, 2021). Humans inhabiting the position of spokesperson have caused observers to conflate the human decision and sovereign decision. Salter (2008, p. 370) for instance argued that no matter how routinized bordering systems are, the sovereign decision is only really performed by the administrative discretion wielded by border guards. Salter (2008, p. 376) stated that:
 
             
              The state of exception where law and force are indivisible remains the heart of the examination – and even if there are policies, procedures, and risk algorithms that structure the representation of those decisions, the interpretation of the claimant’s narrative is entirely discretionary.
 
            
 
            Salter’s argument assumes that humans are uniquely positioned to enforce the sovereign decision because they act with discretion in the assessment of travellers at the point where law and force are indistinguishable, i. e., their decision is both force and an act of law. It is an argument that relies on there being something unique about the human actant that is more central to the sovereign decision than the influence wielded by other apparent background elements, which is the legally entrenched discretion humans have about whether to include or exclude travellers. For Salter (2008, p. 376) digital systems are the same as any other bordering infrastructure in that they merely form part of the backdrop to human bordering discretion as one of the extra processes that ‘obscure and elide the power at work/play’.
 
            Salter’s claim is accurate when and where human’s act as actor-network spokespeople, because in this role humans powerfully order actor-networks by shaping how other actants connect with one another. There is thus a logic to elevating the human actant. However, actor-networks are always precarious, and in the years since Salter made his claim, there has been an explosion of digital, and to some degree automated, bordering systems; from ABC e-Gates and Backscatter body scanners to passenger risk assessment checks and drone patrols (Ajana, 2015; Andrejevic & Volcic, 2019). These systems have challenged the centrality of humans within actor-networks and given non-human actants powerful positions in which they promote networked orders based around digitised automation. This can be seen in Mark Andrejevic and Zala Volcic (2019) discovering that digital border technologies have displaced humans from the key network mediator position of determining what is seen by the bordering assemblage and what the visual imagery captured by a bordering assemblage means. They state that historically, the border’s:
 
             
              recognitive gaze remained the province of the subject. The surveillance camera could record video footage, but it took a human witness to identify and verify those whom it captured on tape. Facial recognition technology debuts a technological form of recognition that dispenses with the recognitive subject (Andrejevic & Volcic, 2019, p. 349).
 
            
 
            In truth, the analytical uses of automated image and video analysis go well beyond facial recognition, including gait analysis and even deceit or threat assessment (Everuss, 2021a). When such technologies are used to determine whether a person looks risky or normal, this is done by a digital actant instead of humans holding the mediator position of translating a visual image or recording. That digital actant both orders a significant section of the actor-network and makes a large contribution to the translation of the sovereign decision about the recorded traveller.
 
            This type of displacement is most clear in the section of border-actor-networks where the sovereign decision reaches its target; an automated visa assessment and email notification as opposed to a human assessment and personalised communication; a smart gate opening instead of a border guard saying ‘you are ok to go through’. Not only is the final actant to translate the token of the sovereign decision likely to be more visible to the traveller than other bordering actants, but they are more likely to hold influential mediator positions where they can determine what chains of translation are used to shape the sovereign decision. This displacement does not mean that humans are absent from the final location of the border performance, but that their role has often been diminished to overseeing the functioning of digital systems, such as monitoring the actions of e-gates. Thus, the displacement is a shift in the roles of human border actants, as opposed to their removal from the bordering actor-network. Human actants lose their discretion in favour of automated bordering decisions and can appear to act merely as mouth pieces for computers.
 
            Nevertheless, in sticking with the border guard, examples have been identified in research where humans on the front lines of borders choose to ignore digital border actants, thus rendering the sections of the bordering actor-network connected to those actants/digital system irrelevant. Royal Netherlands Marechaussee officers regularly disregard the vehicle risk assessments produced by the automated Amigo-boras system, choosing to exercise their own discretion instead (Dekkers et al., 2018, p. 245). In research conducted by Dekkers et al. (2018, p. 245), of the 330 instances of vehicles being deemed a security risk and stopped by officers, only 10 coincided with an Amigo-boras vehicle hit. Indeed, most of the time officers either selected vehicles not flagged by Amigo-boras or used their judgement to let flagged vehicles go because they did not personally deem the vehicles risky. When officers did stop flagged vehicles, they claimed that their decision was not influenced by the automated algorithmic risk assessment.
 
             
              In the eyes of the RNM officers, the technology was not able to do what they did, thus making the Amigo-boras system redundant. Some officers were of the opinion that technology should not even be part of the selection process. That task was meant to be done by people, not machines, as an officer expressed during the fieldwork (Dekkers et al., 2018, p. 245).
 
            
 
            A similar process, whereby digital bordering actants were ignored by humans on-the-ground, was identified by Pollozek in a data gathering process undertaken by Greek Police. A key part of the EU’s bordering of asylum seekers is the recording of their fingerprints and other data upon entry to the Schengen region. This information is essential for the EU’s digital processing/bordering systems, including JORA, to assess asylum seekers and determine the member state responsible for their processing. Despite the centrality of fingerprinting to the digitised EU bordering of asylum seekers, Greek police regularly decided not to fingerprint arrivals, which was seen to be an extra level of complication to their already difficult job. In 2015 only 8 % of arriving migrants were fingerprinted by Greek Police, leading to the further deployment of fingerprinting technology and EU Frontex personnel at Greek State thresholds (Pollozek, 2020, p. 686). After this point there has been ongoing tensions between Greek police trying to speed up the processing of arrivals and Frontex officers trying to slow it down to feed more asylum seeker details into EU’s digital bordering regime, JORA (Pollozek, 2020, p. 687). Thus, police officers acting as border guards in Greece continue to translate the performance of the sovereign decision by using their discretion in line with local, personal and national values and concerns.
 
            What the human overriding of Amigo-boras and JORA demonstrates is that bordering actor-networks can become precariously bifurcated by the introduction of automated digital bordering systems. New digital systems form chains of translation comprising the components – such as computer servers, algorithms, data sets and the policy frameworks that motivate the application of digital systems – that are enrolled when the automated traveller assessments are used (Komasová, 2021, pp. 12 – 13). But, when the automated decision is not used, more traditional bordering chains of translations are brought into existence that centralise human actant discretion and include assemblage components such as border official position descriptions and manuals, cultural and national discourses, past subjective experiences, and tacit knowledge gleaned from past work.
 
            The border-actor-network is radically reformulated depending on which competing chain of translation is activated. This is an ‘ordering struggle’ that determines how the components of the border are brought into relation with one another and thus how the collective action of the border is performed (Cressman, 2018). For Amigo-boras and Jora humans play the role of influential mediator, deciding which chain of translation to enrol in the sovereign decision. Do they go with an algorithmic output, or use their instinct? Do they enter a migrant’s details into a digital system or not?
 
            However, in other bordering actor-networks the bifurcation between chains of translation, relying on either new digital bordering systems or human discretion, is less clear. In many instances there is more of a blending of digital and human discretion-based bordering chains of translation. This occurs, for example, when border guards draw machine learning outputs into their wider decision-making processes. In Australian airports, the Border Risk Identification System (BRIS) algorithmically examines passenger data recorded prior to arrival and refers passengers assessed to be risky to airport officers upon their arrival (Ajana, 2015). Consequently:
 
             
              although in the past, customs relied mainly on instinct in reading body language and screening passengers, and on time-consuming mass interviews, now with the new Big Data analytics of the BRIS system, border officers are able to predict “risky travellers”, catch and deport more people conducting less interviews and using fewer resources’ (Ajana, 2015, pp. 62 – 63).
 
            
 
            In this situation, the border guard’s discretion and the risk assessment of an algorithmic system are brought within the same chain of translation. While some of the guard’s role has been taken up by the algorithmic system, the human border guard-actant can still use their discretion to translate the sovereign decision.
 
            In the US, the RCA risk assessment tool intended to assess whether it was necessary to detain migrants because they pose a flight or community risk, was fundamentally shaped by the institutional culture and operator agencies within ICE (Koulish & Evans, 2021). The RCA system was originally designed to diminish the need to detain migrants be ensuing that only those who were a potential threat were held. However, the power of operators to override RCA’s decision meant that recommendations to release migrants were disproportionately overridden by a workforce predisposed to detaining migrants. Furthermore, ‘ICE policymakers modified the algorithm to minimize the override rate such that officers with a bias for detention were able to train the algorithm contrary to risk logic’ (Koulish & Evans, 2021, p. 26) The result was a bordering assemblage focussed on detention and not risk assessment, and the subversion of a risk assessment algorithm as it was enrolled to achieve a detention-based process. In this instance, the translation of the border was not bifurcated, involving both the digital system and the more traditional manual process, but instead over time the digital system was changed from a mediator that impacted the final translation towards an intermediary that followed existing assemblage trajectories.
 
            To summarise, and even though numerous contradictory examples exist, I argue that within border actor-networks digitisation is causing a general dilution of human-based influence. It is becoming rarer for human actants to influence the translation of the sovereign decision to the same extent as a traditional border guard or senior official, notwithstanding that these human entities are themselves assemblages. And it is significant that where such traditional roles continue to exist, they are increasingly inhabited by non-human actants. In Australia for instance, the Commonwealth Government’s Migration Act (section 495) grants computer systems designated by the Minister for Immigration the exact same decision-making powers as the Minister themselves over many bordering functions.
 
           
          
            The changing roles of human border actants
 
            In addition to generally diluting the contributions humans are making to the translation of bordering decisions, at least as powerful mediators, it is also the case that digitisation is altering the roles that human bordering actants are undertaking. Sticking with the human border guard situated at entry/exit points, their reduction in power in terms of their ability to exercise in-person discretion to determine the trustworthiness and risk posed by travellers, is accompanied by a shift in their role or position within the border-actor-network. For example, when tasked with monitoring and interpreting computational outputs, the role of border guards becomes more about understanding and using digital systems. Their digital skills and proficiencies become as important, if not more important, then their ability to question travellers. Indeed, this part of the role of the border guard can become so central to the contribution that they make to the actor-network, that they may no longer need to be physically located at entry/exit points. Instead, border guards may inhabit new border hubs, such as the US CBP’s National Targeting Centre where CBP officers interpret the Automatic Targeting System that risk assesses travellers (Privacy Impact Assessment Update for the Automated Targeting System, 2017). Changes like this may also involve alterations in the daily attire worn by border guards, the standards of behaviour expected from border guards, and much else about how people perform the role of, and who they are as, border guards. This example illustrates how new technologies being incorporated into bordering actor-networks reshapes the qualities of human actants such as border guards.
 
            This can also be seen in the way drones translate human border actants. On the one hand, drones extend the power and reach of border guards, allowing them to see travellers and migrants long before they reach geographical state thresholds. Follis (2017, p. 1014) states that in Europe, ‘The drone is sent to track the target beyond the jurisdictional boundaries of EU member states. The agents can therefore use the data it obtains to pre-empt the target’s entry into the sovereign space.’ However, in gaining drone data, the vision and knowledge of human border guards is not just expanded, but also translated by drones. Human border guards come to know travellers once they have been mediated by ‘drone vision’, a bird’s eye view framing of the world, often with military features such as cross hairs, that simultaneously reduces people to data and threat scores (Greene, 2015).
 
            Clearly drone vision influences how border guards perceive travellers because it presents travellers not as full human beings in context with facial expressions and emotions, but as shapes of differing threat level. This is partly due to the abstraction of people that drone vision achieves, but Peter Adey et al. (2011, p. 175) describe the imagery of air targeting or drone vision as more than an arbitrary abstraction, because while it does abstract, ‘it is undoubtedly performative of all kinds of violence that strip away the content of its subject and deliver it to “ordnance” and “kinetic” operations and other similarly abstract language that describes real violence upon real people and places.’ Therefore, drones are a technology that translates human bordering actants by encouraging them to see travellers as security threats and diminishing their ability to empathise with travellers.
 
            A significant point that is regularly made about drones is that, while they are treated as a standalone non-human technology, they are in fact a complex assemblage that involves great numbers of people, not the least of which is often an operator in a distanced location (Greene, 2015). Indeed, like any actant within the bordering actor-network, a drone is itself an entire actor-network made up of human and non-human components. And when a drone is used in a border, the actants that form the drone are themselves enlisted into the actor-network of the border. Consequently, in addition to digitisation changing the role of existing human border actants, it enrols new groups of people into the border assemblage.
 
            One such group of people that is often overlooked are the system ‘maintainers’ who do the ‘maintenance work’ required to ensure digital border systems function appropriately. Glouftsios (2020) identifies a vast number of ‘maintainers’ that are required to keep the EU’s SISII and VIS digital border databases/systems functioning. These people repair cables, instal software updates and monitor and repair servers. Glouftsios (2020, p. 463) describes this work as ‘the continuous moulding of the systems’ material properties and agencies’, the ‘iterative repair, upgrade and update of hardware and soft-ware  that  seeks  to  address  failures  and  adapt  the  systems  to  technological  advancements  and  emerging functional circumstances.’ Maintainers exercise significant agency by drawing on their skill and knowledge to make the border performance possible and translate the material actants of the border into forms that achieve this. Nevertheless, maintainers do not generally translate the sovereign decision itself in a significant way.
 
            Other human actants enrolled in borders as part of digitisation do, however, significantly translate the sovereign decision. For example, computer scientists, software engineers and political operatives can seek to direct how digital bordering systems will operate and thus fundamentally translate the sovereign decision. Such operators may pick training data, design algorithms and organise the way that algorithmic systems sit within a border assemblage’s chains of translation. For systems that involve machine learning algorithms, these human actants may not be able to accurately predict how their actions will impact the translation process. But, for more basic algorithmic systems, humans may be able to set in train a predictable chain of translation.
 
            This was the case for the UK’s Visa Streaming Tool in which human operators created risk profiles largely based on nationality that were then predictably (re)produced and applied by and algorithmic system. In summarising this system  Jack Maxwell and Joe Tomlinson (2022, p. 59) state that ‘[m]uch of the debate about the use of automated systems in government focuses on the risk that such systems might inadvertently encode and perpetuate discrimination against protected groups. In this case, however, the discrimination was direct and deliberate.’ Likewise, for ICE’s RCA in the US:
 
             
              DHS officials altered the risk levels periodically so that factors that once generated a medium public safety risk later generated a high public safety risk. The RCA detain/release logic was also modified so that the combination of two medium risk levels, which once resulted in a supervisor to determine recommendation, later led to a detain (no bond) recommendation (Evans & Koulish, 2020, p. 805).
 
            
 
            In short, humans designed and continued to adjust the RCA until it started producing the detention recommendations that they wanted (Evans & Koulish, 2020, p. 794). The outputs of the RCA were not the natural findings of an objective digital system, they were the desired results of human designers influenced by their cultural and political setting. The system was forced to fit into the political mould of detention being the default approach, or in the words of Evans and Koulish, (2020, p. 795), ‘[t]he customary use of immigration detention drove changes to the RCA methodology rather than the reverse.’ Accordingly, humans have extensive influence over the UK’s Visa Streaming Tool and ICE’s RCA at the time of their design and redesign.
 
            Something that is occurring here is an alteration to the temporality of agency that is akin to what Paul Virilio argued happened when rockets became a staple feature of warfare. Virilio (2009) suggested that modern warfare, especially the use of rockets with which there is very little time lag between attack, destruction and counter attack, have changed the nature of agency. The instantaneousness of the sequence of actions and events involved in rockets transfers human error from the ‘action stage’ to the ‘conception stage’ of technology (Virilio, 2009, p. 50). Virilio (2009, p. 54) describes this feature of modern warfare as ‘tantamount to setting in place a series of automations … from which all political choice is absent.’ Such an account of modern bordering/surveillance/military action is supported by Suchman et al. (2017, p. 985) who argue that the design of technologies that automatically target people is the first act of violence, which means that greater accountability and scrutiny needs to occur at the design and implementation stages of bordering systems. Thus, in line with Virilio’s theory, border digitisation is changing the temporality of bordering agency by creating powerful human actants that influence bordering prior to the arrival of travellers. Indeed, within the assemblages as a whole, key decision-making processes are being shifted from the actants that directly interact with travelers to those that are active prior to the arrival of travelers.
 
            Another feature of the changing roles played by human-border actants is the inclusion of more lay people in sovereign bordering practices. This is not the everyday bordering described by Yuval-Davis et al. (2019), whereby specific members of the public like landlords are forced to border certain subjects, but the unwitting contribution that people make to bordering through their production of data. The public have always performed a bordering function in a general sense because they contribute to cultural norms and identities that influence sovereign decisions, but this has been a diffuse process whereby opinion polls, public statements and general contributions to the public sphere solidify into discourses on national identity that are enrolled into bordering assemblages and influence other bordering actants. New contributions of the public to digitised bordering are more direct and includes the production of personal data used in bordering assemblages. For example, the social media profiles and postings and online documented travel plans of members of the public inform the digital comparative identities used to assess the data doubles of travellers (Liang et al., 2018).3
 
            While members of the public are certainly bordering actants in an actor-network sense because their actions influence the sovereign decision and other bordering actants, the degree of intentionality behind this influence is questionable. It is highly unlikely that people contemplate their position specifically within bordering assemblages when engaging in everyday digital practices like posting to social media. Nevertheless, people are not ‘cultural dopes’ and there is intentionality behind social media engagement and other data production practices, including based around attempts to control what personal data is publicly available (Siles et al., 2023). People also increasingly embrace surveillance cultures that include a general awareness that anything posted online may be recorded and used by third parties including governments for unknown reasons (Lyon, 2018).
 
            Therefore, the deeper inclusion of the public in bordering actor-networks is causing an incredible diffusion of the agency of the border. In the mid-2000s Amoore (2006, p. 345) captured this spreading of agency, stating that the use of public data in the border means that the power of the sovereign ‘is diffused to the point that it is in the hands of all citizens’. More recently, Amoore (2020, p. 58) has gone further stating that the ‘we’ that produces advanced algorithms includes all of the technical and digital components alongside ‘all of us, all our data points, all the patterns and attributes that are not quite possessed by us’. In sum, while digitisation may be diluting the influence of once powerful human border actants, it is also enrolling humans into the bordering process in numbers that have never been seen before. As digital processes, especially machine learning algorithms, continue to play a greater role in bordering, it will likely become the case that we are all directly part of the border, not just in our own country, but in the many countries where our data has landed.
 
           
          
            Implications of digitised bordering agency
 
            Traditionally, the topic of digitisation and agency has been dominated by the narrative of AI enabled machines replacing humans (Boyd & Holton, 2018; Elliott, 2021). The sovereign state border, where fundamental political rights are performed and contested, is an especially emotive context for this discourse to take place. The notion of arguing with, and attempting to convince, a dispassionate AI bot that you should be allowed into a country is alarming. This is part of the reason why there was great public resistance to the iBorderCtrl system, which proposed making travellers talk to AI powered avatars at border checkpoints (O’Shea et al., 2018). However, as this chapter has demonstrated, the ways digitisation is actually altering the agency of the border is far more complex than any iBorderCtrl style system, which has never been fully implemented. When digital components and AI-based systems are incorporated into the networks that perform a political-social-economic process the agency or collective action behind that process is renegotiated across networks of human and non-human actants. The specific ways that such transformations occur, and their outcomes, are contextually specific, but this chapter has argued that there are several common features to the way digitisation reshapes the agency of borders.
 
            This includes that digitisation generally increases the complexity and opacity of border agency. Partly, increased complexity and opacity is driven by the material reality of digital bordering technologies, which involves many internal actants and tends to exist in states of constant flux. It is well established that the internal systems that underly risk assessment scores, biometric matching and other border functions are extremely difficult, or even impossible, to fully understand. However, as it was shown, this conclusion relies on digital technologies being positioned within border actor-networks as mediators capable of translating the sovereign decision in differing ways. When this occurs digitisation certainly renders the agency produced by border-actor-networks more complex and opaque, but when the outcomes of digitised bordering actants are not given a mediator role, when they are treated as intermediaries, they do not increase the complexity or opacity of the sovereign decision. It simply does not matter how difficult it is to understand an algorithmic risk assessment score if it is only accepted by human operators when it confirms the decisions of those operators. In such circumstances digital actants are mere intermediaries with little ability to translate the sovereign decision and thus contribute to border agency.
 
            Furthermore, some of the complexity and opacity often attributed to the technical features of digitised borders, is the result of the way those features are organised within actor-networks. For example, it was shown that digital technologies have been used to outsource bordering functions to private corporations who are less obligated and more reticent to share information with the public. Additionally, the political context of digital technologies impacts their opacity. For instance, the risk assessment systems in Australia are shielded from public view by ministerial discretion, while the EU’s risk assessments are more transparently outlined in legislation. Consequently, while digital technologies carry with them intense potentialities for border-agency complexity and opacity, this is realised or hampered by the way they are embedded into political and social networks, as well as technical ones. Nevertheless, in looking across the changes that are occurring to borders around the world as a result of digitisation, it is true that they are in general becoming more complex and opaque.
 
            Indeed, and while certainly not in a one-to-one replacement fashion, it is also possible to say that the agency of the border is less heavily influenced by humans. With the inclusion of everyday user data into bordering assemblages, more humans than ever before may contribute to the sovereign decision, but the key nodes of border networks – the prominent mediator roles that decide what chains of translation are activated and that significantly impact how sovereign decisions are translated – are increasingly non-human. In short, when we list the actants that most heavily translate the sovereign decision, the list includes fewer people and more technologies than it has in the past. And these technologies are translating, and thus reshaping, the roles played by humans. For instance, algorithmic risk systems and drones turn border guards into computer program interpreters and video feed analysts. The roles of humans are re-produced by their new relationships with digital infrastructure that are powerfully contributing to the overarching sovereign decision or network agency.
 
            These changes to the agency of the border are of pressing concern, not only to scholars, but to governments and the public at large. They raise important philosophical issues about where bordering responsibility lies. There are also key practical concerns regarding how borders should be managed. Legislative systems based around managing the human performance of the sovereign decision are no longer fit for purpose when bordering involves adjusting algorithmic parameters. Indeed, law makers are scrambling to codify principles of data sovereignty simply to maintain control over the bordering of their own sovereign states, which is increasingly being offshored or managed by diffuse private enterprises.
 
            However, the analysis of bordering agency undertaken in this chapter is inherently partial and incomplete. This is because the agency of the border in terms of the sovereign decision cannot exist without a target, normally the traveller who is bordered. And as Foucault’s (1978) historical and philosophical analysis of power suggests, targets of power are not inert receivers of action. They impact the sovereign decision whether simply by forcing the bordering assemblage to sculpt its decision-making process in response to the specific traveller being bordered, or as a result of travellers actively seeking to shape or resist the sovereign decision. It is this relationship, between the border and the traveller being bordered, that is examined in the next two chapters.
 
           
        
 
      





 
         
          The digitisation of travel
 
        
 
         
          
            The digital technologies of travel
 
            This book has focussed primarily on the way digitisation alters borders and the structure of state-sovereignty. People have been part of the discussion because the types of borders examined in this book only exist when people are being bordered and other people are always involved in producing those borders. Nevertheless, the emphasis has first and foremost been on the assemblage of the sovereign border. However, just as there are novel facets to bordering caused by digitisation, unique and striking aspects of international travel are produced by digitisation. And it is these features, and the ways digitisation is changing international mobility more generally, to which I now turn.
 
            There are many digital technologies involved in global travel, but the ones that I focus on here are everyday personal technologies, such as the smart phone. The modern smart phone is an exceptionally powerful technology that can be flexibly used for a myriad of purposes. For travel, it provides a virtual Swiss Army Pocketknife of applications to complete different travel-related functions. Using their phones, frequent flyers board planes and enter airport lounges (Liu & Law, 2013), tourists navigate foreign cities, translate menus and research leisure activities (Tussyadiah, 2014), while asylum seekers contact people smugglers using encrypted phone messaging services and organise rendezvous locations on mapping apps (Borkert et al., 2018). As such, smart phones are part of most contemporary international journeys.
 
            Other digital technologies used by travellers include the websites that provide information on locations and travel pathways, GPSs, bag tags and tracking devices used to monitor the mobility of people and objects, bank card RFID chips, smart watches, and other digital wearables, as well as heart rate monitors and other health monitoring devices. As conceptualised by STS scholars, these technologies are embedded, often alongside one another, within socio-technical networks that include social, political and economic systems (Latonero & Kift, 2018; Wajcman, 2002). It is for instance impossible to access webpages without computers or smartphones, while at the same time, the internet and its infrastructure normally only become knowable through the experience of viewing webpages. And these digital technologies are produced by complex networks of infrastructure, businesses, government regulation and management, and so on (Gillespie et al., 2018; Latonero & Kift, 2018). Therefore, when we talk about the digital technologies used in travel such as the smart phone, we are actually talking about assemblages that produce technologies and which are in-turn embedded in larger assemblages that produce travel.
 
            Using this conceptualisation of technology as assemblage, this chapter will examine how digitisation impacts travel. This will firstly be done by addressing the traditional migration question of whether the usage of digital technologies effects the ability of travellers to ‘complete’ their physical journeys. While I follow mobilities scholars in seeing such a framing of movement – as a journey between two locations – as highly reductive (Everuss, 2021b), physically moving between sovereign states can be essential to attaining new life opportunities, and in the circumstance of enforced migration, is often the difference between physical safety and extreme danger. Therefore, it is important to consider whether personal digital technologies assist or hinder physical travel. I examine this subject alongside the bourgeoning collection of literature known as ‘Digital Migration Studies’, which largely frames digital technologies as powerful new travel ‘tools’ (Alencar, 2020, p. 2). However, an issue with seeing digital technologies as migration tools, is that it frames the technologies as always facilitating travel, overlooking instances when digital devices create extra mobility friction. By studying ways in which digital technologies both help and hinder physical movement, I contribute to the development of a more nuanced framing of digital tech that understands travel as co-produced with travellers and their technologies, as opposed to travel being a linear outcome of the traveller usage of technology (see also Awad & Tossell, 2021).
 
            A co-productive lens will also be used to provide a more holistic description of how digitisation is changing the agency of travel. This involves examining how the inclusion and shifting position of digital technologies across travel assemblages alters the production of travel. In other words, how the presence of digital technologies influences the distribution of agency across the assemblages that produce the physical international movement of people. And this discussion will naturally address what has become the mandatory question of digitisation research, whether digitisation is rendering humans less prominently involved in the travel assemblage.
 
            As part of this examination, I seek to bring to light significant ways that digital technologies are not only impacting whether movement occurs, but how movement occurs. When digital technologies are included in travel assemblages they shape how other components of travel, including the traveller, is produced, as well as how the journey itself is enacted. I examine this by studying how the mobilities undertaken by people are partially reformed by the movement technologies they use. For example, how the plane journey with a mobile phone or laptop is fundamentally different from the plane journey without one. How it involves different activities, connections and experiences. How it impacts the traveller in different ways, and produces different relations and identities. In short, how digital technologies alter the very nature of (im)mobilities, and consequently the things that are produced by (im)mobilities.
 
            Finally, this chapter will conclude by examining the political implications of the digitisation of travel. The increasing integration of personal digital devices into the travel process impacts power relations that are expressed as, and produced through, (im)mobilities. For instance, the ability to engage in international travel increasingly requires access to digital technologies and the competencies to use them. Accordingly, digital divides now reproduce mobility inequalities. Or in other words, lacking access to technologies and digital skills can affect whether people travel and cross borders.
 
           
          
            Digital technologies as essential tools of travel
 
            As indicated above, the technology that is most frequently studied as a digital migration tool is the mobile smart phone (Alencar, 2020; Dekker et al., 2018; Mezzadra, 2017; Noori, 2022a). Smart phones are small and portable computers that, in addition to standard telecommunication functionality, provide the necessary hardware and interface for a wide array of travel related applications. Smart phones have attracted significant scholarly interest because they have become almost omnipresent in international travel, including for example, enforced migration. Indeed, 95 percent of the Syrian and Iraqi refugees who entered Europe in 2015 relied on a smart phone at some point during their journey (Gough & Gough, 2019, p. 90). And the usage of smart phones does not end when enforced migrants reach a destination as they are used to navigate foreign settings. Back in 2016, the UNHCR estimated that ‘68 % of refugees living in urban centers have access to an internet-enabled phone, with the vast majority prioritizing mobile ownership and connectivity as crucial for their safety’ (Alencar, 2020, p. 2).
 
            While mobile phones are used for many important travel purposes, for enforced migrants it is still their capacity to enable communication with other migrants and migrant ‘helpers’ that is of the most significance (Borkert et al., 2018). This communication increasingly occurs through data networks and VoIP services like Skype or Viber (Dekker et al., 2018), or via text and multimedia messaging on social media sites and encrypted messaging apps (Borkert et al., 2018; Dekker et al., 2018). Max Schuab (2012, p. 126) found that trans-Saharan migrants use such forms of communication to ‘draw on the unprecedented accessibility of contacts equipped with mobile phones to tie together novel, geographically expansive networks’.
 
            Another important feature of smartphones for enforced migrations is the capabilities they offer to research journeys and destinations. In a survey ascertaining the information needs of Syrian refugees, Borkert et al. (2018, p. 6) found that migrants used technology to ascertain the well-being of family in their home country, to obtain news about their country of origin, to learn new languages, and study the culture of their destination country. The information provided by smart phone usage is not just used for planning purposes, but also real time and reflexive actions and decision making. For example, GPS capabilities and mapping applications are employed by enforced migrants to navigate and to request assistance (Jones et al., 2017, p. 5). Simon Noori (2022a) has found that the ability to read GPS coordinates off a smart phone played a pivotal role for migrants crossing the Aegean Sea from Turkey to Greece in 2015 by enabling them to request assistance from coastguard authorities and refugee advocates. Other research suggests mobile mapping applications increase the mobility of Afghan, Iranian, and Syrian refugees, who see mapping apps as essential phone-based tools (Alencar, 2020).
 
            There is thus a diverse range of ways that enforced migrants use smart phones that has led this technology to become, in Marie Gillespie et al.’s words (2018, p. 1), ‘lifelines, as important as water and food.’ However, what is common to all uses is that they engage and intertwine what John Urry (2000) would describe as different forms of travel. They all involve the corporeal travel of people, but communication with other migrants and migrant helpers also involves communicative travel, whereby the audible and visual signs of migrants move through technological infrastructures. Or they involve virtual travel, by which migrants traverse online worlds and share presence with others in social media platforms, message boards and other virtual spaces. Consequently, the physical mobilities of migrants are intertwined with digital travel in ways that enable one another (Everuss, 2015; Trandafoiu, 2013). Sandro Mezzadra (2017, p. 2) describes this by suggesting that the combination of digital and geographical mobility ‘intersect to foster the “collective power” of migrants and refugees’. However, it is more than just the pooling of knowledge and resources. Simultaneously engaging in different types of travel allows the virtual testing of journeys on mapping apps prior to corporeal movement, the virtual probing of sovereign borders through online applications and processes, and the assessment of border strength in real time through communicative travel between migrants enroute.
 
            While the focus thus far has been on enforced migration, the usage of digital travel technologies, especially mobile phones, is no less prominent in more mainstream journey types. For example, mobile phones and personal computers are becoming a common feature of plane travel. In the SITA (2022) IT Insights Survey – the largest industry survey of technology usage in air transportation –1,2 certain travel activities were found to be mostly completed using computers and mobile devices. 72 percent of flight bookings were made online using personal computers, and a further 20 percent on mobile devices. This leaves only 8 percent of plane bookings being made in-person through travel agents or over the phone. Likewise, 62 percent of check-ins were undertaken using digital technologies, including 27 percent on personal computers and 13 percent on mobile devices; and 29 % of travellers found their baggage collection location using their mobile device (SITA, 2022, p. 6).
 
            What is significant about these uses is that they transform the smart phone and the personal computer into different plane-travel tools including ticketing machines, interactive airport maps and luggage locaters. Phones become tools that not only help travellers navigate airports, but cross thresholds and interact with airport systems. Many of these tools are created, not by standard mobile phone operations of talk and text, but by using specific airline, airport and other travel applications. Like with enforced migrations, in all these uses the power of smart phones and PCs is established by their ability to enable travellers to engage in virtual and communicative travel while undertaking corporeal movement.
 
            Smart phones and PCs are thus highly malleable technologies that regularly transition during journeys becoming different travel tools, as well as sources of entertainment and mediums for work. What smart phones and PCs are, is produced through their usage/performance and is thus time and place specific. In other words, it depends on the relationships that the phone or computer has with their human user as well as other technologies, ideas, and applications at any point in time. To state this one further way, phones and other technologies are produced by their position within, and how they are translated by, a travel assemblage or actor-network.
 
            Other personal travel tech that has a high degree of malleability includes the increasingly common smart watches and smart wearables. They act as conduits for phones, relaying phone applications and activities onto the body through notifications and haptic feedback. They also record and transmit biometrics from bodies to phones and online platforms, serving travel functions such as monitoring sleep patterns and tracking jetlag recovery, and providing travel activity advice (Choe & Fesenmaier, 2017). Increasingly travel processes are being designed for wearables (Choe & Fesenmaier, 2017), such as credential authentication technology scanners (CATs) in certain US airports that enable passengers to upload state-issued IDs to their Apple Wallet which can be accessed by tapping an Apple Watch onto official scanners (Choe & Fesenmaier, 2017).
 
            Not all digital travel technologies are as malleable as smart phones, laptops and smart wearables. For instance, smart bag tags appear to have a fairly narrow role within travel assemblages. Bag tags sold by the Australian airline Qantas are advertised as allowing ‘you to check-in your baggage easily when flying within the Qantas domestic network and eliminat[ing] the need for a paper bag tag, streamlining your journey through the domestic terminal’ (Qantas, 2024). The tags use RFID technology to code a traveller’s flight and personal details onto their luggage. However, even the humble digital bag tag can be a more profound actant within travel assemblages than they appear. For instance, Qantas provides colour coded versions of their smart ‘Q Tags’ to frequent flyers based on their ‘status tier level’. As such, the tags serve as status signs, impacting how luggage, and the passengers associated with that luggage, are treated during journeys.
 
            However, regardless of their potential significance to a journey, the Q Tag likely goes back into storage when a journey is over, whereas smart phones continue to be used daily. Indeed, the fact that digital travel tools are also everyday digital tools operating within work and personal assemblages is likely one reason why travel is being digitised so rapidly. Travellers already own the relevant digital technologies and just need to switch them into travel technologies by using them accordingly. And this is not a hugely transformative process. It occurs for instance when different apps are selected on a smart phone: a translator app being used to decipher a foreign language menu (phone as travel tool) as opposed to checking work emails (phone as work tool). Richardson and Bissell (2019) also make the point that even when applications or digital platforms are designed specifically for travel, they are created to replicate existing non-travel platforms so that ordering of a menu, or booking transport while away from home mirrors and resquires the same digital skills as the everyday digital actions of people while at home.
 
           
          
            Travel risks and threats posed by personal digital technologies
 
            Digital travel technologies are certainly powerful tools, but their influence on travel is not solely in the direction of promoting physical movement. For one thing, as personal digital technologies are increasingly relied upon, or in other words, as the relationships between travellers and digital technology becomes central to the travel assemblage, the risk posed by technological failure is enhanced (Newell et al., 2016; Zijlstra & Liempt, 2017, pp. 187 – 188). Running out of phone battery no longer just means being unable to contact people, it may also mean not being able to easily check-in for a flight or show the relevant pre-screening QR code to pass through customs and security checkpoints.
 
            Additionally, technologies can pose risks to travel that are not just caused by simple failures. A technological problem can occur when travellers fail to use their technologies effectively, such as by not being able to decipher truthful information from false stories sourced on digital devices. This is occurring more regularly for enforced migrants who rely on social media posts for information about their journeys, but these posts can promote false rumours and prejudicial opinions making journeys more precarious (Gillespie et al., 2018, p. 3). The digital spread of misinformation is not always purposeful, but Chouliaraki and Georgiou (2019, p. 598) argue that through digital communications and misinformation, ‘migrants are often manipulated by malevolent actors and their networks of disinformation that can put vulnerable lives at risk’.
 
            Governments have also sought to intervene, and indeed hamper, enforced migrations using digital communication. The Australian Government has deployed advertising campaigns on social media that depict boats in rough seas alongside statements about asylum seekers not being able to make Australia home in an effort to deter maritime arrivals from Iraq and Afghanistan (Brekke & Thorbjørnsrud, 2018). Similarly, in 2015 the Norwegian Government funded a Facebook campaign labelled ‘Stricter asylum regulations in Norway’, which targeted asylum seekers and attempted to deter their travel towards Norway (Brekke & Thorbjørnsrud, 2018). European Commission authorities and EC Member States also engage in ‘[p]roactive monitoring of social media for smuggling prevention involve[ing] counter-messaging in online sites’ (Latonero & Kift, 2018, p. 7).
 
            Governments have thus moved beyond observing general travel trends and surveilling populations on digital forums, to becoming active participants in them. Underpinning this is the digitisation of travel described already, because ‘the digital traces that migrants leave make them vulnerable to surveillance’ (Gough & Gough, 2019, p. 90). For example, the Australian Government uses people’s social media posts as evidence to deny asylum claims and other migration applications. Documents obtained by the Australian Broadcasting Corporation (ABC) under Freedom of Information indicates that in assessing asylum applications, Home Affairs Officers are instructed to ‘[i]nvestigate the applicant’s social media profile(s) to cross verify their identity, affiliations, travel and associations’ and to ‘[u]se this information in planning … interview lines of questioning’ (Bogle, 2020). This has been particularly troublesome for LGBTQI+ applicants who have been questioned for posting about their sexuality, or not posting about it. Pressure to perform queerness online is problematic as this may cause significant distress for people or pose dangers for them or their family. Additionally, asylum seekers may use false online names to diminish risks posed by hostile actors, which then can be used by Australian authorities to question applicants’ identities.
 
            Mobile phone data is also purchased by US Customs and Border Protection (CBP) and Immigration and Customs Enforcement (ICE) to identify undocumented migrants (Bircan & Korkmaz, 2021). Tuba Bircan and Emre Eren Korkmaz state that:
 
             
              from 2010 to 2014, CBP spent about $2.5 million to purchase cell-site simulator technology to develop fake towers that can detect and intercept mobile phone text and voice messages and pull the location and other information from mobile devices that are trying to connect to it.
 
            
 
            And in an even more concerning development, biometric data including fingerprints and iris scans collected within a UNHCR system has been used by the Government of Bangladesh to forcibly repatriate Rohingya refugees to Myanmar (Thomas, 2018).
 
            Furthermore, the digital surveillance of travellers occurs in a more physical way when phones and other personal digital artefacts are confiscated and analysed by states and hostile actors. Smart phones are now frequently confiscated by authorities and searched as part of bordering processes in different part of the world including the US, Germany, Belgium and Australia (Latonero & Kift, 2018). In Australia a freedom of information request by tech site ITnews revealed that Australian Border Force (ABF) officers had searched phones, computers and other devices 41,410 times between 2017 and the end of 2021 (Nadel, 2022). While passengers technically had the right to not supply ABF officers with their logon details and passwords, there was no policy to inform passengers of this right prior to officers requesting the necessary access details (Nadel, 2022). Phones can be held for days, and any information found on them can be used for wide ranging purposes, including assessing visa credentials, not just by ABF, but by other Australian authorities. The seizure of phones by ABF is a form of bordering that contributes to crimmigration, the conflation of crime and migration management.
 
            Phones and other digital artefacts are moreover used against travellers by malevolent private actors. In interviews with migrants trying to cross the US-Mexico border in an irregular manner, Bryce Newell et al. (2016, p. 184) found that:
 
             
              it is common for migrants to be robbed of physical possessions by gangs, mafia, or crooked police officers, and it is increasingly common for their abusers to use phones and lists of phone numbers in their possession to phone the migrants’ relatives to coerce payments, request cash for the journey, or outright demand extortion payments for the release of their relative.
 
            
 
            Likewise, Gillespie et al. (2018, p. 5) show how the need for migrants to access the underlying digital infrastructures for smart phones leaves them vulnerable to abuse, including by having to pay exorbitant sums to charge phones or by being sold sim cards that do not work. Thus, for many migrants, ‘the cell phone that was once a lifeline and a useful tool now becomes a liability, and the comfort of having a list of phone numbers becomes a risk’ (Newell et al., 2016, p. 182).
 
            However, migrants are not ‘cultural dopes’, and they are often acutely aware of the risks that come with smart phone and other digital device usage. For example, Dekker et al. (2018, p. 9) found that migrants regularly implement ‘strategies to maintain access to social media, to avoid government surveillance, and to validate social media information.’ Likewise, a weariness of digitally transmitted information was present in the results of Borkert et al.’s (2018, p. 6) survey of Syrian refugees, in which more than half of the respondents thought that the information they received was ‘sometimes correct’, and almost a quarter of respondents believed that the information they received was ‘rarely correct’. Additionally, 24 % of refugees reported learning how to distrust information from experience and 14 % used the advice of friends and other migrants to assess information (Borkert et al., 2018, p. 6). Similarly, the migrants interviewed by Bryce Newell et al. (2016, pp. 182 – 183) shifted between relying on word of mouth and on internet based information depending on the context.
 
            Awareness of the risks posed by digital devices was also evident in Newell et al.’s (2016, p. 184) research that observed that migrants implement digital safety strategies to reduce the chances of their devices being used against them, such as by deleting recently dialled numbers and contacts to stop the potential extortion of their relatives. And Gillespie et al. (2018, p. 5) found that refugees ‘protect their digital identities and any information about intended routes and destinations using closed Facebook groups and encrypted platforms such as WhatsApp to connect with smugglers and others on the move’ and ‘use avatars and pseudonyms on Facebook to avoid online surveillance by state actors … or other hostile groups’.
 
            So, the question of whether personal digital technologies are radically assisting the travel/migration project depends on the context, and in particular, the relationships that exist between those technologies, their infrastructures, and travellers. There is thus a need to move beyond the simplistic framing of digital technologies as tools that inherently promote international mobility. Indeed, Awad and Tossell (2021) suggest that the digital technology as tool narrative even dehumanises refugees. Their research identified that mobile phones force refugees to continually bear witness to stories of trauma from distant family members and friends without being able to help. Also, the prevalence of digital technology in everyday life while in destination countries like the Netherlands – in terms of the digitisation of social activities and the provision of government services – leads to a perceived ‘usurpation and replacement of face-to-face contact’, which makes it harder for migrants to form new contacts and familiarise themselves with foreign places (Awad & Tossell, 2021). Because much of the research contains a hegemonic conceptualisation of smart phones being ‘fundamental tools, which refugees use strategically to alleviate precarity’ there is no symbolic room left to also acknowledge that for many refugees, smart phones are an ‘uncomfortable imposition’ (Awad & Tossell, 2021). This means that refugees are represented as so desperate for digital connection that they are unable to be annoyed by the digitisation of society in the same ways that ‘normal’ people are.
 
           
          
            The digitisation of travel assemblages and agency
 
            Something that is evident from the above discussion is that digitisation is altering the agency of travel in terms of who or what is responsible for travel occurring. As per the ‘digital tech as travel tool’ narrative, the common story told is that new digital technologies empower travellers, increasing their travel agency (e. g. Borkert et al., 2018, p. 3; Gough & Gough, 2019, p. 90; Nedelcu & Soysüren, 2022). Interestingly, this runs counter to a common story told about digitisation, which is one of human disenfranchisement and displacement by AI, robots, or other digital devices (Elliott, 2021). However, both these stories fail to accurately describe the agency of travel and how it is impacted by digitisation.
 
            To begin with, the agency of international travel – the ability to undertake a desired international journey – is not a form of capital held by people, but an intention and action produced by the interactions between a person and other components of a travel assemblage within which they are embedded. The travel assemblage includes every item, person and idea that is required for a particular journey to take place at a particular time. It is only when all of these assemblage components interact with one another in a specific fashion that the intention and action of travel (travel agency) is produced. This means that the agency of travel is distributed across the relationships that are established between the humans and non-humans, and material and semiotic, entities that makeup the assemblage of a journey. Therefore, agency is expressed by the assemblage or actor-network as a whole, because it produces the travel, and also by each individual assemblage component, because through their relationships they co-create one another.
 
            This understanding of agency, which is akin to the description of bordering agency in Chapter 3, follows an actor-network theory (ANT) approach (Latour, 2007). As described by ANT scholars, my conceptualisation of a travel assemblage is itself a productive process because it involves a bracketing. The edges of a travel assemblage can never truly be found, and every assemblage component is itself a sub-assemblage produced by relationships between networked components. A plane may be part of a tourist travel assemblage, but it is also its own assemblage involving interactions between the mechanical, digital, cultural, and legal systems that enable it to fly. In short, it is impossible to identify everything that has contributed to a journey and so there is an analytical need to bracket off those that are less significant.
 
            To give a quick example of how a travel assemblage would operate, we can contemplate one involving a person flying from Adelaide in Australia to Kuala Lumpa in Malaysia. The entities that are used for this journey, and thus form part of the travel assemblage, would likely include luggage, a passport, a mobile phone, and a wallet with bank cards and cash. The traveller and all of these objects may stand isolated from one another prior to the journey (the luggage is just clothing and items, and an empty bag stored in a house), but when the journey begins, relationships are established between these assemblage components. These relationships do two things, firstly, they co-create the entities that are related, and secondly, they contribute to the assemblage-journey. By packing certain items into a bag and checking this bag onto a flight, the traveller contributes to the production of those things as travel luggage. At the same time – although to a lesser extent – the luggage produces the traveller. The items that are packed shape what the traveller can do and what experiences they have. For example, the presence or absence (being left at home) of train tickets, snorkel and mask, prescription sunglasses or medication could all influence the traveller in some fashion. And the relationship that a traveller has to their luggage can contribute profoundly to the overarching journey-assemblage.
 
            While the traveller and their things are all part of the travel assemblage, they are not all equally important to the travel assemblage. If the traveller sleeps through their alarm or their alarm fails to work, and the traveller subsequently misses their flight, then the journey will fail to happen and the assemblage will fall apart. Thus, the human traveller and the alarm clock are essential assemblage components. Likewise, the passport is essential because if it is removed the traveller will not be able to board their flight and the assemblage ceases to exist in a form required for international travel. The luggage on the other hand may not be an essential component because if it is lost by an airline the journey can still be undertaken. Thus, in the terms of ANT, some assemblage components are more essential actants as they are required for the network to produce international travel as an output.
 
            This conceptualisation of agency as being performed by, and distributed across, actor-networks, can be used to conceptualise how digitisation is impacting the agency of travel. With digitisation more and more digital technologies are being brought within the travel assemblage and the internal assemblage relationships involving digital technologies are growing in importance to the overarching journey. This is evident in the contemporary centrality of the mobile phone to travel, which was a feature of the earlier sections of this chapter. In the 1980s it would have been very uncommon for a mobile phone to be part of the travel assemblage, and in the pre-smartphone era of the late 1990s and early 2000s, a mobile phone may be part of the travel assemblage, but its function would probably not be essential to the assemblage. However, smart phones are now commonly used to plan and book travel, check-in for flights, pass through security and customs, and much else. Indeed, the smart phone is also quite likely to be the alarm clock of the above scenario.
 
            For other types of international mobility, like enforced migrations, the smart phone plays increasingly specialised and significant assemblage roles, including facilitating meetings with travel helpers, planning routes and ensuring that travel does not go off course (Gillespie et al., 2018; Schaub, 2012). The assemblages of enforced migrations may not inherently fall apart without the smart phone, but surviving the loss of this central digital component could require a radical and disruptive restructuring of assemblage relationships and thus the reproduction of many assemblage components. This is why travellers, whether they are business frequent flyers or asylum seekers, commonly carry charging cables and power banks. It is why airports, train stations and other travel sites are built with charging points and Wi-Fi availability. And why when the best charging locations are occupied, you will see travellers awkwardly sitting on the ground within cable reach of power outlets.
 
            However, the digitisation of a travel assemblage is much more than the inclusion of the smart phone. It also involves the incorporation into travel assemblages of what Mark Latonero and Paula Kift (2018, p. 3) describe as ‘digital infrastructure for global movement’, which includes ‘social media, mobile apps, online maps, instant messaging, translation websites, wire money transfers, cell phone charging stations, and Wi-Fi hotspots’. Latonero and Kift (2018, p. 3) suggest that this infrastructure constitute ‘digital passages’ through which migrants, and more specifically in the case of their research Syrian refugees travelling towards Europe, move. They further describe ‘digital passages’ as ‘sociotechnical spaces of flows in which refugees, smugglers, governments, and corporations interact with each other and with new technologies’ (Latonero & Kift, 2018, p. 1).
 
            A similar account of digital infrastructures is put forward by Gillespie et al. (2018, p. 5), who define infrastructures as ‘emergent constellation of structures—a relational concept, not a thing.’ This is an assemblage form, as it is brought into existence by sets of relationships that produce a practice. The practices that Gillespie et al. (2018, p. 5) study are the smartphone practices of refugees that ‘are contingent upon fragile and unpredictable assemblages of material infrastructures—hardware and software.’ This point is made by Schaub (2012, p. 127) In the context of trans-Saharan migration, who states that:
 
             
              The very question of how mobile phones influence trans-Saharan migration has only recently become meaningful in light of the rapidly expanding business operations of mobile telephone providers, who have introduced a substantive and accessible communications infrastructure to large parts of the trans-Saharan space for the first time.
 
            
 
            While driven by digitisation, the infrastructures being described here are not all high-tech digital devices. Much of the infrastructure and artefacts supporting digital technologies are basic material and analogue things. For example, Gillespie et al. (2018, p. 5) illustrate that the central digital technology of the smart phone within enforced migration assemblages relies on non-digital artefacts including ‘sealable plastic bags to keep devices dry, information leaflets and stickers at refugee camps, and hand-drawn maps to use if batteries die out.’ Such objects can be as powerful actants as smart phones and laptops depending on the circumstances of the journey.
 
            While smart phones and their extensive digital infrastructures clearly reshape travel assemblages in profound ways, the exact nature of this and its impact on the agency of the assemblage can be unpredictable and is determined by the relationships that form between assemblage components. For example, Zijlstra and van Liempt (2017, p. 180) state that, for asylum seekers travelling from the middle east to Europe the information accessed via mobile technology:
 
             
              can shape decisions about the routes they choose and the methods by which they travel. These include the choice of transportation (plane, boat, train or foot), and also a decision for or against the use of smugglers and forged identity and travel documents.
 
            
 
            Consequently, the digitally transmitted information received by travellers informs their journey-based decisions, playing a profound role in the assemblage.
 
            However, at the same time travellers produce information by exercising a degree of control over exactly what their devices do/are through deciding what to search and how to interpret search results. This means that the personal, cultural, national and political features of travellers shape how they produce their technologies. Indeed, information received through digital devices is shared differently by different migrant groups. In the context of enforced migration, Jan-Paul Brekke and Kjersti Thorbjørnsrud (2018, p. 45) found that digitally sourced information ‘mov[es] quickly among Somali asylum seekers on their way to Europe due to their clan-based social structure, while applicants from Chechnya arrived as families with little access to information through migrant-networks’.
 
            This is an example of what STS researchers refer to as the embeddedness of technology: the way that a technology is shaped and produced by its embedding into technical, economic, organizational, political, and cultural systems (Wajcman, 2002). Through technological embedding the components of travel assemblages – travellers, personal devices, digital data, transmission infrastructure – exhibit internal agency by producing one another, including the new technology, which constitutes the journey itself. Brekke and Thorbjørnsrud (2018) demonstrate that the role a mobile phone plays in a journey, and consequently what the mobile phone is, is impacted by the social and familial network of the travellers who use it. There is a level of ‘interpretative flexibility’ at play here, meaning that ‘different groups of people involved with a technology can have different understandings of that technology, including different understandings of its technical characteristics’ (Wajcman, 2002, p. 353).
 
            However, even with all of this complexity in mind – and with the obvious caveat that every journey is unique – I argue that in general, the relationships that are developing between humans and digital technologies are becoming much more important to travel, and in many instances are now essential for travel to occur. Research across a variety of travel contexts support this by showing that the relationships between travellers and digital technologies are displacing relationships between travellers and human travel assistants. For example, Judith Zijlstra and Ilse van Liempt (2017, p. 178) found that asylum seekers have become less reliant on ‘people smugglers’ as they are able to use digital technologies to plan and organise their, often prohibited, journeys. A much-publicised example of this is the ‘“Asylum and Immigration Without Smugglers” Facebook group founded by the Syrian refugee Abu Amar in 2013, … [which] proved to be a particularly valuable resource of information on borders, routes, weather conditions, and safe places to stay’ (Latonero & Kift, 2018, p. 3). Migrants also require less help to integrate and survive within host communities as they can search and access digital information about their new context (Gough & Gough, 2019, p. 90). Smart phones help migrants orientate themselves, translate both the foreign language and social environments in which they are located and access key services and the job market, all which used to be provided by human actants (Gough & Gough, 2019, pp. 95 – 96).
 
            The increasing importance of traveller relationships with technology for the overarching agency of travel is also present in mainstream mobilities. Tourists are, for instance, able to manage their journeys using digital technologies and online applications as opposed to human travel helpers and organisers. These digital engagements are illustrated by Tonino Pencarelli (2020), who draws on the relevant research to describe the modern digital tourist:
 
             
              Most digital travelers use search engines before they have even chosen a destination and travel mode; they may then simply use their phone to make a reservation, especially for simple tourism products that are considered financially and emotionally low-risk and require little forethought and organization. … In general, digital travelers primarily go online to search for information because most of them believe that it is where they will find the best prices (Law et al. 2014). People find reviews and opinions posted by other users, consumer blogs, as well as content generated on social media platforms to be especially useful (Xiang and Gretzel 2010). … Alongside this information, the new digital technologies allow smart tourists to use a smartphone, computer, special platforms, or smart lenses to “try out” offers in either augmented reality or virtual reality (Rese et al. 2017).
 
            
 
            The image presented by Pencarelli (2020) is one in which tourist relationships with technology become more central to the assemblage that enables tourist movements than tourist relationships with human travel organisers. People are not freed from their reliance on a network of things, it is just that the things they are reliant on are more often digital technologies than humans such as traditional travel agents (Capriello & Riboldazzi, 2020). To summarise, digital travel technology is changing travel agency by significantly reshaping travel assemblages and becoming central to modern journeys, and in doing so, is transitioning humans from having pivotal assemblage roles to having more peripheral roles.
 
            Finally, before moving on from the agency of travel, it is important to reflect on a feature of some digital travel technologies that contribute to their power as actants within assemblages, or in other words, their ability to influence other assemblage components. This feature is the presence of modern machine learning or related algorithms that can alter their own parameters, and thus in a sense, exercise a degree of autonomy. Like other travel technologies, modern algorithms only function as part of assemblages, but technologies utilising modern algorithms have become powerful actants. These technologies notably include any smart phone or computer application that involves internet searching – from standard google searches to mapping application’s destination and route searches – or the choreographed delivery of information – such as social media feeds in which content is sorted for specific readers.
 
            By sorting information about the world and thus shaping what we know about the world, algorithms become extremely powerful actants within travel assemblages. This general process is described by David Beer (2009, p. 988), who argues that algorithms and the new media that they underpin exercise an ontological form of power because ‘software acts in often unseen and concealed ways to structure and sort people, places and things.’ Algorithms sculpt information for people based on their profiles. Asylum seekers researching migration pathways on the internet get specific and targeted results because of the algorithmic filtering of on-line information. For tourists, algorithms control what locations, restaurants, and routes are recommended to them through social media feeds, mapping apps and travel sites. This process, and indeed the power of algorithms, is not epistemological, in that it just influences what we know, it is also ontological, because it shapes what we experience, the environments we travel through and who we are. In Beer’s (2009, p. 988) words: ‘the things we encounter, and consequently our experiences and views of the world, will be shaped by the sorting and filtering of algorithms.’
 
            Beer’s theory perhaps goes a little too far for the assemblage-based theoretical framework of this chapter, and also it does not place enough emphasis on the interpretive faculties of users who knowingly critique algorithmically sorted search results. What Beer’s theory does indicate though, is that algorithms are an extremely powerful actant within actor-networks. They exercise a high degree of influence by constituting a great deal of other network components in fundamental ways. Many of the examples already discussed about how phones or laptops influence travellers involve the algorithmic sorting of information about travel experiences and routes. And, as Beer and others have described, the process is hidden by the ‘black box’ of modern algorithms driven by both their complexity, but also the obscured interests and sponsorships that shape the filtering of on-line information.
 
           
          
            Novel digitised travel experiences
 
            Movement is more than simply going between two points. As mobilities scholars identify, movement produces identities, relationships and politics and is thus ontologically significant. It not only matters where and if people move, but how people move. What is already apparent from this chapter is that digitisation is altering how people engage in international travel and consequently their (im)mobility experiences. For example, the digitisation of travel means that the experience of travel involves frequently engaging with digital technologies. In what is at the same time a mundane and significant statement, the digitisation of travel causes travellers to spend a lot more time looking at their phones and less time looking at the rest of the material world around them, making travel a partially digitally mediated experience (Dickinson et al., 2016; Witteborn, 2019).
 
            However, digitisation is far more than just the replacement of face-to-face interactions with digitally mediated ones. As Beer (2009) alludes to more generally, the physical activities and face-to-face interactions of people are often reshaped, or at least influenced, by the digital world. The activity of visiting tourist sites, for example, regularly involves moving while recording on a mobile phone. In addition to being directly seen, felt, smelt, and experienced, tourist locations are viewed and experienced through the lens of a phone (Pencarelli, 2020). Attractions and visited spaces are partially understood alongside the envisioned and actual responses to videos and captured moments by online and distant audiences. In a sense, tourist spaces are experienced in a tripartite hermeneutic phenomenological form, whereby travel sites become knowable not only by positioning oneself in them, but by positioning an online ‘other’ in them. And then, there are all the new physical travel activities orientated towards using digital devices, not the least of which is the searching for charging points (Gillespie et al., 2018, pp. 5 – 6). This is evident in Borkert et al.’s (2018) description of the activities of Syrian migrants once reaching a safe country when they ‘face the early necessity of acquiring a SIM card or mobile phone and gain[ing] access to a computer, to find work and stay connected with family and friends.’
 
            The exact impact that digitisation has on specific journeys is unique. However, there are some general trends in the ways digitisation is altering travel, including the aforementioned increasing presence and usage of digital devices. Likewise, digitisation is further enhancing and intertwining virtual, communicative, and corporeal forms of travel. For modern tourism, this intertwining of different mobilities is described as e-Tourism, smart tourism or Tourism 4.0 in which the actions and experiences of tourists involve downloading information about places, accessing goods and services using digital devices and sharing staged travel experiences (Baggio et al., 2020; Pencarelli, 2020, p. 463). The latter of these activities are especially influential, ‘turning the tourism experience into an occasion to engage the traveler’s entire social network in his/her personal adventure in real time, through comments and reactions to the narrative being shared’ (Pencarelli, 2020, p. 463).
 
            Thus, the corporeal travel of international tourists – the physical movement to and within different countries – promotes the virtual travel of tourists – researching tourist activities and posting and commenting about journeys for online audiences – and vice versa. And tourists regularly undertake these two types of travel at the same time, such as by visiting a tourist site, taking photos or making comments about it and then sending these choreographed moments to targeted or general audiences in other locations or online spaces. At times it is likely that a tourist will travel virtually alongside their holiday images by posting replies to comments they have received, or by noticing other social media users’ updates and engaging in online discussion.
 
            Despite being vastly different in nature, the experience of enforced migration also increasingly involves the intertwining of virtual and corporeal mobility due to digitisation. For instance, Maren Borkert et al.’s (2018) describes the journey of forced migrants fleeing conflict in Syria by stating that:
 
             
              Before entering a new country, the migration journey often starts by going “through the screen,” that is, crossing an informational frontier made up of databases and identification systems such as the Schengen Information System (SIS) to gather information on the desired destination.
 
            
 
            The virtual travel described by Borkert et al. is not centred on posting about corporeal travel, but about planning for it. It is a type of virtual travel that is closely connected and supports many enforced migrations, as asylum seekers reach out to contacts in the places they seek to visit. In doing so they visit locations virtually, getting a sense of the systems they will need to work through, the cultures they will need to understand and the languages they will need to speak.
 
            Another general change to the experience of travel is the way digitisation creates quasi digital travel activities and spaces. This process is akin to what Nigel Thrift (2004, p. 183) describes as digital technologies in our contemporary era flowing into the world and overlaying material surfaces. This flowing into the environment of digital technologies occurs when technologies reshape the spaces through which people travel. As has been shown throughout this book, the bordering spaces traversed by travellers, from airports to border walls and city streets, are becoming deeply impregnated with digital technologies. They have thus become quasi digital spaces in which aspects of their physical features are reformed as they enter assemblages with digital technologies. Airports are redesigned to provide the necessary spaces for smart gates, border walls have brackets and posts installed for smart cameras, and police officers are made to learn to use and carry fingerprint scanners. Physical spaces and beings are materially altered to enable engagement with digital tech.
 
            Beyond bordering, spaces designed for travel experiences are also being transformed to become quasi-digital (Baggio et al., 2020). QR codes are stuck to signs, menus and embedded into infrastructure to enable travellers and locals to undertake virtual practises that interconnect with their physical environment. Internet of Things (IoT) technologies become part of the physical environment intwining material and virtual networks. Operators, local governments and other organisations involved in tourism are using technologies to create ‘smart spaces’ that combines real world and digital content (Benyon et al., 2014). The city of Seoul in South Korea has launched a mobile phone app, ‘Deoksugung in My Hands’, that gives tourists information and promotes engagement with the city’s attractions (Jeong & Shin, 2020); and in Benidorm Spain, a centralised government funded smart destination package has been used by operators to develop a destination based gaming app, a smart tourism office, destination QR codes and other smart destination techno-spatial forms (Femenia-Serra & Ivars-Baidal, 2021).
 
            Even when spaces have not been specifically designed to be quasi-digital, the personal digital activities of travellers often make them so (Starcevic & Konjikušić, 2018). Posting and commenting on photos of locations gives those locations an online presence. This can lead to future visits and material changes as the way tourists interact with spaces, and the way operators chose to design those spaces, are influenced by the online positing of tourists and vice versa. There are thus reflexive feedback loops between virtual and material spaces, as well as the actions of tourists and operators that are described as a form of tourist co-creation (Baggio et al., 2020, p. 562).
 
            Much of this digitisation of physical space is underpinned by the provision of connectivity to travellers, which itself involves the digital transformation of material space (Femenia-Serra & Ivars-Baidal, 2021). Mobile phone towers and other network infrastructure are built, and local WI-FI networks are established including through the stickers and pamphlets that inform travellers of network names and passwords. In the UK for example, Jacek Pawlak (2020, p. 430) argues that ‘the provision of connectivity to passengers seems to have evolved from being a luxury to becoming almost a necessity’, giving the example that ‘train operating companies (TOCs) are now obliged to provide, as part of their franchise agreements, free on-board Wi-Fi to their passengers’.
 
            Both the enhancement of differing types of travel and the production of quasi digital spaces means an increase in ‘travel based multitasking’, ‘using travel time for productive and enjoyable purposes’ (Pawlak, 2020, p. 430). Information and communication technologies (ICTs) allow travellers to engage and exist in multiple places at once. They are on trains or planes, but also virtually in sports stadiums, inhabiting online worlds, working on shared documents, and sitting at family tables. And there is bleed through, as the different activities influence one another. For example, digital technologies help travellers stay connected to home and maintain friendships and familial relationships (Ladkin et al., 2016), which in turn, means that travel is not experienced as the same form of disconnection from home as in the past. This was explored in Jennie Germann Molz and Cody Paris’s (2015) study on ‘Flashpacking’. Molz and Paris (2015, p. 180) found that modern backpacking, or ‘flashpacking’, is a quasi-digital enterprise combining virtual and material spaces and activities in a way that problematises the traditional distinction between being together and being apart. People can maintain a virtual proximity to others and be together during travel even though they are physically apart. Importantly however, virtual co-presence requires shared spaces, just like physical co-presence. Subsequently, ‘flashpackers’ engage in ‘virtual mooring’ on social media sites, creating a stable online presence and location while they physically travel (Germann Molz & Paris, 2015, p. 181). Engaging in virtual mooring and sharing online space contributes to the production of journeys, including by diminishing the experience of disconnection from home and potential homesickness.
 
            These alterations to travel motivated by digitisation reshape the identities and communities that are produced by the relevant (im)mobilities. The relationship between movement and identity was described by Anthony Elliott and John Urry (2010, p. 3) who stated that in our current mobile world, ‘[i]dentity becomes not merely “bent” towards novel forms of transportation and travel but fundamentally recast in terms of capacities for movement.’ In short, the way people move and their experience of this produces ‘portable personhood’, forms of identity and self that are constituted through experiences of movement and bordering (Elliott & Urry, 2010, pp. 3 – 4). The ‘flashpacker’ is a type of portable personhood, defined by a style of tourism and also a form of digital representation of that tourism centred on being ‘followed’ by others (Germann Molz & Paris, 2015, pp. 182 – 183).
 
            The construction of mobile identities using digital technologies of movement is not limited to the kinetic elite. Like tourists, or for that matter business travellers, enforced migrants use digital technologies to establish their own portable personhood. For instance, Hannah Gough and Katherine Gough (2019, p. 90) show that refugees utilise smartphones to navigate the constant disruptions they are faced to not only undertake migration processes, but to undertake existential quests to ‘become someone’. Gough and Gough’s (2019) research demonstrates the meaningful connections migrants develop with their technologies that extend well beyond the simple use of a new tool. Drawing on Ghassan Hage’s conception of existential movement, they argue that engagement with digital technologies allows migrants to imagine social progression within their environment, which is a form of existential mobility that stops them needing to migrate further (Gough & Gough, 2019, pp. 90 – 91).
 
            Interconnected with the establishment of quasi digital forms of portable personhood is the production of quasi digital mobile communities. For example, the identity of the flashpacker is produced alongside the development of digital backpacker communities created by a shared presence in online spaces and the mutual following of journeys (Germann Molz & Paris, 2015, pp. 184 – 185). Another type of virtual community that has received scholarly interest is that of the e-diaspora or digital diaspora (Diminescu, 2012; Everuss, 2015; Witteborn, 2019). A diaspora is an international migrant community with common cultural features and identities. What distinguishes an e-diaspora is that the community is discursively connected through the internet and related technologies.
 
            In an early article on the subject, Dana Diminescu (2012, p. 452) states that ‘[w]hat we call e-diaspora is a migrant collective that organizes itself and is active first and foremost on the Web: its practices are those of a community whose interactions are “enhanced” by digital exchange.’ Just like traditional diasporas, e-diasporas require connections to material locations and cultures – normally a place defined as a common homeland that is materially distant. However, Ruxandra Trandafoiu (2013) identifies in the production of online Romanian diasporic communities how a shared presence in online spaces reshapes the diaspora in significant ways. For instance, online spaces provide a ‘critical distance’, allowing migrants to reflexively critique their home nation, host society and the migration experience. There is consequently something new about the e-diapora, it is a more dynamic collective than a traditional diaspora because it is digital and thus shaped by online participation, co-creation and ultimately what Saskia Witteborn (2019) describes as the forging and maintenance of ‘digital alliances’. The e-diaspora is another example of how digitisation is altering the experience of travel in ways that reshape the identities produced by peoples’ (im)mobilities.
 
           
          
            The creation of mobile digital divides
 
            With digital technology usage becoming an essential component of international travel, new hierarchies and power dynamics are established that are related to peoples’ ability to use digital technologies. This is effectively the digitisation of network capital. Vukov and Sheller (2013) describe network capital as:
 
             
              Capacities to be mobile, including appropriate documents, money, and qualifications; access to networks at a distance; physical capacities for movement; location-free information and contact points; access to communication devices and secure meeting places; access to vehicles and infrastructures; and time and other resources for coordination.
 
            
 
            Many of the capacities that Vukov and Sheller refer to are already partly digital – such as accessing communication devices – and those that are not expressly digital now increasingly involve digital platforms and devices, including accessing documents (online visa applications), money (RFID card and phone payments), and physical forms of movement (rideshare, taxi and public transport phone apps). To this we can add all the new capacities regularly required to travel that are at least partly digital, including the ability to use smart phones and computers, scan QR codes, download travel specific apps, and decipher good from poor quality social media information. Thus, network capital requires access to digital technologies and the infrastructures that support and underpin them.
 
            Therefore network capital is impacted by inequalities in access to digital technologies and knowledge, which has come to be known as ‘digital divides’ (Scheerder et al., 2017). For example, Syrian asylum seekers are far more likely to attain mobile phones than asylum seekers from Afghanistan, which increases the likelihood that Syrian asylum seekers will complete their forced migration journeys (Zijlstra & Liempt, 2017, p. 178). Tourists who lack access to digital travel technologies can find themselves excluded from certain activities and experiences. Valeria Minghetti and Dimitrios Buhalis state that without digital technologies, tourists are ‘generally cut off from the eTourism marketplace and are thus unable to enjoy promotional and Web-exclusive offers. … This means that they are dependent on traditional offline distribution channels … to plan and book their holiday’ (Minghetti & Buhalis, 2010, p. 277). The network capital of travellers, whether they are asylum seeker or tourists, are shaped by digital divides.
 
            With digital technologies like smart phones becoming globally ubiquitous, (Gillespie et al., 2018, p. 4), digital divides are being produced by differing abilities to use technologies (Scheerder et al., 2017). This has been described as the development of second level digital divides, or the unequal distribution of digital skills required for using internet enabled digital devices (Scheerder et al., 2017). A second level digital divide is commonly thought of as being established between younger and older people, which researchers have conceptualised as the difference between being ‘digital natives’ and ‘digital migrants’. It is important to note that young people are not only advantaged by their engagement with specific digital travel technologies, but by their engagement with digital technologies in general. The same skills used for gaming, controlling smart devices, purchasing and renting digital media content, and other everyday activities, are the skills needed to engage with digital border and travel technologies. This situation is described by Richardson & Bissell (2019, p. 284), who state that due to the standardization of platforms, digital skills are: ‘Perhaps best understood as the pre-conscious intuitions that are developed through routine inhabitation within a range of different, but increasingly standardised, interface environmentsʼ.
 
            An age based digital divide was identified by José Castillo-Manzano and Lourdes López-Valpuesta (2013) in a sample of 19,426 Spanish plane passengers. They found that ‘a passenger of less than 30 years of age is 11.5 % more likely to choose self check-in online than passengers over 65 years old’ (Castillo-Manzano & López-Valpuesta, 2013, p. 2433). By being able to use different check-in methods, digital natives gain ‘the benefits of convenience, ubiquitous availability, time, and money savings (Castillo-Manzano & López-Valpuesta, 2013, p. 2431). Additionally, digital natives can assess their situation and use the check-in method best suited to them at the time. For example, they may decide to check-in online the day before travelling to ensure they are not rushed at the airport, but if they have adequate time, they can still access a traditional check-in kiosk to request better seats or an upgrade.
 
            The digital competencies of younger people are also expressed through their more frequent use of digital technologies to flexibly combine work and travel than older populations. This has led to the phenomenon of ‘digital nomads’, ‘young professionals working solely in an online environment while leading a location independent and often travel reliant lifestyle where the boundaries between work, leisure and travel appear blurred’ (Reichenberger, 2018, p. 364). Such generational divides are part of a broader trend in digitised economies whereby younger people can access opportunities that are effectively closed to older people (Palfrey & Gasser, 2011). However, before getting carried away by framing the world as being designed for the next generation of digital natives, it is worth reassessing the significance of other intersectional hierarchies that produce, and are produced by, unequal technological access and agency. For example, Castillo-Manzano and López-Valpuesta (2013, p. 2435) also found that frequent flyers – passengers with over 12 flights per year – are almost 17 % more likely to use digital self-service checkouts than desks. This indicates that frequent travellers learn the necessary digital skills of travel.
 
            Additionally, the digital technologies and skills required for travel are influenced by wealth and class. Wealth can be used to overcome the hurdles of being a digital migrant and achieve a smooth travel experience. Wealthy travellers have, for example, greater access to personalised and human assistance to navigate the digital systems of travel (Zuskáčová, 2023). From concierge services and airport lounge assistants to security fast lanes, travellers can purchase help that displaces the need for digital skills. Money also affords privileged access to the digital infrastructure and networks required to access digital travel systems such as mobile phone plans with global roaming that removes the need to find and purchase sim cards in foreign locations.
 
            What this illustrates is that wealth can reshape mobility assemblages in ways that redraw the relationships between digital technologies and other assemblage components. Wealth can reduce the reliance travellers have on digital technologies during travel, or in other words, reduce the central importance of digital technologies to the travel assemblage. By bringing new components into the assemblage such as concierge services, wealth generates more avenues for the actor-network to complete the necessary steps of a journey. Furthermore, wealth can bolster the relationships that technologies have with other assemblage components, making these essential parts of the assemblage more durable. For example, by purchasing global roaming on sim cards and Wi-Fi access on planes, parts so the travel assemblage that require internet access are buttressed.
 
            However, the discussion so far, and indeed much of the discourse on network capital, treats movement as a general good, which it is not. What is a good, is the ability to move or stay still depending on what is desired. This form of mobility agency is described by Vincent Kaufman et al. (2004, p. 750) as ‘motility’, which ‘encompasses interdependent elements relating to access to different forms and degrees of mobility, competence to recognize and make use of access, and appropriation of a particular choice, including the option of non-action.’ Refugee populations have a low degree of motility because they are displaced and forced into movement, however, once this has occurred, access to digital technologies impacts the level of control refugees have over their enforced migrations and thus their motility.
 
            Motility can also be conceptualised in relation to virtual, imaginative and communicative travel. The movement of people through virtual spaces, their imagining of foreign locations, and their communicating over distance, are all forms of travel that can be willingly undertaken or forced upon people. A striking example of this is how enforced migrants have been found to experience discomfort due to the presence of personal technologies. Newell et al. (2016) found that enforced migrants seeking to cross the US-Mexico border are discomforted by the potential liability of their technology to expose them and their contacts to extortion and abuse through forced communicative travel in the form of ransom requests. Likewise, Awad and Tossell’s (2021) research identified that Syrian refugees experience distress due to the constant connectivity with, and communicative and virtual travel to, family and friends back home. The constant communicative travel meant that Syrian refugees could never escape the traumatic events of their homeland, no matter how far they physically moved.
 
            In a general sense, and while keeping in mind that for Syrian refugees the trauma is far greater and the stakes far higher, the type of digital unease caused by hyper connectivity and displacement of face-to-face relations described above is a general aspect of modern life. Indeed, Awad and Tossell (2021, p. 208) statement that ‘mobile connectivity can be both a desired toolkit and an uncomfortable imposition’ could be a description of part of the contemporary human condition. It could be a part of what Thrift (2004) describes as the ‘technological unconscious’. What is often causing this unease, is not the digital technologies themselves, but the way that users are increasingly pressured to travel through them. The way refugees are drawn into the turmoil of their homelands, or how tourists, or ordinary citizens, feel required to communicatively travel with choreographed snapshots of their experiences to social media audiences. In each example, forced communicative travel is diminishing peoples’ virtual motility.
 
            As such, with the usage of digital technologies becoming the uncomfortable norm, the choice to be without digital tech has become an expression of power. This is especially the case during international physical mobility when engagement with digital technologies is a necessity for ordinary people. Some people, however, can partake in digital-free tourism (DFT), where they inhabit ‘tourism spaces where internet and mobile signals are either absent or digital technology usage is controlled’ (Li et al., 2018). Similarly to how the experience of social acceleration caused people to search out slow experiences (Hsu & Everuss, 2017), forms of tourism have developed in response to digitisation. Examples of DFT include ‘black hole resorts’ that lack internet connectivity and ‘digital detoxing’ whereby travellers are encouraged to give up access to their digital devices (Li et al., 2018). Willingly moving without digital devices is a form of travel that has become sought out by (im)mobile elites.
 
           
          
            The production of digitised travellers
 
            Just like bordering, travel is now a digitised process. What this means is that corporeal international movement – the type of travel primarily examined in this book – now involves extensive engagements with digital technologies and their infrastructures. These technologies have become important tools of travel, allowing people to cross borders and experience foreign locations in what seems like a more autonomous fashion. At the same time, digital technologies create new risks for travel, not the least of which arises from the potential failure or breakdown of digital devices that are central to core travel processes. However, the argument developed here goes further, suggesting that digitisation is not the autonomous traveller being offered new technologies, but the assemblage that produces travel being impregnated with digital devices and reformulated as a result. In this sense, travel is a post-human enterprise. It is created by mobile phones, sim card, RFID chips, IT booking systems, as well as the people who travel and all the other things that makes their physical movement possible. And each of these entities are co-created by the relationships formed across the travel assemblage.
 
            Two key outcomes of the digitisation of travel have been examined in this chapter. Firstly, it was shown how the presence of digital technologies has changed the experience of travel. The travel assemblage has been reformed from the perspective of a specific assemblage component, the traveller. Increasingly, travel involves the traveller interacting with digital devices such as smart phones. Through these interactions or relationships travellers experience their physical locations as quasi digital spaces involving material and virtual presences. They engage with these bifurcated environments by undertaking travel-based multitasking to move through intertwined physical and virtual spaces at the same time.
 
            Secondly, the reformulation of travel assemblages resulting from digitisation has created new travel-based power dynamics based on the ability of people to utilise digital technologies. People with access to digital technologies and skills wield power within travel assemblages by co-producing their technologies in an informed manner – such as by assessing digitally mediated information or managing travel apps (Liu & Law, 2013; Tussyadiah, 2014). This assemblage position grants travellers network capital, the capacities necessary for movement, and thus motility, the ability to move in a desired fashion. However, old hierarchies such as that of class are still relevant to travel, as wealth provides avenues to bolster relationships with digital devices and outsource the need for digital competencies.
 
            A final point worth highlighting about the digitisation of travel is that it is reshaping who travellers are. As noted above, this is conceptualised by actor-network and assemblage theory, which sees travellers as just one part of the travel enterprise, which is co-created just like all other elements of travel. However, the productive nature of international movement is equally posited by mobilities theorists who think the way we move shapes what and who we are. Elliott and Urry (2010) argue that it is through movement that we develop portable personhood. And when it comes to international travel, there is also the everyday lay conceptualisation that travel opens peoples’ eyes to their world, changing who they are. All of these perspectives in their own way see travel as ontologically significant, meaning that it contributes to the production of people. Therefore, as digitisation transforms travel, it must also transform how travel produces the people who do it.
 
            Evidence of this was seen in the way smart phones leave some travellers stressed and anxious (Awad & Tossell, 2021, p. 208). Just like carrying around heavy luggage (Bissell, 2009), constantly having to use smart phones to travel, and share stories about travel, is embodied. Likewise, the identities attained by combining work and travel – including that of the digital nomad (Reichenberger, 2018, p. 364) – or sharing online spaces with others who have travelled and reside away from a common homeland – the digital diaspora member (Diminescu, 2012) – are digital types of portable personhood. These identities are only established through digitised forms of movement.
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            Tensions and conflict at the border
 
            Borders are political to their core. A border is created at the same time as a political community, and it defines the boundary between that community and its outsiders. Borders are the primary political institution because they establish the appropriate space of positive politics, as well as its externality. And this function is achieved through the establishment of a relationship between a sovereign and a people. A relationship that produces a type of person who exists within the political community and a type of person who exists outside of it. This is, for the most part, the thing that I have been examining in this book, the co-creation of the border, the political community, and the outsider; which I have shown to increasingly involve digital technologies and data.
 
            Bordering and polity production is fraught with risk, violence, conflict and tension. Bordering is high stakes because it can cast people as lacking rights and political value from the perspective of powerful sovereign organisations such as government authorities. At the same time, those who are subject to bordering are not without agency and can resist the mechanisms that seek to reshape their bodies as spaces of sovereign control or excision. If this border and border-subject relationship was to be conceptualised in an ideal and pre-digital form, we could picture a border guard wielding sovereign power by assessing the credentials of travellers (Salter, 2008). The guard examines the traveller and forms a judgement as to whether they should be included or excluded from the polity. At the same time, the traveller tries to answer questions and provide information in a manner that will convince the border guard to include them.1 However, the traditional human centred guard-traveller border contest is increasingly anachronistic. Sovereign borders now regularly assess travellers through the algorithmic production of risk scores, the biometric matching of documents, as well as border guard questioning. Travellers seek to influence the sovereign decision and move accross sovereign borders by completing online forms correctly, maintaining high-quality data doubles, and drawing on online information sources. Thus, the conflict or tension of the border is itself being digitised.
 
            To examine these changes, this chapter draws on Michel de Certeau’s (1988) notions of strategies and tactics. These ideas can describe the strategic formation of official border frameworks that seek to determine how bordering occurs, and the tactical usage and recreation of those frameworks by travellers seeking to influence the sovereign decision. Using this analytical lens, I examine significant tensions that exist at the modern digitised border, including the distribution of border work: who is made to perform the labour of the sovereign decision. Like other societal processes being digitised, the boundaries between the producers and consumers of the border are shifting with the work of the sovereign decision being displaced onto the very people who are being bordered. As such, travellers are increasingly expected to be the ‘prosumer’ of the sovereign border (Ritzer & Jurgenson, 2010). Following this I examine, perhaps the most significant battleground of modern digitisation as it is occurring at the border, that of surveillance. As Zuboff (2019) and others have pointed out, digitisation is enhancing the prevalence of surveillance in society and embedding it into everyday social, political and economic relations. Additionally, surveillance is connected to borders because it is practiced by sovereign authorities to inform bordering decisions. Subsequently, there is a double impetus towards integrating surveillance into digitised bordering strategies. However, border surveillance is not just produced by top-down strategies. People exercise tactics to sculpt the information recorded about them and even utilise digital technologies to exercise their own form of surveillance over bordering processes.
 
            This chapter finishes by exploring significant outcomes of the conflicts occurring between digitised borders and travellers, especially in terms of the novel ways that digitised borders are embodied by travellers. The incorporation of digital technologies into borders alters the physical actions required to cross borders. People are made to use smart phones and computers, stand still for photos, scan fingers and eyes and undertake other actions. These actions impact bodies and are thus a form of border embodiment. The nature of this embodiment is influenced by mobility politics with mobile elites using digital tools to shape the physical and emotional impacts of borders in desirable ways, while low motility travellers are coerced into movements, postures and experiences that can leave physical and emotional scars.
 
           
          
            Bordering strategies and travel tactics
 
            Bordering and international travel involves a complex relationship and tension between two actors of different levels and sizes: the border and the traveller. It is a tension because the actors (or as previously outlined in this book, actor-networks) influence or produce one another in line with their own motivation or logic. Borders (re)produce people who travel by turning them into outsiders or polity members, allbeit, often conditional polity members. Agamben (1998, 2005) describes this as the production of two types of ‘bare life’: excludable people who maintain the political identities of the polity, and those who are treated just as a biological existence with no political meaning. However, travellers are not inert, and in attempting to cross borders they shape those borders, influencing where the sovereign threshold exists, and how that threshold is established between bare life and polity member.2
 
            While borders and travellers are co-created, they are not symmetrical. They are generally different sizes, have differing institutional makeups and have dissimilar resources and power. Travellers are an assemblage of people, items, concepts, and of course digital technologies; but this assemblage tends to coalesce in what Donna Haraway (2013) would describe as a cyborg in the shape of a person. Borders on the other hand are much larger, being the boundaries around entire political communities. They can be manifested at particular points where people are bordered, but these points always remain part of a much grander network. The border is also more institutional in nature with its assemblage dominated by laws, government departments and other sovereign apparatuses, while traveller assemblages are centred on individuals and the infrastructure that co-produces their movement. This indicates the power difference at play, with the authority and organisation of nation states supporting borders, which are generally far more powerful assemblages than those that are mustered by travellers – unless travellers happen to have immense status and privilege. And travel normally occurs in response to borders as travellers plan and strategize how to cross borders that are perceived to pre-exist. These qualitative differences between borders and travellers can be described, somewhat reductively, as a top-down institutional process vs a bottom-up action.
 
            So how can we conceptualise the relationship between borders and travellers? How can we understand the way borders shape and are shaped by travellers? In this respect the theory of Agamben becomes quite hollow. Agamben has been heavily criticised for overemphasising the power of sovereigns, as he describes people as powerless ‘bare life’ unable to act or attain self-worth except via a sovereign’s discretion (Everuss, 2023; Owens, 2009). This fails to acknowledge how travellers act to maximise their chances of entering a polity. Thus, in this chapter, to theorise the way that the highly institutional assemblages of borders define the polity by producing travellers as members or outsiders, as well as how travellers seek to influence their bordering, I draw on Michel de Certeau’s (1988) concepts of strategies and tactics.
 
            De Certeau’s (1988) work examined the consumption-based practices that people engage in on an everyday basis. He argued that while these practices are ‘commonly assumed to be passive and guided by established rules’, they are active and contribute to the production of the social worlds in which people exist (de Certeau, 1988, p. xi). De Certeau thus provides a useful counterpoint to Agamben’s framing of sovereign power, because he shows how people can resist, subvert or co-create the type of power Agamben describes. De Certeau (1988, p. 41) writes that acknowledging the way people produce their environments through their everyday practices ‘allows us to resist the effects of the fundamental but often exclusive and obsessive analysis that seeks to describe institutions and the mechanisms of repression’ [and] ‘has the disadvantage of not seeing practices which are heterogeneous to it and which it represses or thinks it represses.’ This point mirrors common criticisms of Agamben’s work, notably that it does not acknowledge the productive actions of those he dismisses as homo sacer: killable and excluded people (Everuss, 2023).
 
            This is not to say that de Certeau sees people as free agents. Indeed, he frames peoples’ actions as occurring within, and thus influenced by, the institutional structures that surround them. It is in fact how de Certeau conceptualises this relationship, between institutional production and individual consumption, that is of significance to this chapter. Essentially, de Certeau argues that the economic, legal, scientific and political institutions of society produce the laws, rules, culture and norms that seek to govern everyday life. Individuals then consume these laws, not through passive subjection, but by creatively responding to them in a variety of ways, from following them closely if it suits an individual's purposes, to decisively operating in ways that distort them (de Certeau, 1988, p. 139). It is a form of consumption that de Certeau (1988, pp. xii-xiii) says is actually a type of production that ‘does not manifest itself through its own products, but rather through its ways of using the products imposed by a dominant economic order.’ Therefore, production is ‘rationalized, expansionist, centralized, spectacular and clamorous’ and consumption (a different type of production) is:
 
             
              characterized by its ruses, its fragmentation (the result of the circumstances), its poaching, its clandestine nature, its tireless but quite activity, in short by its quasi-invisibility, since it shows itself not in its products … but in an art of using those imposed on it (de Certeau, 1988, p. 31).3
 
            
 
            This is an apt description of the processes of bordering and border crossing. Bordering produces, often in a highly bureaucratic fashion, rules to be followed, places to be visited, forms to be completed and other products necessary to cross borders; while border crossing involves the calculated use of these products in an effort to achieve a traveller’s ends. Just like a ‘speech act is at the same time a use of language and an operation performed on it’ (de Certeau, 1988, p. 33), completing a visa application is a use of part of the bordering assemblage and an operation performed on it. This also indicates that the process of crossing borders is not random, and like de Certeau (1988, p. 22) says about the practice of everyday creativity, it has a certain logic that is partly determined by the way borders are manifested. In other words, the form of the border partly dictates the ways a traveller can seek to cross it.
 
            However, de Certeau’s theory goes further to provide additional details about how processes of production and consumptions interact, and thus the actual relationship that exists between borders and travellers. A key point for de Certeau in this respect is that, even though they share a common context and content, the interests behind primary production and consumption/secondary production are different (de Certeau, 1988, p. xviii). For instance, bordering functions to (re)produce a polity, whilst border crossing functions to enable travel. The two purposes are not necessarily incongruous, but they are never the same. And the way that the two entities with their differing formations attempt to influence or produce one another is described by de Certeau (1988, p. 34) as the performance of strategies (production) and tactics (consumption).
 
            Strategies are official attempts to ‘create places in conformity with abstract models’ (de Certeau, 1988, p. 29). This includes instituting ways of operating: the model defining how individuals should behave and when operations can take place in set spaces (de Certeau, 1988, p. 30). Strategies involve ‘a triumph of place over time’ (de Certeau, 1988, p. 36), because they define an ideal and timeless ‘proper’ place that is autonomous and not reliant on circumstances that are relational to time. Bordering strategies represent borders in this fashion, as timeless lines on a map that naturally reside around political communities anchored to their geographical homelands. Strategies are used by sovereign governments to produce this myth of the static nation state border and to give bordering a timeless quality, when the truth of bordering is far more complex. Bordering is an ongoing process established continually through its performance. It is embedded in the time of its performance, no matter how timeless strategies (maps, international treaties, visa application processes) try to make borders. Therefore, bordering strategies do not create accurate representations, but instead influential discourses.
 
            Strategies also make possible a ‘panoptic practice’ because things outside the proper place are turned into objects that are observed and controlled by being framed from the point of view of the proper place (de Certeau, 1988, p. 36). A border crossing becomes ‘irregular’ or ‘illegal’, not because of its actual qualities, but because it is viewed as such through the panoptic lens of a strategy. Indeed, entering a foreign country without pre-applying for a visa to claim asylum is an action protected by international law (UN Convention relating to the Status of Refugees 1951), and in Immanuel Kant’s (1970, p. 106) view also by the principle of hospitality enshrined in everyone’s shared existence on earth, but it is something deemed illegal or unlawful by the individual laws/strategies of sovereign states (e. g. Migration Act 1958, s 14 (Cth) Australia).
 
            In contrast, tactics are the actual actions undertaken within spaces. Tactics do not seek to establish ‘proper’ spaces, and instead ‘can only use, manipulate, and divert these spaces’ (de Certeau 1988, p.30). As such, tactics involve utilising ‘forces alien to them’ (de Certeau, 1988, p. xix). In this sense, tactics do not create a discourse, a new set of rules, or any other strategy, but always remain a ‘decision itself, the act and manner in which the opportunity is “seized”’ (de Certeau, 1988, p. xix). For instance, the establishment of the airport customs and security checkpoint is a strategy. It attempts to control how travellers move, the way they interact with border guards and the documents they carry. However, the way travellers actually traverse the space of the checkpoint involves tactics. Travellers rush off planes or take short cuts to beat queues, they lie on their landing cards about possessions to avoid customs inspection, they select security lines based on their perception of what officers are most generous, and they tell those officers what they think will most likely lead to their swift passage through checkpoints (Zuskáčová, 2023). Indeed, travellers also tactically respond to the slowdowns and lack of motility forced on them by international travel, including by engaging in the practice of sleeping to avoid travel time and not because of any metabolic need (Schindler, 2020).
 
            Thus, travellers creatively use and act within the spaces that are set up by official bordering strategies in ways that are not strictly controlled by those strategies. These traveller actions are akin to what de Certeau (1988, p. 101) describes as the tactics of pedestrian speech acts. City spaces are overlayed by rules and maps, appropriate places and ways to move, or in other words, official strategies for controlling citizen mobilities. However, pedestrians create their own paths, following certain rules and ignoring others. They create meaning from their journeys based on their subjective positions of here and there. While infrastructures and rules influence the movements of pedestrians, sometimes in significant ways, pedestrians can challenge, shape and create meaning from them through the everyday act of walking. This could equally describe the act of border crossing, and thus, de Certeau’s theory sensitises us to travel tactics that are performed in response to bordering strategies.
 
            What is of particular interest to this book, is how digitisation is impacting bordering strategies and travel tactics. Clearly both strategies and tactics now involve extensive usage and engagement with digital technologies. Sovereign states have established digital bordering strategies that define ‘proper’ ways of crossing modern borders. This includes online visa and visa waiver application programs like the US’s Trusted Traveller Programs (TTPs) and Australia’s Visa Autogrant system, and biometric registration systems like that which underpins airport smart gates. These strategies establish what people need to do to cross borders, the roles they need to play, and the objects they need to obtain. They force travellers to move virtually ‘through the screen’ to present their data doubles to algorithmic bordering systems (Borkert et al., 2018, p. 3), or to physically move in set ways at border thresholds to provide the necessary biometric information. Within these digitised systems, people implement tactics by carefully selecting their biometric and digital details, or in other words, by sculpting their data double to maximise their chance of attaining a visa or visa waiver and passing through checkpoints (Glouftsios & Scheel, 2020; Vukov & Sheller, 2013). Another example is the US Government’s strategy of deploying smart cameras along the US-Mexico boundary to identify irregular migrants, which are then tactically avoided by those migrants (Newell et al., 2017). And the EU’s Eurodac strategy/system that relies on fingerprinting asylum seekers, and which asylum seekers have subverted by damaging their fingertips to make fingerprinting difficult (Glouftsios & Casaglia, 2023, pp. 575 – 576).
 
            Whether during a visa application, while moving through an airport, or seeking to cross a land boundary by foot, tactics support the interests of travellers and bring together traveller assemblages in ways that act within, but are not completely controlled by, digitised bordering strategies. Instead, there is a digitised or datafied encounter between bordering strategies and traveller tactics. Allen and Vollmer (2018, p. 26) describe this sating that ‘the objects arrayed within, at, and around borders—gates, passports, computer chips—interact with processes of decision-making to produce “datafied” encounters with security’. Thus, digital technologies have become central to the political battles at the border expressed in bordering strategies and traveller tactics. The relationship between these two forces impacts much of what occurs at the border, including who or what is charged with doing the work of the border.
 
           
          
            The strategic shifting of bordering labour: The rise of the border prosumer
 
            There is a certain amount of work that needs to be undertaken for the intertwined process of bordering and border crossing to occur. This work can be broken down into the production and consumption of the border, with the former involving the labour of creating the mechanisms, objects and information, as well as undertaking the processes, that are used to decide whether someone can enter a community; and the latter involving the labour of border consumption including making the request to cross and presenting oneself for the sovereign decision in an appropriate manner. As bordering strategies establish the roles deemed proper in border spaces – or in other words what travellers, guards and other border actants are supposed to do – they influence who or what is responsible for border labour. However, the way that this labour is done, and indeed if it is done by the actants deemed responsible, is shaped by the tactics that are used to interpret and appropriate bordering strategies.
 
            A significant feature of border and mobility digitisation, is that institutional strategies are placing an ever-greater amount of bordering and travel labour within the role of the traveller (Sontowski, 2018). For instance, Castillo-Manzano & López-Valpuesta highlight how digital airport ‘SSTs [self service technologies such as self-service kiosks] turn the customers into co-producers of the service’ (Castillo-Manzano & López-Valpuesta, 2013, p. 2431). An example of this is how semi-automated kiosks embedded in digital systems are used to make passengers do their own ticketing. In this sense travellers are not only having to decide when and where to travel on airplanes, they are also having to co-produce the systems that enable that travel and thus undertake more of the labour of aeromobility.
 
            The same applies to digital border security systems that make travellers curate and provide their data for pre-flight clearances and ensure their bodies are readable by digital systems (Morosan, 2018). Taking the example of presenting for security photos to be matched to a traveller’s data double, we can see exactly how much work is involved in what appears a simple bordering process. Simon Sontowski (2018, pp. 2741 – 2742) describes this as a ‘carefully adjusted interaction’ in which:
 
             
              The person in question needs to be photographed from the correct angle, standing at the correct height and distance to the camera, with good lighting conditions necessary to take a photo of sufficient quality. Therefore, the travellers have to practically reduplicate the precisely orchestrated corporeal performance – straight view to the camera, no smiling, no headdress or glasses etc. – which had already shaped the introduction of standardised bio-metric images.
 
            
 
            It is this type of work that lead Vukov and Sheller (2013, p. 225) to state that smart borders ‘depend on the labor of “data-ready” travelers who produce themselves at the border’.
 
            The placement of responsibility for bordering labour onto travellers is a common feature of digitised bordering strategies. This is the case for the EU’s ‘Smart Borders Package’, which includes the deployment of a new entry/exit system that digitally tracks Schengen border crossings and that will eventually displace the need for passport stamps. It does this by making travellers scan their own biometrics so that their identities can be checked without needing the judgement of human border guards. As such, Simon Sontowski (2018) describes the EU ‘Smart Borders Package’ strategy, as the invention of the ‘self-service border’.
 
            The creation of self-service borders is also occurring in the US, such as at Atlanta International Airport’s Jackson Terminal, which is described as the world’s first ‘biometric airport terminal’. The strategies that order the terminal’s spaces positions almost the entirety of the relevant human bordering work as the traveller’s responsibility who are expected to ‘use facial recognition technology from curb to gate’ (Steele, 2018). In a more widespread example, the US Customs and Border Protection’s (CBP) ‘Mobile Passport Control app (MPC)’ makes US or Canadian citizens responsible for their bordering when arriving in the US. CBP describes the functioning of the app stating that:
 
             
              Upon landing in the United States, travelers will select their arrival airport or seaport and terminal, take a self-photo, and answer a series of CBP inspection-related questions. Once the traveler submits their transaction through the app, the traveler will receive an electronic receipt with an Encrypted Quick Response (QR) code. Travelers then bring their physical passport and mobile device with their digital QR-coded receipt to a CBP officer to finalize their inspection for entry into the United States (U.S. Customs and Border Protection, 2023).
 
            
 
            These are striking instances of highly digitised bordering strategies embedding bordering labour into the role of the traveller, but passengers are never totally responsible for their bordering. This is because, firstly, new forms of bordering labour are introduced that are performed by border actants outside the normal entry/exit location. Vukov and Sheller (2013, p. 225) identify this in ‘the labor of software developers, designers, engineers, infrastructure builders, border guards, systems experts, and many others who produce the “smart border”’. Additionally, both longer term bordering trends and modern bordering technologies involve ordinary citizens increasingly being asked to act as the border guard (Yuval-Davis et al., 2019). For example, in the U.S. some employers are being asked to check that potential employees are eligible to work in the US using the E-Verify system, which introduces the threat of deportation into the jobsite by promising to reveal the presence of an undocumented worker to the state’ (Goldstein & Alonso-Bejarano, 2017, p. 2). Secondly, much of the discussion of bordering labour embraces a humanist epistemology, failing to acknowledge that the new digitised systems themselves – from AI risk assessment to automated security gates – are performing bordering labour. So perhaps instead of there being a simple shift of bordering labour from the border guard to travellers, there has instead been a fracturing of bordering labour across complex digitised assemblages as discussed in chapter 3.
 
            Nevertheless, sovereign strategies are certainly asking travellers to be more involved in the work of producing the very borders to which they are subject. This alteration to bordering roles aligns with a more general social change that George Ritzer and Nathan Jurgenson (2010) see as an outcome of the digitisation of economic structures. Ritzer and Jurgenson (2010) suggest that as digital technologies are embedded into economic processes, consumers are being asked to undertake more production-based activities, something they describe as the rise of ‘prosumer capitalism’. To some extent the shifting of bordering labour onto travellers is a clear example of prosumption, where the traveller is asked to produce the border products and carry out the bordering processes that they are, in a sense, consuming. As such, prosumption orientated bordering strategies are causing the same transitions that Ritzer and Jurgenson (2010) identify across other economic structures, including a ‘trend toward unpaid rather than paid labor and toward offering products at no cost.’
 
            The prosumption of borders, and in Ritzer and Jurgenson’s (2010) opinion, prosumption more generally, is not completely novel and does not inherently require digitisation. Traditional businesses regularly try to offload the cost and work of production onto their consumers such as the fast food restaurant asking its customers to fill their own drinks at the soda station (Ritzer & Jurgenson, 2010, p. 25). Prior to digitisation travellers had to work to force the sovereign decision to occur and thus undertake some bordering labour, such as the work required to obtain passports and other travel documentation. However, digital technologies radically increase the potentials for businesses and government organisations to establish prosumer systems. Ritzer and Jurgenson (2010, p. 18) highlight many examples of this, such as customers ‘serving as a bank teller at the ATM machine [and] working at the checkout counter at the supermarket by scanning one’s own food, bagging it, and paying for it by credit card.’ Indeed, the level of prosumption occurring at fast food restaurants has progressed well beyond that described in Ritzer and Jurgenson’s 2010 article with digital technologies now used to make customers order and pay for their meals using digital ordering booths. Likewise, prosumer bordering has been radically increased by new digital infrastructures. As described above, airports, train stations and other entry/exit locations use a plethora of digital technologies including ticketing machines, check-in booths, e-gates, self-service luggage drop terminals, and automated security booths, to drastically increase the mobility and bordering work done by travellers.
 
            All of these prosumer activities clearly involve the shift from paid to unpaid labour, but what about the offering of products at no cost that Ritzer and Jurgenson also suggest is part of prosumer capitalism? For travellers, the new products being offered due to their prosumption are the plethora of options that are made available for their journey and border crossing. Using online air carrier platforms, travellers can curate their journey prior to take-off by selecting their seats, choosing their meals, deciding on inflight entertainment and much more. Aspects of bordering can be pre-completed as well, with certain borders providing travellers the option of completing customs, quarantine and security checks prior to travel. Japan offers this service via the ‘Quarantine procedure (Fast Track)’ phone app. Passengers can use this app to upload their passport photos, visa information, vaccination certificates and other travel documentation, as well as the details of their travel. They can also make necessary customs declarations and report their disembarkation, leaving their physical airport bordering to merely involve the scanning of two separate QR codes (Government of Japan Digital Agency, 2024). For the most part these travel and bordering options are offered at no cost, providing a plethora of new ways for travellers to move and interact with borders.
 
            The exact ways that travellers do this involves the deployment of tactics. Within airports and other bordering spaces that are strongly influenced by official strategies, tactics are increasingly digital in scope. Traveller tactics involves deciding how to use apps and digital security clearance platforms. In many cases, travellers willingly follow prosumer roles outlined by bordering strategies, because they are perceived to be beneficial or enjoyable. In summarising the research on traveller perceptions of airport technologies, Luis Rubio-Andrada et al. (2023, p. 1) found that there is ‘a positive correlation between the use of self-service technology in airports and the degree of traveller confidence and pleasure, increasing its satisfaction levels.’ Moving through entry/exit locations efficiently with less friction is a great outcome for many travellers. Also, as was described in the previous section, being allocated the labour of constructing their data double for sovereign assessment, is tactically used by travellers to curate how they are depicted in order to maximise their chances of being admitted. Additionally, more divergent traveller tactics seek to fundamentally distort bordering strategies. These include traveller’s lying or using false identity information to avoid being removed from countries (Goldstein & Alonso-Bejarano, 2017, p. 9). Or, travellers choosing to cross borders in unsanctioned ways, such as by travelling without visas or visa waivers. The digitisation of this latter border crossing tactic is discussed in detail in the previous chapter, from the use of smart phones and GPS apps to group messaging threads. Such digital travel tactics still operate in response to bordering strategies that dictate the ‘proper’ ways to present for the sovereign decision and utilise digital tech such as fingerprint scanners, smart cameras and drones to attempt to enforce these ‘proper’ modes.
 
            In some sense, the enhancement of bordering labour, especially in more regular migration settings such as air travel, may increase the power of travellers within bordering assemblages. Travellers choosing to subvert bordering systems, or simply not undertaking their prosumer work in a proper and diligent fashion, can cause the bordering process to fail in new ways. Sontowski notes this in relation to the work of self-scanning documents and correctly posing for security photos. During the pilot phase of an e-gate rollout in Frankfurt, Sontowski (2018, p. 2741) observed
 
             
              In front of the gates, some travellers presented their boarding pass [instead of the required passport] to the document reader while others put their passport on the feedback monitor instead of on the reading device. Still others withdrew their passport from the reading device too early, thus interrupting the process of authentication and the download of the holders’ biometric image. Inside the gate, a young traveller smiled and waved to the camera while others turned around and spoke to their fellow travellers, instead of looking straight into the camera.
 
            
 
            Many of these instances of bordering labour not being done in a ‘proper’ fashion become less common once travellers are accustomed to smart bordering technologies, however they indicate the new powers of travellers to disrupt bordering systems when they are made more responsible for the co-production of bordering systems.
 
            This subject is examined by Ritzer and Jurgenson in their discussion of how the matter of exploitation becomes muddier in prosumer capitalism. Ritzer and Jurgenson (2010, pp. 21 – 22) suggest that modern prosumers are not exploited in the same way as workers because they seem to enjoy their labour and it affords them new opportunities. For example, Ritzer and Jurgenson point out the prosumption of having to refill fast-food sodas allows people to do so as many times as they like and to make their own unique soda combinations (Ritzer & Jurgenson, 2010, p. 25). In a similar fashion, travellers enjoy the extra options provided by prosumer travel, as well as the ability to undertake bordering in a timelier manner or at a place away from the entry/exit location (Rubio-Andrada et al., 2023). Travellers are able to curate their mobility experience like never before and avoid some of the unpleasantness of border crossing.
 
            Nevertheless, underlying prosumption is still economic exploitation. The financial benefit from prosumption is only available to those who can control productive processes (Ritzer & Jurgenson, 2010, p. 26). In short, everyone may enjoy prosumption, but not everyone can instigate and generate capital from it. We can see that the decision about whether prosumption should be part of bordering is not one equally influenced by sovereign powers and individual travellers. This, for the most part, is not a decision that can reside in a traveller tactic and remains part of a bordering strategy. Also, it is instituted for exploitative ends – to reduce the cost and increase the effectiveness of borders – and is made possible by systems of inequality: travellers having less power than bordering authorities. For instance, travellers do not get an equal share of the money saved by their labour as security and bordering staff numbers are reduced.
 
            There are additional layers of complexity to this interplay between bordering strategies and traveller tactics that influence whether prosumer activities are exploitative. Ritzer and Jurgenson (2010) suggested that it is even harder to determine whether prosumers are being exploited when their prosumption involves the generation of online user content. This is because users who produce/consume content such as YouTube videos, social media posts, or Spotify songs, are given some degree of access over productive resources. They create significant cultural products and can even access some of the profit generated by those products, not to mention the enjoyment of creative prosumer activities. Here exploitation likely resides in the false consciousness that is produced by participation in social media and other online platforms that make it hard for users to resist engagement. Additionally, surplus profit generated from user content is not often equally distributed, with platforms such as PayPal taking percentages of profit generated from content that it has not contributed to in any way.
 
            Of even more significance are the new markets generated and about which users have little knowledge. These are the data markets in which information generated about users through their apparently free engagement with online platforms are sold by the entities that provide those platforms to third parties. This is part of what Shoshana Zuboff (2019) describes as modern surveillance capitalism in which modern digital technologies contribute to a reshaping of consumer-producer relations with surveillance at its centre. Essentially, in surveillance capitalism, what is traded above all else is data about people, which generates a surveillance imperative as economic relations need to not only generate profit from normal goods and services, but also, or indeed instead, produce data that can be sold or used to generate profit. Indeed, Zuboff points out that many services are now offered to users for free in order to produce data about them. Google maps and social media platforms operate in this fashion, providing users with a free service and then harvesting and selling their data. Consequently, the interactions identified in surveillance capitalism push the notion of prosumption to its limits because there is almost infinite mediations and interruptions between the production of data, the consumption of that data, and resulting economic processes influenced by that consumption. Thus, the Web 2.0 activity framed by Ritzer and Jurgenson (2010) as straight forward consumption, is actually something else because the data generated about cohorts of people, often without their knowledge, is not consumed by those same cohorts, but by other distant individuals and businesses.
 
            This occurs at the border. Citizens help to produce their biometric and political data, but may not be involved in its consumption by government and business bodies. In sum, the chains of economic and political interaction occurring as part of surveillance capitalism are radically different from either the typical model of the business production of goods and then their individual consumption, or the individual/business production of goods at the same time as consumption (traditional prosumption). This is why Lyon (2019, p. 67) argues that surveillance capitalism ‘severs those already frail and frayed relationships between capitalist corporations and their employees, their consumers and their users’.
 
            For bordering, surveillance capitalism means that the strategies of border assemblages do not just establish the rules for border crossing and shape the spaces of the border, they also link border crossing to other security and economic activities. Managing bordering becomes partly a process of data collection in order to generate the necessary tools to risk assess future travellers and generate profit. This is evident in the way the EU draws on past traveller data to create ‘specific security risk indicators’ for the Visa Information System (Regulation (EC) 767/2008), or in the way the U.S. Customs and Border Protection ‘buy commercial databases to track mobile phones to identify undocumented immigrants’ (Bircan & Korkmaz, 2021, p. 3). Surveillance, bordering and traveller data are messily integrated into modern economic interactions across the surveillance economy in a way that ultimately exploits people.
 
            Furthermore, modern bordering strategies encourage travellers to revel in their prosumer activities, that both undertake the labour and generate data for bordering assemblage actants. Travellers are embracing frequent flyer statuses that give them online profiles influencing their everyday activities and shopping habits. People generate frequent flyer, accommodation, or other travel points by spending money and consuming in semi-controlled ways. At the same time, the traveller becomes an unwitting product of not only bordering and travel businesses, but businesses across modern economies who have an interest in data about the types of people who travel and their behaviours.
 
           
          
            Surveillance and countersurveillance
 
            For a person to be bordered or subject to the sovereign decision they need to be identified and something needs to be known about them. Subsequently, the strategies that seek to establish systems of bordering involve surveillance or ‘watching’ (Lyon, 2006, 2018). For instance, the identification of bordering subjects often occurs through spatial surveillance, such as sea and land border patrols and guard tower monitoring. Such spatial surveillance is being digitised with drones surveying large areas of land, stationary smart cameras monitoring key thresholds, and body and bag scanners identifying travellers requiring scrutiny (Newell et al., 2017). Technological spatial surveillance is less reliant on human eyes, and can cover large geographical areas and populations. Then, once people are identified, their movements are monitored, their reactions to questions are watched and their documents and online activities are surveyed (Bircan & Korkmaz, 2021). This surveillance of people can begin prior to them seeking to interact with a border, such as when people are studied and included in watch lists, ‘do not flyʼ lists, ‘terror listsʼ and other similar security and criminal databases. This too is being digitised with the means of surveillance and the databases formulated being enhanced with digital technologies.
 
            Digitisation also impacts border surveillance by rapidly expanding the populations who are subject to it. Evidence of this more generalised bordering can be seen in the deployment of smart cameras within sovereign states to assess all people and identify whether they are bona fide insiders or people in need of exclusion. On Dutch highways the Amigo-boras smart camera system uses automated risk profiling to assist border patrol officers in selecting vehicles for inspection (Dekkers, 2020); at mosques and train stations in China face recognition–enabled cameras automatically assess the people who walk past them and issue alarms if they are deemed to be ‘untrustworthy’ outsiders (Byler, 2022); on the streets of the UK police officers scan the fingerprints of people they assume may be illegal outsiders (Aliverti, 2022); and in the US under the Secure Communities program the biometrics of people charged with criminal offences are screened against immigration databases to determine their deportability (Goldstein & Alonso-Bejarano, 2017).
 
            Border surveillance is also entrenched into online spaces in which bordering assemblages harvest user data to both assess individuals and to identity traveller trends. Tuba Bircan and Emre Eren Korkmaz (2021, p. 3) provide a range of examples of this, including US Customs and Border Protection (CBP) tracking the signals of mobile phones, the European Asylum Support Office (EASO) conducting social media monitoring, and the Canada Border Services Agency’s use of DNA services including Ancestry.com to determine the nationality of individuals subject to potential deportation. Thus, digital technologies further radicalise and entrench the surveillance of bordering into people’s everyday activities by enhancing everyday bordering (Yuval-Davis et al., 2019).
 
            However, this is not to say that people are merely passive subjects, unaware and unable to influence the increasing border surveillance they are subject to. David Lyon (2018) argues that people are developing cultural responses to the ubiquitous experience of surveillance in contemporary society. In line with de Certeau’s theories, Lyon sees surveillance culture as embedded in the everyday, in the way people envisage their subjection to surveillance and consequently how they tactically move through surveillance structures. In the words of Lyon (2019, p. 70), people deploy 'mundane security practices, such as:
 
             
              learn[ing] how best to get through security without delay – people who think they may be thought of as Middle Eastern or Muslim will plan this well in advance – to click acquiescence with the terms of service regardless of whether or not they were actually read, or to follow someone else through the security door rather than use the appropriate entry card.
 
            
 
            Hence, at the heart of surveillance culture are individual tactical responses to surveillance strategies. It is only by reshaping, playing with and resisting surveillance strategies that a culture centred on what it means to live under surveillance, and how to do so, can develop.
 
            Surveillance culture manifests in traveller tactics that aim to deal with and reproduce border surveillance in the interest of travellers. Bryce Newell et al. (2017) demonstrate this in the way irregular migrants respond to the surveillance of the US-Mexico border. Their research found that irregular migrants had knowledge of the surveillance technologies being used against them and implemented tactics to try and avoid detection and sovereign bordering. Such tactics included, sharing information and hiring people smugglers. Likewise, immigrants in the US clearly understand the E-Verify system that surveils them in the workplace to ensure they have the right to work in the US. Some immigrants who do not have this right, borrow or purchase the social security numbers and other documentation from US residents in order to not be detected by the border surveillance strategy, or search for a workplace known to not use E-Verify (Goldstein & Alonso-Bejarano, 2017, p. 9)
 
            While these examples indicate how digitisation has led to a radicalisation of bordering surveillance, and tactical responses to bordering surveillance, they are still indicative of traditional forms of border monitoring: the identification of people to be bordered and the surveillance of those people to inform the sovereign decision. However, the digitisation of bordering strategies is also establishing a new surveillance imperative that does not inherently target bordering subjects. This imperative springs from the fact that many contemporary strategies deployed by digitised bordering assemblages require large population-based data sets (Bircan & Korkmaz, 2021). In particular, the normative profiles used to determine the character of someone’s data double are formed from patterns identified in big data sets.
 
            These modern bordering systems/strategies create an imperative to surveil general populations and harvest the necessary data. This is described by Pötzsch who says that ‘dataveillance’ is an essential feature of the modern iBorder. By dataveillance, Pötzsch is not talking about the monitoring of specific travellers, but the general surveillance of large populations required to construct smart borders. It is part the ‘massifying trajectory’ of digitised borders ‘that enlists abstracted patterns of life in anticipatory forms of governance directed at populations’ (Pötzsch, 2015, p. 106). Mass surveillance oriented towards generating the tools necessary to assess other people in the future is more akin to building border walls than examining individual subjects.
 
            The new surveillance imperative of digitised borders is clearly part of contemporary surveillance capitalism, whereby modern digital technologies are entrenching surveillance-based relations into aspects of life that previously did not include them. As described above, this has especially been identified in economic interactions that are not just about customers purchasing things, but also about data being generated about normal customers that can then be sold to new customers in data markets. Bordering is intimately connected to surveillance capitalism. Bordering authorities are consumers in the data markets that drive surveillance capitalism. As stated above with the U.S. Customs and Border Protection purchase of data from companies that track people via their phone apps, there is an increasing number of private contractors who specialise in dataveillance. These private contractors are hired by governments to capture, store and analyse the big data required for the mass digital monitoring of populations (Gradecki & Curry, 2017). Indeed, the actants that are part of developing bordering strategies have privileged access to big data that those who tactically respond to strategies cannot access. Therefore, an inherent feature of digital borders is that they are underpinned by big data to which there is unequal access. Jennifer Gradecki and Derek Curry (2017, p. 2) demonstrate this in relation to twitter (now called ‘X’), which is unequally available to people and organisations. They state that Twitter:
 
             
              only offers a limited amount of its datastream to the public and academic researchers through its Application Program Interface (API). However, the full ‘‘firehose’’ is available to companies (including government contractors) who have the ability to pay for and process it  (Gradecki & Curry, 2017, p. 2).
 
            
 
            Furthermore, bordering authorities generate valuable data about travellers and other populations. While this data may not be sold, it is certainly to some degree shared between actants within bordering assemblages and potentially between bordering assemblages. There is, for example, an agreement between the US and UK to share information about third country nationals in order to inform one another’s visa and immigration decisions (“UK-US Sharing of Visa, Immigration, and Nationality Information Treaty,” 2014). There are also biometric data sharing arrangements across the Five-Eyes alliance that interconnect the bordering processes of the US, UK, Australia, Canada and NZ (US Department of Homeland Security, 2009). To summarise, the integration of sovereign borders into the wider surveillance economy means that surveillance is doubly embedded into bordering strategies.
 
            Finally, the traveller tactics described here have largely been those that involve responding to surveillance, such as hiding from cameras, sculpting one’s digital footprint and so forth. However, travellers and polity members also respond to bordering strategies by deploying their own forms of surveillance. Indeed, often in modern society the greatest risk comes from not being seen, from when the body camera is turned off, or the captive is not in front of CCTV (Everuss, 2023). Therefore, citizens respond to power by conducting their own surveillance, something which is conditioned by contemporary social structures like social media that train people to covertly watch others. This is why Lyon suggests that ‘[i]n everyday life, ordinary people contribute to a growing culture of surveillance; watching is becoming a way of life’ (Lyon, 2019, p. 71). As such, citizens surveil borders by recording the activities of border guards, police and other border agents on their phones. Indeed, the racial bordering that occurs across states is exposed by the combined usage of phone video footage and hashtags showing the connectedness of different incidents of racialized violence (Everuss, 2023).
 
            The types of surveillance that Lyon is referring to are for the most part mundane and everyday, but there are sensational and dramatic examples of citizen surveillance being used to challenge state bordering. For example, in July of 2018 Elin Ersson, a Swedish student, live streamed herself refusing to sit down on a plane that was departing Gothenburg bound for Afghanistan and that was also being used to deport an asylum seeker (Australian Broadcasting Corporation, 2018). While her body and its position were central to her protest, as passenger planes are not allowed to take off until everyone is seated, so was the digital stream of her actions. The stream enabled people to watch what was happening to Ersson, providing her with the protection of being seen. This protest fits within what Lupton and Michael (2017, p. 255) describe as ‘watching from below’ or ‘sousveillance’, a ‘type of dataveillance [that] is often voluntarily taken up by people to challenge powerful authorities and draw attention to their wrongdoing.’ In this instance it was an ordinary citizen monitoring state border agents by filming their own treatment while challenging an asylum seeker deportation, but sousveillance is a technique that is also used by excluded migrants. Maritime Asylum Seekers detained in Australia’s offshore immigration detention centres in Papua New Guinea (PNG) and the Pacific Island Nation of Nauru are largely sequestered from public vision. This not only removes them from the geographies of Australian rights, it also creates a situation in which abuse can easily go unnoticed and unreported. To resist this situation, detainees have filmed their treatment and surveilled the guards that at times have been their abusers (Martin, 2019; Rae et al., 2018).
 
            At times, traveller surveillance has even used the same advanced technologies that governments deploy in bordering strategies. For example, migrants and their supporters have begun to use drones to monitor border authorities (Koslowski & Schulzke, 2018). The Migrant Offshore Aid Station (MOAS) uses drones to drastically increase the field of view of their rescue vessels in the Central Mediterranean and Aegean Seas (Koslowski, 2021, p. 159). This demonstrates how the growing access to advanced digital technologies enabled by digitisation allows traveller surveillance tactics to co-opt technologies previously the sole purview of official surveillance strategies. The actual surveillance that occurs at the border, like the border itself, is produced by the interplay between official strategies and dynamic traveller tactics.
 
           
          
            The embodiment of borders
 
            For travellers, the process of bordering is physical. To cross borders, travellers may need to walk, run, stand, sit, swim, talk, yell, click buttons and potentially do any number of other physical acts. At the same time, borders are impressed onto bodies by the physicality of bordering actants. Border guards touch, pat and punch; barbed wire cuts; and smart cameras flash at bodies. These material aspects of borders impact bodies in a physical and emotional fashion. The process of bordering can leave bodies agitated, wounded, bruised, stressed, or excited and well-rested. As such, borders are embodied, or in other words, borders manifest by sculpting and producing the bodies of travellers.
 
            The exact nature of border embodiment is shaped by the ongoing interaction between bordering strategies and traveller tactics. Bordering strategies set models for how borders should physically engage subjects, from the rules governing how security officers should touch travellers, to the walkways, gates and walls that attempt to dictate where and how travellers move. It is through strategies that the ways borders represent and treat travellers intertwine. In the words of Popescu (2011) ‘bodies are imagined as spaces to inscribe borders on. They become border bodyscapes.’ Likewise, Annalisa Pelizza (2021) describes the material practices of borders as just as central to their translation and production of people as types of outsiders or insiders as any representational bordering process. Nevertheless, border engagements are influenced by traveller tactics, from the organisation of hand luggage and clothing to avoid physical security handling and the selection of exit row plane seats to secure more leg room, to crawling through cramped tunnels to pass under border walls.
 
            In many settings, the integration of digital technologies into bordering strategies and traveller tactics is fundamentally reshaping how borders are embodied. The digital technologies of bordering strategies can seek to make travellers undergo new physical movements. Smart cameras can make irregular migrants move in different ways to avoid detection, such as by travelling through tunnels or darting between cover; airport e-gates make people with vision impairments squint awkwardly at a screen they cannot clearly see; and digitised travel processes encourage people to continually engage with their smart phones instead of looking at the environments around them.
 
            In addition to being the physical shaping of bodies, border embodiment involves the production of emotional states. The two of these are inextricably linked and co-produced. For example, Backscatter scanners, which use a type of x-ray to ‘see through’ clothing and image someone’s body as well as their organic and inorganic appendages and items (Koslowski, 2021), are reshaping how airport security and bordering is embodied. Backscatter scanners play a symbolic role at the border, which Amoore & Hall (2009) describe as a type of digitised dissection whereby human bodies are taken apart and reformed in a way that embraces the logic of border security with human body parts represented on-screen as safe or threatening. However, another power of the Backscatter scanner is the performance it forces on travellers. People are forced to stand in public view of others with their arms in raised positions copying outlines of human postures while security personnel examine their digitally dissected images. This physical performance can easily induce anxiety and shame, especially if it is followed by public pat downs or being escorted to private rooms. Backscatter scanning is thus not only something that is done to bodies, it is something that is physically and emotionally embodied.
 
            While the emotional aspect of Backscatter scanning’s embodiment is a side effect of the physical performance that it makes travellers undergo, other bordering technologies are embodied by direct requirements for passengers to perform specific emotional states. This is the case for the suite of bordering technologies that purport to identify the emotional state of travellers. One example is the iBorderCtrl system that was trailed in Europe, and which made travellers talk to digital avatars that dynamically questioned travellers while assessing their facial expressions to determine if they were telling the truth (O’Shea et al., 2018). Traveller emotions were assessed by iBorderCtrl as the avatar was designed to become sterner and project different emotional states depending on how the questioning was going. This system is thus embodied, not only by making travellers move and sit in certain ways, but by affecting them emotionally. iBorderCtrl, which was not formally implemented, was unique in that the digital system provoked emotional responses via an avatar. Other systems such as the US’s future attribute screening technology (FAST) and ELSYS Japan’s Vibraimage that has been deployed in Japan, Soth Korea and Russia are more passive in that they assess someone’s mental state but do not purposefully provoke affectual responses (Egbert & Paul, 2019). Regardless, just like noticing CCTV cameras changes people’s behaviours and emotions, algorithmic assessment becomes embodied when people are made aware of it.
 
            The embodiment being described here is, of course, not just driven by bordering strategies but also significantly shaped by traveller tactics. Many bordering strategies are expected by travellers and perceived as part of the normal process of moving through airports and other border spaces. Frequent travellers know when they are likely to be required to take their belt or other items of clothing off and do so while waiting in line to avoid waisting time and appearing to be a novice traveller. Outside of the interplay of models of behaviours and actions that create bordering spaces, the emotional impact of bordering is mediated and produced by the mindsets and history of travellers. Elliott and Urry (2010) argue that the traveller experiences of digital technologies are drawn into narratives of self to create portable forms of personhood.
 
            This is evident in Stephen Damionos’s (2023) study of the Greek system that forced asylum seekers to initiate their protection claims through a Skype call that was almost never answered. The research participants ‘referred to the Skype system as a form of psychological torture, citing its inscription of forced dependency, powerlessness, and humiliation as particularly harmful. Overwhelmingly, the men experienced unanswered calls as painful personal rejection’ (Damianos, 2023, p. 264). Significantly however, some participants responded to this system by deleting Skype and engaging in a ‘politics of refusal’ where they constructed personal narratives around their rejection of the Skype system, as opposed to being rejected by it. In these instances, ‘[r]efusal allowed existential pursuits of meaning making and self-recognition, with investment in new configurations of masculinity and mobility’ (Damianos, 2023, p. 271). The experience of the Skype system was thus mediated by actions and narratives of refusal, which become part of the portable personhood of certain asylum seekers.
 
            Refusal is a powerful strategy that may be used to reshape a bordering narrative in a way that can be emotionally beneficial for travellers, but it does come at a cost. It locks in-place an enrolment exclusion because those who refuse to participate in bordering systems are unable to enter the political communities established by those systems. Other traveller tactics lead to violent embodiment but without reverting to refusal. In the EU, some asylum seekers have burnt, cut or put acid on their fingerprints to avoid being enrolled in the Eurodac system. While this tactic may allow asylum seekers to apply for asylum in a country of choice, it leaves their bodies painfully damaged (Glouftsios & Casaglia, 2023). Such examples demonstrate the power imbalance that commonly exists between official bordering strategies and traveller tactics. Travellers, especially those lacking network capital, are often required to take drastic action to subvert bordering strategies in ways that are both an expression of agency and an outcome of violent control. Georgios Glouftsios and Anna Casaglia (2023, p. 576) describe this situation stating: ‘to be clear, fingertip burning and mutilation are acts of dissent within a structure of oppression: they are self-damaging and they do not completely free migrant subjects from control.’
 
            The power imbalance of the border is even more starkly defined when digital technologies are used in extremely violent ways that substantially impact bodies. For instance, involuntary biometric scanning has become a common feature of modern bordering. This is not a traveller’s decision to scan their own face or fingerprints, but the pushing, holding or in other ways coercing peoples’ bodies onto biometric scanners, and often not at traditional entry/exit locations. In the UK, police patrols are forcing people they believe may be involved in criminal or immigration offenses to scan their fingerprints on portable biometric readers. Fingerprints scanned are matched against IDENT1 (fingerprints of people taken into custody) and IABS (fingerprints of foreign citizens, recorded when they enter the UK). Early analysis indicates a racial bias to ‘stop and scan’ policies (Parmar, 2019), mirroring racial biases regularly found with the way ‘stop and frisk’ policies target non-white minorities (Everuss, 2023). Forced fingerprinting has also been carried out in Greece and Italy where the fingerprints of asylum seekers are scanned to enrol them in the EU’s Eurodac system (Kóczé, 2018; Kuster & Tsianos, 2016). Such systems that allow governments to border in everyday settings are becoming increasingly common, and in 2022, the European Council released Draft ‘Conclusions on EU information systems and their interoperability at national level’ urging member states to ensure that they have laws in place, and the technical capacity, to undertake biometric searches of immigration databases ‘on the move’ (Regulation (EC) 767/2008; Regulation (EU) 2018/1240).
 
            Even if not administered in a forceful manner, the experience, especially if regularly repeated for the same cohort, can have a significant mental impact. In The US, programs like Secure Communities which give police the ability to check people’s migration credentials have been found to exacerbate migrant communities, feelings of being victimised and persecuted by the mainstream society in which they live (Goldstein & Alonso-Bejarano, 2017, p. 5). Additionally, it is not just fingerprints that are forcibly scanned by bordering actants using advanced technologies. In Sweden authorities use teeth x-rays and bone MRIs to determine the age of asylum seekers. In 2017, a total of 9617 males and 337 females were subjected to this procedure, despite significant issues being raised about its accuracy (Mostad & Tamsen, 2019). In Belgium and the Netherlands, X-rays are conducted of the sternal end of the clavicle to determine the age of asylum seekers (Hjern et al., 2012).
 
            In some instances the strategies that deploy violent technologies do contain legislative safeguards designed to protect those who are subject to forceable biometric bordering. Yet, legislative safeguards are only one part of a bordering assemblage and can be disempowered by local enforcement cultures that may push border authorities to aggressively engage travellers. For instance, in Italy and Greece asylum seekers have been subject to arbitrary detention, ill treatment and threats of deportation in order to elicit compliance for fingerprinting (Topak, 2020).
 
            Furthermore, there are contexts where few protections exist for those being bordered. During the drawn-out aftermath of the Iraq War, the US military used biometric scanners to label Iraqi citizens as ‘friend or foe’, which essentially defined them as inside or outside of the US managed colonial political community of Iraq (Pugliese, 2010, p. 69). With little oversight, and operating in a context in which violence was normalised, the scanning of Iraqi civilians was often extremely physical. Evidence exists of US military personnel violently holding people down, forcing their eyelids open and scanning their retinas (Pugliese, 2010, p. 69). Such bordering strategies deploy digital technologies with a degree of violence that makes it difficult for traveller tactics to reshape how they embody the border. Likewise, the x-rays done in Belgium and the Netherlands deliver radiation to the internal organs of asylum seekers, some of whom are children (Hjern et al., 2012). There is no traveller tactic that can diminish the damage done by x-rays to a biological body, and this damage is part of the embodiment of the EU’s Schengen border.
 
            Violent physical border embodiment reaches its most absolute state, however, when it is expressed through the killing of travellers deemed not part of the polity. For Agamben (1998), it is the threat of being killed that marks the outsider, and thus actually being killed with impunity is absolute evidence of a traveller’s outsider status. Once again digital technologies are increasingly involved in this extreme form of bordering strategy, such as through the deployment of Autonomous Weapons Systems (AWS). With AWS, algorithms make initial decisions as to as to who should be targeted for death (Suchman et al., 2017; Suchman & Weber, 2016). AWS are used to extend US sovereign power and thus its bordering into Pakistan and Yemen, where in targeted assassination programs drones exclude through killing people based on AI identified ‘patterns of life’ (Suchman et al., 2017, p. 984). Consequently, the performance of the border is indistinguishable from the death of the person who is at the same time cast as both outside the polity and killed. This digitised enabled bordering embodiment goes beyond Agamben’s establishment of homo sacer, who is deemed killable but necessarily killed, and becomes a performance of what Mbembe (2003) sees as necropolitics, a politics in which death is the tool used to exclude.
 
            What this discussion indicates, is that crossing a border always impacts people in a physical and emotional way. It produces them in a biopolitical sense as a type of political being – a polity member or outsider – and at the same time as a type of physical being – a person materially altered by bordering. Digital technologies are now a significant part of this process. However, what has also been shown, and to which I now turn, is that the ways digitised borders impact people and are thus embodied, are influenced by the positions of power held by travellers.
 
           
          
            Kinetic elites vs low motility travellers
 
            This chapter has examined the relationship that exists between the border and the traveller, framed in terms of the establishment of bordering strategies and tactical responses to those strategies. It is through interactions between bordering strategies and traveller tactics that borders are (re)produced. The relationship between official border strategies and traveller tactics is one of conflict or tension because they have different interests. Border assemblages seek to perform the sovereign decision and travellers seek to influence the sovereign decision in a favourable way. This is the central political battle of the border.
 
            However, while the border’s main political relationship may have a describable central logic, this chapter has shown that its outcomes are multifaceted and influenced by digital technologies. Three such outcomes were examined: the distribution of bordering labour, the performance of bordering surveillance and the embodiment of borders. In relation to labour, it was shown how digital technologies are used to strategically outsource the labour of the border onto travellers who are, for example, asked to scan their own bodies, curate their data doubles and pre-register their travel intentions for automated assessment. Like in other social and economic spheres, border prosumption was found to serve dominant economic interests, namely reducing the cost of bordering by making the people being bordered do much of the work. However, the rise of border prosumption is also likely an indirect outcome of the main government goal of utilising digital technologies to make borders more secure and efficient. Regardless, border prosumption is part of the integration of bordering into the data markets and relationships of surveillance capitalism with the work of travellers generating valuable data for further bordering applications and other economic purposes.
 
            The second outcome of the border-traveller relationship examined was the performance, management, and experience of surveillance. For some scholars, surveillance is the central feature of borders (Lyon, 2013). Borders inherently involve observation and information/data collection about the spaces, people and things that are relevant to the sovereign decision because it is impossible to decide whether someone is compatible with a polity without being able to identify that person and know something about them. However, this chapter suggested that this intrinsic surveillance imperative of borders is now being radicalised by a second surveillance imperative established by the use of advanced digital technologies in bordering strategies. In short, not only does modern digital infrastructure like smart cameras and biometric scanners rapidly enhance the surveillance capabilities of bordering strategies, but the data requirements of digital systems, especially those involving advanced algorithms, create a necessity to harvest big population-based data sets. However, the actual strategies used to surveil are encountered by informed publics who have developed surveillance cultures from their habitualization of experiencing digital surveillance (Lyon, 2018). Consequently, travellers shape the data they provide bordering assemblages, and even deploy their own surveillance as part of bordering tactics. Bordering surveillance is therefore relationally produced and contextually specific.
 
            These features of the border impact travellers as part of what I have described as the embodiment of borders. This is the physical changes that occur to people as they experience and respond to bordering strategies. It is now commonplace for border embodiment to involve digital technologies. Being scanned, x-rayed, followed by cameras, assessed by algorithmic systems, and so forth, and taking actions in response to these bordering processes, affects people in physical and emotional ways. These effects, or border embodiment, ranges from the pleasure and rest that comes from peaceful travel across international boundaries, to the physical harm and even death that can arise from being excluded from political communities in violent settings where autonomous weapons systems are part of bordering strategies.
 
            Regardless of what outcomes of border politics are being discussed, they are influenced by power relations. However, while the connection between border politics and power underpins migration and mobilities scholarship, it is rarely connected to the political outcomes of borders described in this chapter. Much research has identified travel hierarchies between kinetic elites who can easily travel internationally, and travellers with a low degree of motility who lack agency over where and how they move (Adey, 2006; Cresswell, 2012; Wilson & Weber, 2002). In some of this work, peoples’ capacity to move, their ‘motility’, is theorised as either a form of capital – for example network capital deemed to be made up of a person’s travel related resources, skills and connections – and/or as resulting from a person’s position within intersecting power hierarchies shaped by class, race, gender, sexuality and other personal and political characteristics (Everuss, 2021b; Kaufmann et al., 2004). Yet, when it comes to the specific part of travel that is crossing borders, motility is normally defined as the level to which borders pose a barrier for travellers. The outcome of this bordering is often reduced to the binary framing of who can and who cannot cross borders, described as the differential permeability of borders (Hollifield, 1992; McNevin, 2007).
 
            While this is certainly the case, motility also shapes how the labour of bordering is distributed, the surveillance of the border is performed, and the border is embodied. The kinetic elite not only cross borders more easily, but they are also less burdened with unpleasant and exploitative work than low motility travellers. When concierge services are on offer, much border prosumption becomes opt-in. Additionally, the ability of border prosumers to benefit from their labour is not equal. Frequent flyers manage their traveller profiles unwittingly providing data that is used in their Advanced Passenger Processing, but they get to customise their journeys, receive discounted flights and enhance their comfort while travelling with extra leg room and priority seat selection (Gössling & Nilsson, 2010). In contrast, travellers deemed to have high risk profiles based on their nationality and ethnicity are required to provide extra information for their data doubles without receiving any benefit and they still often endure more enhanced in-person questioning at entry and exit points. Such bordering inequalities are only being exacerbated by digital technologies that embed bias within opaque digitised bordering system (e. g. Bacchini & Lorusso, 2019, p. 324). These systems make the experience of bordering surveillance a more general condition of life for low motility travellers (Goldstein & Alonso-Bejarano, 2017). And all these inequalities become embodied, with the differing strategies of, and tactical responses to, borders being felt.
 
            Furthermore, the modern mobility divides produced by digitised borders are less confined to specific jurisdictions than those produced by traditional sovereign boundaries. It is becoming increasingly clear that governments and their bordering assemblages are sharing data, systems and business partners in ways that are producing more international definitions of ‘insiders’ and ‘outsiders’ (Ajana, 2015; Greenfield, 2020; O’Grady, 2020). Databases and risk assessment algorithms themselves travel between different jurisdictions, producing global security knowledges (O’Grady, 2020, p. 235). The kinetic elite and low motility ‘others’ are being respectively digitally defined as ‘trusted’ and ‘risky’ travellers on a more global scale. This process was identified by David Lyon (2007) in the enhancement of airport security measures following 9/11 in different countries, which he suggested involved ‘“harmonizing” security arrangements and surveillance practices across national borders’ to enable cross border social sorting. Lyon’s observation is now even more applicable to the surveillance and bordering technologies deployed by sovereign states, which Ajana (2015, p. 64) argues, ‘enable the systematic ordering and classification of the moving population body into pattern types and distinct categories, a process that contribute[s] to labelling some people as risky and others as legitimate travellers, and demarcating the boundaries between them’.
 
            However, this chapter has demonstrated that the supra-national sorting of populations is indeed more than the harmonisation of bordering decisions in the form of creating more global insiders and populations that Zygmunt Bauman (2004) would describe as the political and economic outsiders of the globalised world, its ‘wasted lives’. While this is the case, the harmonisation at play also involves border prosumption, surveillance and embodiment. The experience of being physically or digitally watched and being forced to undertake the labour of the border is a burden unequally felt by minority populations coded as risky across national boundaries. Thus, what separates these populations from kinetic elites is not just their likelihood of exclusion, their chances of being cast as homo sacer, but the ways they are made to more violently embody sovereign borders.
 
           
        
 
      





 
         
          Conclusion: Reimagining border digitisation
 
        
 
         
          
            Shaping the digitisation of borders and travel
 
            This book interrogates how one of the key technological and social changes occurring in the 21st Century, that of digitisation or the impregnation of digital devices into relations, spaces and processes, is impacting the context of the sovereign state border. In doing so, this book contributes to pressing debates occurring across the social sciences relating to digitisation including how technologies are being embodied by, and co-produced alongside, their users (Lupton, 2016a, 2020a; Thrift, 2014); the ways advanced algorithms are reinventing modern political and power relations (Amoore, 2020; Beer, 2019; Elliott, 2019); and whether the production and sale of digital data is entrenching surveillance into social and economic interactions (Lyon, 2019; Zuboff, 2019). These and other prominent contemporary debates are relevant to the digitisation of borders and migration, but there are also unique aspects to borders that make their digitisation distinct and significant.
 
            Unlike the digitisation of relatively benign social processes, state borders are powerful institutions that produce substantial political outcomes. This is because state borders are where the sovereign decision occurs – indeed they are produced by the performance of the sovereign decision – and the sovereign decision defines who can form part of a political community and who cannot. It is the action from which the vast majority of political power originates. This is not to say that all political power can be reduced to the sovereign decision, but that the sovereign decision inherently exists prior to other expressions of political power.
 
            Subsequently, a sovereign decision has a distinctive ontological relationship with statehood. It produces states in terms of their political communities and sovereign territories. It also produces their externalities in terms of the people who are excluded and the outside areas they inhabit. In other words, the sovereign decision creates the actual borders of modern states that reside between those that are included and excluded. And the outcomes of such bordering can be as monumental as life or death. Thus, this book has analysed the varied ways that an essential political process is being digitised.
 
            My examination of the sovereign decision has not been limited to the study of states and governments, or their actions performed by intermediaries, agents, bureaucracies, and other official entities. As identified by Foucault (2003), no expression of power can exist without a target that in some way reacts to or resists that power. For state borders it is, in Agamben’s terms, all of us who are subject to the sovereign decision and thus who provide the counterforce or target to state power. However, while Agamben (1998, p. 166) paints a bleak picture of sovereign power by universalising the experience of being subject to potential exclusion as the nomos of political life, the reality is that for many permanent residents of countries, the sovereign decision proceeds in a relatively predictable and harmless manner (Everuss, 2023). Citizens who sit close to the majority are subject to the sovereign decision but they are not often noticeably coerced or violated by that decision.
 
            In contrast minority populations, especially racial and ethnic minorities and those that inhabit irregular mobilities such as asylum seekers, are more commonly excluded by the sovereign decision (Everuss, 2020a, 2020b, 2023). This outcome is performed by sovereign agents when they treat people as if they do not belong to a polity, and are therefore owed no rights or ethical obligations. Such exclusion can take the form of visa rejection or adverse security assessment, but also unpunished killings and arbitrary detention by police and other sovereign forces. Thus, the spaces of traditional bordering processes are not the only places that sovereign borders are created (Everuss, 2023; Johnson et al., 2011). And international travellers are not the only people subject to bordering. Nevertheless, border spaces and agents provide a clear example of contemporary bordering and are an appropriate subject of study to help determine how bordering is being digitised.
 
            In answering this question, I have drawn upon documentary sources and scholarly research related to bordering practices across democratic and affluent national jurisdictions. Across the book’s chapters I have sought to distil this information into the identification of key trends that define how border digitisation is occurring. This has largely been a descriptive exercise that has drawn on social theories to identify the common patterns emerging in border digitisation. In this final chapter, I summarise these key trends and look forward to how border digitisation is likely to continue to evolve. Furthermore, I engage in some tentative prescriptive analysis, drawing on the books findings to discuss the interventions that should be made into digitised borders to mitigate their potential to produce perverse social and political outcomes.
 
           
          
            The trends of border and migration digitisation
 
            The first trend in the digitisation of borders, which was identified in Chapter 2, related to the spatial and temporal formation of sovereign borders. It was shown that digitisation is changing where borders exist, including by changing their physical spatial logic as determined by the positioning of the material components of the bordering assemblage. This is not where borders are hypothesised on a map, but where they are performed, or more accurately, where the assemblage that borders people exists in space. The location of the border includes where its manifest components, such as smart cameras, e-gates and fingerprint scanners are deployed, as well as where the necessary networking and computational infrastructure for those technologies exists. While some of this infrastructure is connected to sites of entry/exit, the position of other bordering infrastructure is determined by factors such as the availability of electricity, high speed network cabling, and existing workforces. Additionally, digitisation was found to be increasing the mobility of borders, as police and other sovereign agents carry fingerprint scanners and other bordering technologies with them, performing the sovereign decisions on the move.
 
            However, the altering of the physical geography of the bordering assemblage is only one aspect of the radical spatial interventions that occur to borders because of digitisation. In particular, digital technologies blur the boundaries of borders with data from unknown, and potentially unknowable, sources included into sovereign decision making. This is exacerbated by the presence of tech companies and contractors in border assemblages, and the increasing conflation of the digitised assessment of traveller risk by different sovereign jurisdictions. Consequently, in addition to giving borders a new digital presence, digitisation spreads borders across the globe, and makes their boundaries fuzzy and difficult to determine. At the same time the locations where borders can be performed are rapidly increased. Borders can more easily spring into existence as populations are sorted in everyday settings, and they can follow people or scan over spaces when carried by drones, surveillance devices or the bodies of those that have been digitally marked for exclusion.
 
            These developments were also found to change the temporality of the border, with the constant surveillance and (re)assessment of people making bordering an ongoing process. Bordering has always played some role in everyday political relations, but traditionally bordering activities were centralised at sovereign state thresholds, such as boundary checkpoints, airports and bus terminals. Borders were mostly apparent when travellers entered these liminal spaces and drew the attention of the sovereign decision. After leaving threshold-spaces, people often felt like their bordering was complete, although this was impacted by their status within the political community they were entering. This temporal relationship to the border is altered by digital technologies, which follow travellers and are even embedded onto, or co-produce, their bodies. As David Lyon (2018) argued, a central aspect of our modern digitised settings is the ongoing surveillance and sorting of populations, which I argue is the alteration of bordering from being experienced as a temporary process, to being a constant feature of life.
 
            The temporality of the border is also changed in another significant way, namely instead of focussing on the past, the border has become more oriented towards predicting the future. Bordering processes have historically involved a biographical assessment of a person: the assessment of who they are and what they have done in the past. This is used to decide if they are eligible to enter a community. Digital technologies further enhance the biographical assessment process by allowing for extensive checks of large digital migration and criminal databases to assess the history of travellers. However, when risk assessment algorithms are involved in bordering – as they are with automated visa assessments, advanced passenger processing and automated customs clearances – borders look forward by attempting to predict whether someone will act in a dangerous or otherwise unwanted way in the future. This is the logic of risk assessment, deciding whether someone is likely to become a threat or a problem, and the outcome of this question influences how the sovereign decision is made in the present.
 
            While I describe risk assessment as a central feature of many digitised borders, it is not entirely new. A border guard’s subjective interpretation of a traveller, and a policy maker’s creation of categories of traveller to be denied entry, all involve forward looking assessments about whether travellers will be valuable members of a political community, or perhaps whether the exclusion of a traveller will serve a certain purpose. What digitised bordering does is radically expand this process and formalise it. Risk assessment becomes not a feature of tacit decision making and migration system design, but a central bordering method that digital systems repeat on travellers before they begin to physically move towards a target political community, as they travel, and after they enter that community.
 
            Underpinning all of this digitised border work is the creation and deployment of digital bordering identities, which are studied in Chapter 3. I show how modern bordering systems rely heavily on the construction, use, and general ubiquity of data-driven digital identities. This is because the computational and algorithmic technologies that underpin modern bordering systems can only comprehend travellers and the polities that travellers are seeking to enter through the collection and analysis of digital data. One important form of digital identity is the ‘data double’: a digitally coded collection of characteristics used to signify a person to a digital system. Data doubles are used for human identification processes such as linking travellers to their travel documentation (Noori, 2022b). However, digital identities also factor into the more complex risk assessment of travellers whereby their future actions are predicted (Ajana, 2015). In such processes, a second type of digital identity is implicated: a comparative digital identity that can be used to evaluate whether a traveller’s data double resembles a certain profile, be it an ideal state polity member or a threatening outsider.
 
            Chapter 3 examined how digital border identities are not neutral and objectively derived constructions. It was shown that digital identities have the potential to code prejudice and bias into sovereign decisions. For instance, minorities can experience enrolment exclusion, whereby they are not recorded by bordering technologies and thus unable to be processed by the sovereign assemblage, becoming de facto outsiders. In other instances, digital identities are constructed in ways that make the exclusion of the people they are connected to more likely, even though alternate digital depictions of the same people that are less likely to lead to exclusion are possible. Indeed, I argue that the entire process of algorithmic risk assessment that is increasingly part of bordering makes those who deviate from the majority in terms of the categories commonly included in data doubles more likely to face exclusion. Within algorithmic bordering systems, difference often becomes read as risk, deviance, and/or threat.
 
            Significantly, these digital bordering identities not only play a central role in the exclusion of travellers, but I also argue that they are used to construct the political identities of sovereign states. When a person is excluded because they lack the necessary political identities or ‘forms of life’ to enter a state (Agamben, 2000, pp. 6 – 8), those same political identities are consequently defined as that of the polity. This symbolic border – a set of characteristics that through presence represent the polity and absence represent outsiders – has historically been produced by national culture, legal frameworks and public discourses that inform the decisions of border actants. However, the political identities that create modern borders are also being influenced by the algorithmic processing of big data. In short, the state polity itself is being ‘datafied’ and increasingly becoming a ‘composite’ digital identity. Far from being a simple step in the computational assessment of travellers, the production of digital identities at the border is part of the digital reformation of popular sovereignty. And this process is not just used on those seeking to enter a political community, it is turned on the polity itself in the generation of a digitally defined cohort of ‘wasted lives’.
 
            Data doubles and comparative digital identities are powerful new components of sovereign borders that are made possible by digitisation, but as with any part of the border, they cannot contribute to the sovereign decision on their own. The ability for data doubles to produce an outcome and thus be an actant is produced by their relationships with other border components, from digital systems like e-passport readers, to the human border guards that determine how to interpret system outputs. This is illustrative of what is outlined in Chapter 4: the way the sovereign decision is performed by an actor-network of different components co-producing one another and translating people into either those who are eligible to enter a political community or outsiders. Such a form of distributed agency has always been behind bordering, but it was shown in Chapter 4 that the incorporation of digital technologies into border-actor-networks is making them more complex and less transparent. There is an increase in the actants that contribute to the border decision, and it is becoming harder to determine what these actants are and what role they are playing in defining people as inside or outside a political community.
 
            Part of the story of the changing nature of border agency caused by digitisation is also the changing role of human border actants. This is not a simple replacement of humans by machines or algorithms, but rather a reconstruction of the roles played by humans. People are less likely to act as traditional border guards exercising a great degree of judgement in assessing people. As such, humans are less frequently powerful network mediators positioned late within the chains of translation producing border assemblages. However, humans are playing a range of new roles, including powerful design roles that set in-train semi-automated sovereign decision-making processes.
 
            The changing nature of bordering agency, as well as the other alterations to the form and performance of sovereign borders examined across the chapters of this book are, I suggest, the key ways that digitisation is impacting borders. However, this is only part of the wider story of the digitisation of sovereign borders because the border itself only exists in a relationship with people, most prominently travellers. The first four chapters of this book attempt to keep the actions and responses of travellers as part of the story, but they do primarily focus on the systems deployed by state actors to enact their digitised borders. These chapters could potentially be criticised for upholding a ‘state-based gaze on migration, algorithmic-driven systems’ (Tazzioli, 2023, p. 5). To avoid this, and to give a full picture of the digitisation of borders, this book shifts in Chapter 5 to focussing on digitisation from the traveller’s perspective.
 
            However, travellers themselves are not individual agents, but also assemblages or cyborgs of technologies, ideas, biology and more. As with borders, the digitisation of mobilities involves the embedding of digital technologies into the traveller-assemblage. In much of the literature this process has been framed as the usage of mobile phones and other digital devices by travellers to complete and augment journeys. However, I showed that the use of these tools has a complicated relationship to travel because while they can facilitate journeys, and in some instances are required for travel, they also create a whole range of new risks for travellers who become both reliant on their technology and subject to influence, coercion and subversion through their technology. Irrespective of whether digital technology is enhancing the likelihood that travellers complete their journeys, it is reshaping the experience of travel and establishing new hierarchies and divisions between mobile populations.
 
            The trends developing in the digitisation of travel are not occurring independently from those that define the digitisation of bordering. The way travel is being digitised occurs in response, and motivates, how borders are being digitised. The digitisation of borders and travel thus relationally produce one another. However, this relationship is defined by an inherent tension that always sits at the heart of the border-traveller interaction established by their differing drives/interests. The border is fundamentally driven by the performance of the sovereign decision, while the traveller is focussed on a journey that involves receiving a favourable outcome from the sovereign decision. Even though borders and travellers are assemblages that may only loosely resemble the traditional concepts of nation state boundary and migrant,1 their relationship is still one of top-down strategies or governmentality meeting more bottom up and tactical (re)interpretations, recreations and redeployments of those strategies.
 
            In Chapter 6 I argued that this relationship is being reshaped by digitisation in several noteworthy ways. Firstly, the labour of performing the border is being shifted from the bordering assemblage to the traveller. This mirrors a larger societal aspect of digitisation in how it is being used within economic spheres to establish new systems of prosumption whereby consumers are having to create the very products they are consuming. In many instances, travellers are now having to use digital technologies to create much of the border that they are seeking to cross. Secondly, digitisation is massively expanding the surveillance occurring in bordering performances in terms of the monitoring of large tracts of land, the following of certain populations on the move and the surveilling of general populations to generate the necessary data sets for digitised borders. Some of this is a direct outcome of the new surveillance potentialities provided by digital technologies like drones and smart cameras, but surveillance is also an imperative for data hungry digitised systems. However, the travellers and general members of the population being surveilled by borders are not inert, and cultures of surveillance are developing which involve tactical responses to the experience of being watched. Additionally, travellers and migrant advocates are deploying sousveillance, or surveillance from below, to watch the watchers, and influence how borders are constructed by shining a light on violent practices and ensuring that vulnerable people who are hidden by bordering can be seen.
 
            The outcomes of this conflict between borders and travellers, and indeed the outcomes of bordering more generally, have at times been reduced in public discourse and research to the outcome of the sovereign decision. Does a traveller make it in or not? However, this is not the only impact of bordering, which in line with mobilities theory, is embodied. The process of crossing borders partly produces travellers by impacting their physical and mental state to varying degrees of severity. While for some crossing borders can be a fun and/or mundane experience, for others it can be deeply traumatic and physically and emotionally scarring. Ultimately though, in some way or form, crossing borders changes who people are. And as digitisation is altering the experience of border crossing in the ways described in this book, it is also altering how borders are embodied. This is feeding into a mobility polarisation separating kinetic elites from low motility ‘others’ that is not only defined by who gets to cross borders, but also how digitised borders are producing bordered bodies.
 
            This analysis, and indeed the exploration undertaken throughout this entire book about the ways digitisation is reshaping borders and travel, is inherently impartial and incomplete. Obviously, the trends identified do not apply to every bordering or travel process or context, and this book should not read as homogenising traveller experiences and conditions. However, the reality is that similar and overlapping digital bordering technologies and systems are being rolled out across countries of the global North, on which I have mainly focussed. And these technologies are influencing how sovereign borders are performed and how people travel across borders in similar and overlapping ways. This book has outlined these developments in order to contribute to understandings of what sovereignty and travel looks like in the digital age. I hope that this provides a useful framework for others to examine the digitisation of borders and migration in specific contexts, such as by asking how in a particular place digitisation is shifting the space of borders, pushing border labour onto travellers, or producing digital identities to define the inside and outside of political communities.
 
           
          
            The inevitability and malleability of border digitisation
 
            There is a certain inevitability to the digitisation of sovereign borders. Indeed, digitisation appears to be inescapable across many spheres of life with digital technologies, data and computational systems being impregnated into an ever-greater proportion of daily activities and social structures. The systems examined in this book – including algorithmic risk assessments, the drone monitoring of territory, smart gates, e-passports and biometric scanners – appear to only be becoming a more common feature of sovereign borders. This is not to say that traditional bordering processes have been wholly replaced, and indeed a plethora of research shows the ongoing relevance of human centred and manual border enforcement (Canzutti & Tazzioli, 2023; Vrăbiescu, 2020). It is likely that the messy implementation of digital bordering systems will continue to create hybrid analogue/digital bordering assemblages. Regardless, the rollout of new digital bordering systems is increasing in pace, at least across much of the global North (Johnson et al., 2011; Rubio-Andrada et al., 2023).
 
            Within the tech and bordering sectors, it is argued that the digitisation of borders is driven by the fact that digital technologies substantially improve the objective, secure and efficient management of borders (Milivojevic, 2022). However, as this book has shown, digitisation does not necessarily lead to more secure or efficient borders, and it never produces objective and neutral bordering processes. Instead, what actually motivates border digitisation is not the potentials of digital bordering, but the discourse that symbolically establishes those potentials. It is a discourse that frames the deployment of advanced bordering technologies as a necessity, as something that must happen.
 
            This framing, I suggest, comes down to the way digital technologies are discursively positioned as a solution to the omnipresent threat established by the very nature of borders: the threat of outsiders. Outsiders are necessary for a political community to establish its boundaries, with those who belong being identified and described through explicit or implicit comparison to those who do not belong. And following periods of globalisation and heightened global mobility, it is increasingly difficult for sovereign states to manage this division in a straightforward manner. For instance, there are certain business travellers that are difficult to prohibit from crossing borders, modern economies often rely on the cheap labour of irregular migrants, and forms of mobility other than human, like the movement of culture, ideas, capital, and goods, are more and more beyond government control.
 
            Governments and individuals project order onto their increasingly indistinct political communities and borders by emphasising their ability to identify and/or exclude certain mobile populations (Everuss, 2020b). This process gives governments the appearance of control, even though, as shown in this book, the borderings that governments promote are performed by assemblages that extend far beyond government. Bordering also provides Citizens with a sense of ontological security that is granted by the perception that their membership of a sovereign state is more stable than that of outsiders. This is why modern borders become semi-porous filters, open to some and closed to others. And it is what drives the securitisation of certain migrants: their redefining as not just being a migration issue or potential population management concern, but a major security threat.
 
            It is this context that has driven the digitisation of borders just as much as tech hype. Digital technologies are presented as the only way that the apparent existential threat of unwanted travellers or migrants can be dealt with (Milivojevic, 2022). There is thus a discursive conflation of migration securitisation and tech-hype. Christina Boswell and James Besse (2023) identify the conflation in the UK Government’s drive towards establishing and expanding the functions of its ‘e-Borders’, even though the relevant digital systems consistently failed to live up to expectations. Boswell and Besse (2023, p. 398) state that:
 
             
              once tech visions are successfully attached to pressing security problems, they can shield projects from criticism and consideration of alternatives, despite the patent failure of such technologies to deliver their goals. This can create a form of political lock-in that is just as powerful in constraining change as … economic and institutional forms of tech lock-in.
 
            
 
            The political ‘lock-in’ of digitisation caused by interconnected discourses of tech hype and migrant securitisation exists within the realm of bordering strategies. In contrast, digitisation is also locked-in to the bordering-mobility nexus by the tactics deployed by travellers to shape their journeys. While some traveller engagement with technologies occurs in response to digitised borders – such as downloading and using the necessary apps to pass security checks – other traveller tech usage is driven by personal interests, such as wanting to use mapping apps or view videos while moving. In some instances, bordering infrastructure is being digitised to respond to traveller usage of digital technologies, including Wi-Fi availability in travel spaces being rolled out in response to consumer demand. In short, the inevitability of digitisation is driven by a variety of actors across border-mobility relations and cannot be framed as either a top down or bottom-up process.
 
            In addition to the general digitisation of borders, there is also a certain degree of inevitability to the way border digitisation will occur. Border digitisation in different parts of the world can be predicted in a vague sense because the same companies and technologies are being relied upon. For example, multinational IT companies Unisys and IDEMIA have been contracted by both the Australian Government and The European Union Agency for the Operational Management of Large-Scale IT Systems (EU Lisa) to develop bordering systems used to match international arrivals against biometric databases using facial and fingerprint recognition algorithms (Australia’s Enterprise Biometric Identification System (EBIS) and the EU’s Entry/Exit System – see EU Lisa 2020; Wilson et al. 2021). It is highly likely that these systems will share similar operating features and promote some similar changes to bordering assemblages, establishing ‘lock-ins’ that give networks overlapping path dependencies. For example, the use of biometric document matching in EBIS and EES locks-in a requirement for travellers to use e-passports; for airports to undertake traveller assessment using smart gates; and, for Australian and European authorities to maintain large scale digital traveller databases. Furthermore, as these databases become exceptionally big, they require automated searching, locking-in a reliance on advanced digital searches and AI-based risk assessment (Leese & Hoijtink, 2019, p. 2).
 
            Such path dependencies do not necessarily produce technical excellence in bordering, something that Matthias Leese (2018) demonstrated in relation to facial recognition becoming the standard biometric modality in the EU. Leese (2018) shows how facial recognition developed into a dominant bordering technology because of an ‘inertia of sedimented infrastructures’. A wide variety of biometric modalities could have been used to identify and verify travellers, and from a technical perspective, facial recognition is not a particularly good one. Compared to fingerprints and irises, faces are less biometrically distinct and faces age and change considerably over a person’s life, which makes biometric systems relying on facial images less accurate than those relying on fingerprint or iris scans (Leese, 2018, p. 267). Therefore, it was not the superiority of facial imagery as a traveller recognition technology that led to it being embedded in bordering systems, but a range of other system-based factors including the cultural and social acceptability of exposing faces and being photographed compared to what is considered a more invasive procedure like an iris scan. Additionally, photograph-based bordering systems did not require expensive and novel infrastructure and the necessary databases for facial image matching were often already established. Leese describes this as a path dependency produced by the business-case politics driving systems towards cost effective iterations.
 
            There is also a path dependency to what discursive components will be included in border assemblages. As borders are digitised, security, sovereignty, rights and even the political community become framed as technical digital-systems issues. The expert technological knowledge of computer scientists and other system designers gets conflated with knowledge about who should be allowed to enter a political community. Oliveira Martins and Maria Jumbert (2022, p. 2) argue that it is now the case that ‘expert technological knowledge shapes the security-migration management nexus at EU borders’. Part of this process involves the symbolic framing of irregular migration and other unwanted border occurrences as digitised system failures that can only be fixed with more technology, more AI, more automation, and always, more data (Csernatoni, 2018, p. 176; Suchman et al., 2017, p. 984). Indeed, this has even gone further with algorithmic systems themselves dictating border policy. In the US the software package PortSec uses risk assessment algorithms to identify security weaknesses in existing port infrastructure, suggesting potential upgrades and investments (Orosz et al., 2009).
 
            This type of machine learning enabled border prediction is becoming increasingly common. The European Asylum Support Office (EASO) uses machine learning algorithmic systems to examine big data sets, including social media posts and online information, to predict how much pressure will be placed on the asylum administrations of its member states and associated countries. ‘EASO’s algorithm predicts pressures up to four weeks in advance and suggests possible future medium-term scenarios using historical and current data’ (Bircan & Korkmaz, 2021, p. 2). Even the UNHCR is now using machine learning based tools to predict the movements of displaced people and forecast resource needs (Baykurt & Lyamuya, 2023). Thus, with digitisation, the problems, solutions and desired outcomes of borders are progressively conceptualised as digital outputs.
 
            The path dependencies of contemporary border digitisation to some extent lock-in the trends identified in this book. There is weight behind the increasing spatial fragmentation of borders, the border’s reliance on data doubles, the digital securitisation of traveller difference, and the spread of bordering agency across human and non-human digital actor-networks. At the same time, important avenues exist to intervene in the way borders are being digitised. We should not fall into the trap of technological determinism by seeing social and political outcomes as being produced by technologies in a linear and predictable fashion. Technological determinism underpins dualistic utopian/dystopian understandings of the impacts of digital technologies on society, which elide the true complexity and uncertainty of digitised futures (Boyd & Holton, 2018; Holton & Boyd, 2019). As identified in this book, border digitisation is influenced by those responsible for designing and enforcing borders, as well as the travellers and migrants who traverse them. There is consequently scope for border digitisation to be implemented in ways that avoid many of the detrimental outcomes identified in this book.
 
            To give an example, we can look at the bordering possibilities of drones. Drones provide state authorities with sweeping and efficient oversight of geographical boundary regions, something which has a range of potentialities (Koslowski & Schulzke, 2018; Marin, 2017b). From a humanitarian perspective, drones can help find vulnerable people traversing dangerous regions, and therefore, drones can form part of new bordering/humanitarian systems that save lives. However, in the Mediterranean, the EU uses drones to displace maritime patrols, causing an inverse outcome. The humanitarian potential of drones is effaced by the use of drones as a form of humanitarian obfuscation with vessels and personal who can rescue asylum seekers removed from the field in leu of drones that have no obligation or capacity to assist sinking vessels (Klein, 2021). The embedding of a drone into a bordering assemblage in this way produces it as a technological-observer-of-death/exclusion. So, whether drones act as ‘deadly weapons, [migrant] pushback tools or rescuers at high seas’ (Milivojevic, 2016), depends on how they are embedded into bordering assemblages.
 
            Algorithmic risk assessment is another technology that has a range of potentialities for bordering assemblages. To suggest that algorithms are unusable at the border because their outputs are inherently partial and bias, ignores the fact that human decision making is inherently partial and bias. Indeed, human bias is often celebrated as tacit knowledge, how a police officer or border guard just knows that someone looks suspicious (Yakhlef, 2023). It is impossible to properly account for how human border guards draw on their subjective experience and knowledge to make decisions about travellers. In contrast, algorithms can be trained to focus on important objective measures of threat, like an applicant’s past criminality with appropriate weights and measures, and ignore features that could lead to racial, gender, or other unwanted types of bias. Although, as has been repeatedly shown, algorithms, especially machine learning algorithms that are not properly directed or algorithms deployed specifically to exclude certain types of people, will implant bias into borders in a way that can be discursively framed as scientific and neutral (Evans & Koulish, 2020). Once again, what matters is not the technology itself, but how it is embedded into bordering actor-networks.
 
            Thus, while there is an inevitability to border digitisation and path dependencies have developed, the process remains malleable. And this malleability can be influenced by assemblage level interventions in sovereign borders, such as by altering how technologies are embedded in legal, cultural, and technical networks. Despite industry claims, border digitisation is not a linear shift towards a more rational, objective or efficient way to perform the sovereign decision. And despite migrant advocate claims, border digitisation is not an inherent slide towards digital panopticons and violence. How digital bordering technologies operate will largely depend on how the wider bordering assemblage is shaped, and when it unexpectantly changes, is reflexively reshaped by governments and publics. So how should governments and publics attempt to influence digitised borders? It is this question that the remainder of this book considers.
 
           
          
            The transparency of digitised borders
 
            An important objective in any intervention into a sovereign bordering assemblage is the enhancement of that assemblage’s public transparency. Sovereign borders are a foundational public institution, and indeed, a constituting feature of popular sovereignty. Thus, it is only right that the public who are produced by bordering processes have a degree of insight into how those bordering processes operate. Additionally, a polity should be able to know how its government, civil society, and partnering institutions are treating outsiders in its name, something normally framed as part of the public transparency underpinning democratic institutions. Furthermore, border transparency is important because, for people who are bordered to receive administrative and procedural justice, they must be able to know the reasons why they were included or excluded from the polity.
 
            In truth these rationales for transparency are more complicated than they appear, as, for instance, whether a sovereign body owes any obligation of transparency to people outside the polity depends on your theoretical perspective. And border transparency is balanced against another public imperative, namely the obligation of a sovereign body to enforce its borders and protect its polity, which may require a degree of ‘operational secrecy’ (Moses & De Koker, 2018). The extent to which such operational secrecy is a bordering necessity and not just politically motivated is regularly and hotly contested, but it is important to acknowledge that the transparency of sovereign borders is influenced by competing interests.
 
            Nevertheless, if we consider transparency an appropriate general objective, then digitisation has made this objective more difficult to obtain. In some instances, border opacity is produced at the place of traveller-border interactions, such as when drones and hidden cameras capture the movements of unaware travellers. However, digital bordering infrastructure is not always of the hidden surveillance nature, and technologies such as e-gates and biometric scanners are clearly visible to travellers. Where digitisation radically increases bordering opacity is in the back end of systems, where computational and advanced algorithmic processing form part of digitised bordering assemblages. Even if travellers can see e-gates, they cannot explain why they open or remain shut, or for that matter, why they receive a visa acceptance or rejection email, or why their protection claims are processed or ignored.
 
            A lot of social scientific discussion on the transparency of advanced digital systems, especially those incorporating machine learning algorithms, has debated the technical possibility of transparency (Ananny & Crawford, 2018; Burrell, 2016). The extent to which advanced digital systems are inherently a ‘black box’ is disputed (Amoore, 2020). Indeed, the very ideal of transparency as something that should be required in advanced digital systems has been criticised (Ananny & Crawford, 2018). However, contemporary approaches to the transparency of advanced digital systems in public life have identified ways of promoting transparency without attempting to explain the full internal workings of algorithmic systems to the public (Burrell, 2016; Santow & Bennett Moses, 2020).
 
            Before canvassing a few of these approaches, it is firstly important to acknowledge that the opacity of modern digitised bordering systems is still mostly driven by the political and administrative makeup of bordering assemblages. Some of the bordering assemblages that algorithmic processes are being incorporated into are already so opaque that their digitisation has made little difference to the public’s ability to understand them. In other instances, the presence of commercial-in-confidence or security sensitive algorithmic processing is used as a rationale or excuse for bordering actants such as governments or businesses to hide how bordering assemblages are functioning (Molnar, 2019). A great deal of opacity is therefore generated by the political and administrative management of borders, as opposed to the nature of algorithmic technologies. This type of opacity can be easily identified as different jurisdictions are deploying similar bordering technologies – such as automated visa determinations, advanced passenger processing, and algorithmic immigration clearances – with vastly different levels of transparency.
 
            For example, the EU’s Visa Information System (VIS) and its soon to be rolled out European Travel Information and Authorisation System (ETIAS), which utilise advanced algorithmic processing, are enshrined in publicly visible legislation (Regulation (EC) 767/2008; Regulation (EU) 2018/1240). Important system features, like the points at which travellers are subject to algorithmic processing, some of the databases involved in this processing, the characteristics included and excluded from the normative identities used to assess traveller data doubles, and the position that algorithmic outputs have within the chains of interpretation that translate travellers into insiders or outsiders (e. g. whether humans or algorithmic systems have the final say on a decision) have all to some degree been expressly articulated in law.
 
            In contrast, the algorithmic systems embedded into the Australian bordering assemblage are not covered by specific pieces of legislation. Instead, section 495 of Australia’s Migration Act 1958 grants the Minister for Immigration the ability to delegate most bordering processes to a computer system, with little to no obligation to provide public notice. It is difficult for travellers to Australia to find out when they are being bordered by algorithmic systems, what databases are involved, and more generally, what role algorithmic systems are playing in deciding whether they can enter the Australian polity. In short, the way that authority is granted to digital bordering systems in the EU provides a measure of transparency that is not created by the granting of authority to digital bordering systems in Australia. Australia’s Migration Act and the establishment of the Minister’s power to delegate bordering processes to computational systems in secret constitutes a form of organisational and legal black boxing.
 
            This type of black boxing was also identified in Evans and Koulish’s (2020) research on U.S. Immigration and Customs Enforcement’s risk classification assessment (RCA). Uncovering the workings of the RCA, which was not an advanced machine learning based system, involved Evans and Koulish (2020, p. 796) undertaking a ‘Freedom of Information Act Request Odessey’ with ‘extensive FOIA requests, several rounds of administrative appeals, federal district court litigation with pro bono counsel, and a protracted settlement agreement, all of which took more than six years’. The authors gained a comprehensive understanding of the factors that were used by the RCA to determine risk scores, and how those risk scores were interpreted to support the detention or release of migrants. They grasped the algorithm to such an extent that they could track changes to its parameters and design over time, which were being made to influence detention results in line with political interests. While not a technical black box, the RCA had been a political black box with its outcomes ‘kept secret from the immigration judges who review ICE’s custody determinations, advocates who represent individuals in these custody challenges, and migrants themselves’ (Evans & Koulish, 2020, p. 795).
 
            Likewise, in the UK, Carlyn Greenfield (2020) states that ‘the increasing sophistication … data systems, their powerful integration across databases, and the sharing of some information between agencies and even countries has happened almost entirely behind closed doors, without public debate.’ Indeed ‘[i]n June 2019, when a risk assessment streaming tool used for visitor visas and entry clearances for settlement was criticized, the UK Home Office refused to share information about how risk was assessed or how the algorithm was updated’ (Greenfield, 2020). So, once again, system opacity was established by hiding how algorithms contributed to sovereign decisions, as well as concealing how data was shared across bordering systems, where and when it informed bordering decisions, and what the information generated from the outcomes of bordering decisions were later used for.
 
            To some extent the type of opacity being described here fits Jenna Burrell’s (2016, p. 3) notion of ‘opacity as intentional corporate or state secrecy.’ Burrell suggests that companies and government bodies hide their algorithmic systems because they do not want competitors or malevolent actors to be able to replicate or undermine them. This is no doubt true of digital bordering processes, but the opacity outlined above not only relates to seeing inside algorithmic systems, but also the more basic concern of knowing when and how algorithmic systems are being used.
 
            Opening up this type of political and administrative black box – which does not expose the internal workings of algorithmic systems, but just when and how they are deployed – is the low hanging fruit for the promotion of digitised border transparency. It involves creating administrative requirements, and ultimately public expectations, for travellers to be informed of the role that algorithmic systems have played in their bordering. This could be through dedicated information webpages and fact sheets that broadly outline the workflow and architecture of bordering systems, along with extra information being provided with border determinations including whether they have been made by an algorithmic system and/or mediated and interpreted by a human border actant.
 
            Providing such information enables people to undertake a kind of actor-network theory ‘seeing’ that, in the words of Mike Ananny and Kate Crawford (2018, p. 984), ‘does not entail looking inside anything – but across a system.’ It renders the relationships between the components of the border transparent. It is a type of system transparency that could be easily legislated. The EU have already enshrined in the laws enacting many of their bordering systems that certain final determinations must be made by a human border actant (e. g. ETIAS – Regulation (EU) 2018/1240, Arts. 3(14), 20(5), 21(2)). For instance, the EU’s PNR Directive (2016/681) states that ‘Member States shall ensure that any positive match resulting from the automated processing of PNR data conducted … is individually reviewed by non-automated means to verify whether the competent authority … needs to take action under national law.’ Recipients of PNR border decisions thus have some insight into the structure of the assemblage that has bordered them. In contrast, in Australia there has only been government assurances that fully automated visa processing is limited to positive determinations (FOI Request – FA 21/07/01274, 2021), but there is no legal requirement for this to be true, and the Australian government does not have a good track record of being honest about bordering.2
 
            As already described, where transparency becomes much more technically difficult, is when it involves explaining how individual algorithmic bordering components operate, especially if machine learning algorithms are involved. Not only are systems that utilise machine learning algorithms incredibly complicated and constantly changing, but the public lacks the expert knowledge to understand them (Burrell, 2016). The first of these problems has been identified by scholars who have pointed out that the EU’s banning of its bordering algorithms assessing certain traveller characteristics – such as PNR assessment not examining ‘a person's race or ethnic origin, political opinions, religion or philosophical beliefs, trade union membership, health, sexual life or sexual orientation’ (Directive (EU) 2016/681) – may not achieve its purpose. On the face of it, this legislative restraint of algorithms would seem like a welcome development that forces system designers to ensure their algorithmic processes do not produce unwanted forms of bias. However, researchers have pointed out that without proper monitoring of algorithmic systems in operation, there is no way to know whether they are avoiding the assessment of prohibited categories because machine learning algorithms can create proxy categories to assess banned ones (Derave et al., 2022; Mann & Matzner, 2019).  So, at best, the EU outlines the gist of its advance digital bordering systems. Whether this is enough to fulfil the general obligation to inform the public about how borders are being performed is up for debate (Mann & Matzner, 2019; Santow & Bennett Moses, 2020), but this level of transparency is not sufficient for the administrative justice requirement for someone who has been excluded to be told the rationale behind their exclusion.
 
            Examples of the necessary level of algorithmic transparency being established in the public interest do exist. For instance, in 2018, Trivago, a popular travel website that is part of the Expedia Group, was taken to Australia’s Federal Court by the Australian Competition and Consumer Commission (ACCC). The case related to the way Trivago's machine learning algorithm was producing its ‘Top Position Offer’ for hotel rates. The ‘Top Position Offer’ was advertised as the cheapest available online offer for a particular hotel, however the ACCC established that this was not the case 66.8 per cent of the time. Instead, the ACCC found that the ‘Top Position Offer’ was significantly determined by the cost-per-click (CPC) that Trivago received from businesses once consumers accessed a hotel booking through the Trivago website. Importantly, during the case the parties unpacked the algorithm and its data sets to show whether it was prioritising the identification of a cheap hotel rate or a high CPC. While independent experts hired by Trivago and the ACCC disagreed about aspects of the algorithmic system, ‘there was clear convergence on the fact that commissions paid were at least the second most significant [factor] in determining the Top Position Offer, and that this offer was often not the lowest priced option’ (Fraser et al., 2022, p. 187). Based on this, the court found that Trivago had misled consumers, and ordered the business to pay $44.7 million in penalties.
 
            The Trivago case demonstrates two important things for the context of advanced digital bordering systems. Firstly, it shows that machine learning algorithmic systems can be significantly unpacked and their operation understood by a lay audience. Therefore, it is certainly possible for people who are subject to machine learning-influenced bordering decisions to be given explanations of how those decisions were reached. There are caveats to this, notably, that explaining the algorithmic production of the ‘Top Position Offer’ was very resource intensive and costly. Also, given the nature of machine learning algorithms, there is no one way to create a 100 per cent accurate description of their operation. Instead, there are a range of measures that can be used to explain their workings with differing degrees of certainty, and hence there is a subjective element to unpacking a machine learning algorithm.
 
            In their analysis of the case and its importance to legal discovery involving AI, Henry Fraser, Aaron Snoswell and Rhyle Simcock (2022) categorised some of these different forms of unpacking machine learning algorithms based on the access provided to parties. This includes ‘debugging access’ where a plaintiff can have full usage of an algorithmic system with all information about its libraries, internal parameters and weightings; ‘query access’ involving the ability to run arbitrary model inputs and assess the outputs but without full access to examine how internal weightings contributed to those outputs; and, ‘descriptive analysis’ where a plaintiff is given general information about an algorithmic system but not about an actual instance of its deployment. There are also varying degrees of access related to the training and data of algorithmic systems.
 
            Secondly, the Trivago case indicates ways that a sensitive machine learning system can be unpacked without publicly exposing its workings. This occurred through various measures, such as the court being closed for certain testimony, confidentiality regimes used in the attainment of expert witnesses, and the judgement being written in a necessarily abstract fashion (Fraser et al., 2022). The court effectively balanced Trivago’s interest in keeping their proprietary algorithm secret with the ACCC’s interest in obtaining the information necessary to understand key aspects of how the algorithm sorted hotel prices. Subsequently, it is possible for a procedure to be developed for people to be informed about how algorithmic systems have made bordering judgements about them without exposing sensitive features of those systems.
 
            Obviously, almost all excluded travellers will lack the resources of the ACCC and Trivago’s commercial interests do not create the same requirement for secrecy as the security sensitivity of bordering algorithms, but aspects of the case’s examination of the Top Position Offer could be formalised and simplified outside of a court room environment. This would involve an informed selection of one or more methods of unpacking algorithms, which could then be formalised into a process that system engineers would be required to build into their machine learning algorithmic systems. Indeed, legal scholars have envisaged the types of legal frameworks required to establish public procedures for people impacted by algorithmic systems to have those systems explained to them. As Edward Santow and Lyria Bennett Moses (2020) argue, such frameworks would need to be compromise solutions that balance the need for secrecy and the difficulty in explaining advanced algorithmic systems with the requirement for their transparency. Their compromise solutions include:
 
             
              (1) Providing information to those affected by decisions about the use of particular AI methodologies at particular stages of the decision-making process. (2) Publishing technical information related to the decision-making methodology alongside the computer code used. Where there is sometimes a strong national security or similar rationale for not publicly disclosing this information, it can be disclosed, where necessary, subject to additional safeguards – such as on a confidential basis to technical experts within an independent oversight agency. (3) Requiring compliance with technical standards that specify methodologies for generating explanations as well as criteria for evaluating the accuracy of such explanations. …. (4) Specifying the conditions under which automated decision-making processes can be used in legislation. This would need to go beyond provisions such as those in the Migration Act 1958 [discussed in this book], to incorporate the requirement to give reasons meeting clear criteria (possibly including certification under a national or international standard) (Santow & Bennett Moses, 2020, p. 833).
 
            
 
            The legislation needed to establish such solutions would likely extend beyond he context of bordering, and into the territory of general technology-based legal frameworks, a notable contemporary example of which is the European General Data Protection Regulation (GDPR). The GDPR contains a whole range of clauses that promote the types of transparency argued for here. For example, Articles 13 and 15 gives people the right to know when and how their personal data is being used, including by being told the purpose of the processing of their data, the categories of personal data concerned, the recipients of their data, any transfer of their data to third counties or international organisations, and significantly, ‘the existence of automated decision-making, including profiling, … and the envisaged consequences of such processing for the data subject.’ Furthermore, Article 21 grants people the right to object to certain forms of automated profiling, and Article 22 grants people the right to ‘not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.’
 
            While the GDPR contains an impressive and substantial suite of transparency obligations and protections for people within the EU, it also has caveats and restrictions that stop it effectively applying to bordering assemblages. For instance, Article 2 states that the ‘Regulation does not apply to the processing of personal data … by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, including the safeguarding against and the prevention of threats to public security.’ This could be interpreted as covering various aspects of bordering, including the identification and exclusion of people seen as a risk to the polity. And Article 23(1) states that the rights contained in the GDPR can be restricted when it is deemed ‘a necessary and proportionate measure in a democratic society to safeguard’ a number of objectives including national security, defence, public security, and the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties. However, any such restriction of the GDPR must be contained in legislation that describes, among other things, the purposes and scope of the restrictions (Art 23(2)).
 
            The GDPR clearly has some significant limitations. Not only does the GDPR establish fairly far-reaching grounds for the limitation of its protections, but scholars question whether transparency, especially in relation to machine learning based systems, can be enforced under the GDPR. For example, while some argued that the GDPR would provide a right to explanation for automated decision making, Sandra Wachter et al. (2017) were always sceptical of this claim, stating that ‘the GDPR lacks precise language as well as explicit and well-defined rights and safeguards against automated decision-making’. Furthermore, Niovi Vavoula (2020) points out that the connection of immigration and crime databases into interoperable systems, which is currently occurring in the EU, is being used to undermine the GDPR. Databases draw on one another’s data for differing purposes, and establish new databases, such as the Multiple-Identity Detector (MID), that do not hold personal data, but contain links to personal data held elsewhere. These complex systems are not easily managed by the GDPR, leading Vavoula (2020, p. 155) to argue that: ‘Interoperability not only frustrates the in-built safeguards in the operation of the systems, but also changes the interpretation of key data protection principles, such as purpose limitation, which is confirmed as almost a dead letter principle.’
 
            Regardless, the EU is at the forefront of regulating digitisation across society, including in borders. And even if the legal frameworks described here need improvement, they still push Schengen bordering to be more transparent in a fashion that occurs in few other jurisdictions around the world. The GDPR has become the go to example used by scholars to argue for similar frameworks regulating modern technologies like the use of biometrics, especially facial recognition (Bennett Moses & Weatherall, 2023). Indeed, in ANT terms, the relevant laws can be said to contribute to the production of the various actants within the Schengen’s borders that through their collective action translate travellers into ‘insiders’ of ‘outsiders’.
 
            Additionally, at the time of writing this book, the European Parliament and the Council has just reached provisional agreement on a new law governing the use of AI, known as the AI Act. The agreed text still needs to be formally adopted by both Parliament and Council to become EU law, but it will likely be a world first attempt by a jurisdiction to shape how machine learning algorithms are embedded into social, economic and political systems. The AI Act has the potential to strongly influence the way AI is incorporated into the EU’s borders, and indeed to enhance the transparency of border digitisation in the EU. While the Act will likely receive further amendments prior to its implementation, as it stands the law does make some noteworthy interventions. The Act categorises some of the types of machine learning systems deployed at the border as ‘High risk AI systems’ including migration, asylum and border control management AI systems intended to be used: ‘as polygraphs and similar tools or to detect the emotional state of a natural person; … to assess a risk, including a security risk, a risk of irregular immigration, or a health risk, posed by a natural person who intends to enter or has entered into the territory of a Member State; … [for] the verification of the authenticity of travel documents and supporting documentation of natural persons and detect non-authentic documents by checking their security features; for the examination of applications for asylum, visa and residence permits and associated complaints with regard to the eligibility of the natural persons applying for a status’ (AI Act, Annex III).
 
            As these types of bordering technological processes are categorised as a ‘high risk AI system’ they are subject to new rules under the act and conformity assessment processes to demonstrate compliance with these rules. The requirements include significant transparency obligations such as being
 
             
              designed and developed with capabilities enabling the automatic recording of events (‘logs’) while … operating. … . The logging capabilities shall ensure a level of traceability of the AI system’s functioning throughout its lifecycle that is appropriate to the intended purpose of the system (AI Act, art. 12).
 
            
 
            Additionally, these systems need to be ‘designed and developed in such a way to ensure that their operation is sufficiently transparent to enable users to interpret the system’s output and use it appropriately’ (AI Act, art. 13).
 
            However, the ability of the Act to make a material impact in the digitisation of the EU’s borders is already being questioned by experts, advocates and scholars. They have expressed disappointment that, while an initial draft of the Act banned emotion recognition systems in the context of migration, following pressure from Member States, this ban was removed. It is also possible that many bordering technologies will not fall under the ‘high risk’ categories of the act that require greater levels of transparency, and refugee and asylum seeker advocates are disappointed by the lack of banns on technologies seen to be particular punitive and violent, like predictive analytics that are used to support pushback policies. And law enforcement and national security carveouts, which continue to be negotiated, potentially undermine the Actʼs new protections.
 
            These are important discussions and the way that the AI Act impacts the EU’s border will not be known until it enters into force.  However, what must be kept in mind, is that the AI Act is only another actant that will form part of the EU’s border. It will influence other actants and also the overall translation of travellers into types of insiders or outsiders, but that Act itself will also be produced in the ways it is interpreted, followed, ignored, celebrated, resented, and so forth. And, as this book has shown, the complex assemblage of any digitised border is far more than some all-encompassing AI system.
 
            Additionally, an interesting aspect of current debates surrounding advanced technologies, such as those that are now occurring about the AI Act, is that they focus on limiting the tech in order to protect people. In thinking through the future management of advanced digital technologies, we should also look to identify new potentialities for transparency offered by digital technologies. Hilary Cameron et al. (2021, p. 495) identify one such potential in the way ‘AI algorithms are statistical predictions, and therefore these algorithms provide explicit acknowledgment of uncertainty.’ Acknowledging uncertainty is potentially something that algorithms can do far more consistently than human decision makers. Although, once again, the ability for the uncertainty measure of an algorithmic output to be used to enhance bordering transparency depends on the border assemblage’s shape. It requires the uncertainty measure to be communicated to travellers and other respective parties. As a starting point though, Cameran et al. (2021) argue that the existence of uncertainty needs to be given greater weighting within bordering systems by being treated as a factor favouring inclusion and not exclusion. Like within criminal justice systems where uncertainty falls on the side of the accused because of its interaction with the presumption of innocence, uncertainty should be read as diminishing the justification for borders to exclude.
 
            Regardless of what existing or future management frameworks are developed for digital technologies, their application to borders is shaped by the unique context of borders. This is because, just as laws produce bordering actants, bordering actants produce laws and their applications. With borders having entrenched discourses of secrecy and logics of exclusion, legal frameworks establishing personal freedoms and transparency tend to operate in a more limited fashion in the context of the border, as was described with the GDPR above.
 
            Despite the importance of the transparency of digitised bordering systems, I would argue that there is a general public apathy towards advocating for the reforms described in this book. As restrictions on the GDPR's application and the AI Act’s allowance of emotion recognition in bordering demonstrates, it is the context of bordering that limits transparency more than the types technologies being deployed. I suggest that this is partly explained in the same way as other aspects of bordering that breach mainstream moral frameworks – such as Australia’s offshore processing of asylum seekers, the UK’s attempted deportation of asylum seekers to Rwanda and hardline policies separating asylum seeker families in the US – but fail to illicit majority public concern because they appear to be impacting a ‘them’ and not an ‘us’. My position is that any policy that undermines the core ethical frameworks of society should be challenged, but to reduce public apathy about opaque digitised bordering systems, it is probably more advantageous to appeal to the public’s self-interest by demonstrating that digital bordering does occur to the ‘us’. As this book has shown, and within the contexts examined, everyone is being bordered by digitised assemblages at increasingly regular intervals, and no one can assume that they will always be sorted into the ‘us’ and not the ‘them’. But there is another factor shielding advanced digital processes from public scrutiny: the perception that digital systems are scientific and thus objective and neutral, a topic to which I now turn.
 
           
          
            Challenging discourses of objectivity within the digitised border
 
            A key tenet of actor-network theory put forward by Latour and others is that networks or assemblages are material-semiotic constructions, and thus contain meanings as well as things. This book has looked at how new technologies have reshaped sovereign borders, but digitisation is a discursive as well as technical process. It involves the incorporation of ideas and meanings, as well as digital technologies, into bordering assemblages. Irrespective of whether it is an idea or a technology, new components reshape borders in a manner akin to putting a new puzzle piece into a completed puzzle. To create a spot, the new piece will have to reform those around it, which will likely ripple changes across the puzzle.
 
            A key idea that enters bordering assemblages as part of digitisation is that of technological objectivity. Like a big new puzzle piece, the notion of technological objectivity tied to the apparent potentials of digital tech is reshaping bordering assemblages. Technological objectivity is more of a discourse than a single idea, meaning that it is a collection of ideas or meanings that together give certain utterances and actions the privileged appearance of being considered ‘truthful’ or ‘proper’. Examples of the discourse of technological objectivity can be seen in the public materials of the companies and government agencies that have a stake in the digitisation of borders. For instance, the promotional materials for the ‘ImPROved Maritime awarENess by means of AI and BD mEthodsʼ (PROMENADE) project is littered with statements that reinforce the discourse of technological objectivity. The PROMENADE project is funded by the EU’s Horizon 2020 Programme and includes the Hellenic Ministry of Maritime Affairs and Insular Policy, the Guardia Civil (Ministry of Interior) in Spain, Lithuania State Border Guard Service, French Navy (Marine Nationale), and defence and space tech companies: Leonardo and GMV. The Project’s brochure and webpage make general claims about the potentials of advanced digital technologies, such as:
 
             
              The service utilizes advanced Artificial Intelligence techniques to automatically detect and classify vessels within satellite imagery. This cutting-edge technology utilizes deep learning algorithms and computer vision techniques to accurately identify and categorize ships.
 
            
 
             
              This service can be used by MSA actors both to automate the evaluation of abnormal behaviours and to understand geopolitical event-driven maritime traffic pattern changes as well as to extract and explore the effective routes in non well-known areas.
 
            
 
             
              The service can detect and classify an abnormal vessel activity in a specific category in a fully automated manner. Hence, the operator of a maritime surveillance system can receive alarms designating concretely defined activities rather than simple alerts for deviating behaviours.
 
            
 
             
              This automatic AI anomaly detection service for vessel behavior detects deviations from normal patterns. It utilizes advanced Artificial Intelligence techniques to identify both geographic and kinematic related anomalies, such as deviations from maritime routes, unusual turns, sudden changes in speed, and unusual slow downs. It is capable to analyze large amounts of vessel data, identifying suspicious or abnormal vessel activities in real time (Foka et al., 2023)
 
            
 
            Through these statements the PROMENADE system is presented as using advanced technologies to discover truths about maritime vessels that are beyond human capabilities to identify. The truths include whether a vessel is acting in a normal or deviant fashion, whether its route is appropriate or not, where a vessel is going to travel in the future, whether the vessel is risky or not, whether it is involved in deviant activities like people smuggling. These things are presented as scientifically discovered facts, and not merely potential understandings.
 
            The discourse of technological objectivity is a contemporary articulation of the modernist ideal of scientific positivism and mastery: the notion that science is the independent and objective establishment of truth using rational thought and methods, and that using science humans can control and master their natural and social worlds (O’Grady, 2020). There is, of course, a long history of criticism that has been levelled at scientific positivism that notably includes Thomas Kuhn’s (1962) connection of scientific paradigm change to the political and social settings in which it occurs; Michel Foucault’s (1972, 1980) suggestion that science is itself a discourse that does not establish natural truth but what ideas should be considered truth; and, the radical science movement’s highlighting of the way scientific research was influenced by dominant ideologies in society (Wajcman, 2002, p. 350). In their own ways, these lines of thought emphasise the social and cultural embeddedness of science and technology. Indeed, the STS frameworks drawn upon here are a contemporary articulation of this critique. They establish an analytical framework for the study of the embeddedness of technology by providing a language to describe how technologies are transformed or translated when they are embedded within complex networks that include cultural and social features.
 
            These ideas have been used by scholars to critique the discourse of technological objectivity surrounding bordering technologies. For instance, Pugliese (2010, p. 136) draws on Foucault’s work to argue that bordering biometrics are ‘technologies of truth’ because they establish what is considered the truth about people. To function in this way, Pugliese (2010, p. 4) suggests that ‘biometric systems are underpinned by the authorising discourse of science’. In short, scientific positivism functions to efface the ‘sociocultural determinants’ of bordering technologies. It hides that these technologies are designed and managed by specific people, in specific places with specific interests. The reality however, is that for biometrics, and indeed many digital bordering systems, ‘their seemingly pure geometry, their transcendental algorithms and apparently unmotivated digital formulae are all inflected with the dense sociocultural and historical significations of their designers’ (Pugliese, 2010, p. 78). Thus, the discourse of technological objectivity hides the social and cultural embeddedness of bordering tech, a process described by David Berry (2019, p. 44) as the promotion of ‘a cult of data-ism’. Berry (2019, p. 45) states that ‘[i]t is problematic to erect an abstract and metaphysical standard by which human action and society can be judged – yet the cult of data-ism makes such a claim and works hard to produce and reproduce this new data-centric milieu’.
 
            What Pugliese and Berry are critiquing is not necessarily the outcomes of digitised bordering systems, notably semi-automated decisions about whether travellers pose a risk, but the presentation of those outcomes as neutral and objective. Lindsey Barrett (2017, p. 335) makes a similar claim in relation to the use of algorithms in policing, stating that:
 
             
              The key difference between applying criminological theories to policing techniques, and implementing those theories into algorithms, is the purifying aura of empirical accuracy that data analysis claims to confer. In reality, however, an algorithm is only as infallible as the human beings who choose the variables, input the data, and act on the results.
 
            
 
            Furthermore, Leese argues that the scientific discourse surrounding algorithmic decisions not only influence how they are understood and dealt with, but how they are regulated. Leese (2014, p. 500) states that ‘[d]ata-driven forms of profiling produce a distinct form of knowledge that appears dynamic and implicit, and thus continually escapes the scope of the regulatory legal regime.’
 
            However, Barrett and others focus mainly on the involvement of humans as the source of subjectivity in algorithmic decisions. In some respects, this preserves the notion of technological objectivity, which is only ruined by the need for humans to be involved. It is a framing also perpetuated by the idiom ‘rubbish in rubbish out’, which blames algorithmic errors on poor quality data. In contrast, Louise Amoore (2020) provides a more wholistic critique of algorithmic decision making, that identifies bias subjectivity in the very way that machine learning systems operate, not just in the human involvement with that system.
 
            Like the other scholars, Amoore shares the critique that algorithmic and other digital systems are wrongfully represented as objective and neutral. Amoore (2006, p. 343) states that ‘[b]iometric technologies are represented as infallible and unchallengeable verifiers of the truth about a person – the ultimate guarantors of identity.’ Essentially, the key to algorithmic power for Amoore is that they distill complex decisions into a single output that is then understood as the most rational, mathematical and scientific conclusion. What is hidden, is that any singly algorithmic output is contingent on a vast array of human and nonhuman decisions about what data to include, what questions to ask, how algorithmic elements should be weighted and sorted, how much scope the system should have to rewrite its weightings in situ; all of which is socially and culturally embedded. As such, a machine learning algorithmic system ‘presents something as a singular optimal output, when it is actually generated through multiple and contingent relations’ (Amoore, 2020, p. 10). And, like Jacques Derrida (1976) demonstrates with language, the aperture of an algorithmic output can never fully capture its subject. There is always an excess that exists outside the aperture, which is the many other interpretations that could have been made of a subject and the un-relied upon inputs that could have informed them.
 
            So, a more honest discourse than that of technological objectivity and neutrality, would be one of contingency and aperture. A discourse that defines statements as truthful by highlighting that 1) algorithmic decisions are contingent on their socially and culturally embedded form, and 2) that they never fully capture their subject. If algorithmic decisions are understood in this way, then they will be integrated into bordering assemblages differently. It is like changing the shape of the puzzle piece being incorporated into the completed puzzle. Any policy about an algorithmic output would need to assume that it is both partial and only one potential interpretation of a subject.
 
            In such circumstances, it is unlikely that a single algorithmic output would be given the final position in a bordering chain of translation. In other words, it would be more likely that it would be deemed necessary for algorithmic decisions about visas, or protection applications, or immigration clearances, to be checked by a human. No other process would make sense if algorithmic decisions are deemed incomplete depictions. Also, the design of algorithmic processes may shift from trying to identify one ‘accurate’ output, to developing a range of outputs that can be compared and assessed. And there would be a greater requirement to identify how algorithmic systems generate outputs, because those outputs would not be considered understandable when isolated from the particular processes that they are contingent upon. Therefore, bordering assemblages would develop in which operators and other bordering components are given the necessary information to understand how outputs are reached, peeling back the mythical distortion identified by Amoore whereby an output is falsely read as a standalone objective entity. These assemblage changes could involve legislation like the transparency laws described in the previous section, policies and procedures surrounding the interpretation of algorithmic systems, or the development of a general disposition for border operators not to want to rely on algorithmic outputs that they do not know the basis for. And referring back to Leese’s (2014, p. 500) argument that the objective depiction of algorithms contributes to their escaping regulation, it is likely that acknowledging the subjective nature of algorithms will give their formal supervision more political pertinence.
 
            Furthermore, it is not just algorithmic systems that would be altered by embedding a discourse of contingency and aperture into bordering assemblages. Other advanced bordering technologies would be reshaped by being seen as partial and contingent instead of objective and neutral. For example, a drone’s images or video content is quite literally a specific aperture of a certain setting that frames people in a top down and dehumanising fashion (Greene, 2015; Jablonowski, 2020). As described in Chapter 4 this aperture translates its subjects into threatening units that require a security, and perhaps even military, response. It is a clear example of Marshal McLuhan’s (1994) classic statement that ‘the medium is the message’, with the medium of drone imagery saying a great deal about the travellers it captures. Once again, the problem is not that drone vision is used in borders, but that when it is translated within the bordering assemblage by the discourse of technological objectivity, it is taken to represent a scene in its entirety.
 
            If instead, drone imagery was translated by a discourse of contingency and aperture, then drone depictions would be understood as incomplete, or as only providing the basic details of a person that can be grasped from a birds-eye-view. Framing drone imagery in this way impacts what decisions and actions can be based on it. Instead of a military response to a threat, a humanitarian response to a need to help could be deemed just as appropriate. Furthermore, acknowledging the narrow aperture of drone vision should promote a need to get more information about travellers, undermining the displacement of human border patrols by drones in dangerous areas like the Mediterranean. Incident reports relying on drone footage, would need to highlight that it is only within the narrow field of drone vision that conclusions had been reached, and that those conclusions may not be supported by on-the-ground optics.
 
            In the extreme and violent necropolitical bordering of warzones, where exclusion and killing are conflated, framing drone vision as an incomplete aperture would help to avoid civilians being deemed threatening outsiders and subsequently killable. This would help avoid the documented cases of people being killed after drone images of benign objects being carried were misinterpreted as weaponry. Such cases are presented after the fact as mistakes, but at the time these interpretations were logically based on drone vision, which was deemed to objectively capture threats. The decision to kill/exclude makes sense in this discursive context, but it does not make sense when the drone image is perceived as only one potential story about the depicted people. When framed as partial and incomplete, it is harder to justify killing/exclusion based solely on drone vision.
 
            What I am advocating here is really a shift in the epistemology of digitised bordering assemblages, as it is an alteration in how knowledge that is influenced by digital technologies is understood. Importantly, this intervention operates at the level of individual bordering actants from laws to human operators. Legal frameworks should be designed around the notion that the knowledge produced by digitised systems is partial and incomplete, which would motivate the developments described above. And for human operators, seeing the information provided to them by digitised systems as incomplete should inform how they act upon that information, especially when they are dealing with travellers. Indeed we know this to be the case from research that shows that the way humans understand technical systems influences how they interact with them, including by shaping how much weight they place in the system's outputs (Lisle & Bourne, 2019; Vollmer & Karakayali, 2017).
 
            Thus, it is not enough just to make sure that a human is the last part of an assemblage to touch a border decision, because that human is produced by its position within the assemblage. If a human is convinced that an algorithmic system, a drone image, a thermal camera, or a biometric profile truthfully and objectively depicts a subject, then they will attempt to faithfully translate the outputs of those technologies into border decisions. This is evident in Maxwell and Tomlinson’s (2022, pp. 63 – 64) finding that the UK’s racially bias Visa Streaming tool was supported by ‘automation bias’: ‘the tendency for people to rely uncritically on the outputs of automated systems, rather than meaningfully scrutinizing them or giving appropriate weight to contradictory evidence.’
 
            The risk of automation bias is also explicitly acknowledged in the EU’s new AI Act. The law enshrines an obligation for natural humans to oversee high risk AI systems, including certain AI bordering systems. Indeed the Act outlines how human oversight should be arranged, which includes ensuring that human operators ‘fully understand the capacities and limitations of the high-risk AI systemʼ; ‘remain aware of the possible tendency of automatically relying or over-relying on the output produced by a high-risk AI system (‘automation bias’)ʼ: ‘be able to decide, in any particular situation, not to use the high-risk AI system or otherwise disregard, override or reverse the output of the high-risk AI systemʼ; and ‘be able to intervene on the operation of the high-risk AI system or interrupt the system through a “stop” button or a similar procedure.’ (AI Act, art 14)
 
            This appears to be a decent definition of human oversight, but as with the rest of the AI Act, much will come down to its interpretation and what carve outs are arranged. Additionally, combatting automation bias is not really something that can be done as a legislative box ticking exercise. I would suggest that automation bias is part of a discourse of technological objectivity, in which it is assumed that automated systems generally get it right. Operators of the Visa Streaming tool were told as much through system features and meanings, such as benchmarks and reporting obligations that promoted following the toolʼs outputs (Maxwell & Tomlinson, 2022, p. 65).
 
            In contrast, if humans see system outputs as partial, then they will need to more deeply assess those outputs and determine how they should be translated into decisions. This is a deeper intervention into the bordering assemblage, not just changing the order by which the token of the sovereign decision passes through, but changing how the assemblage components produce one another and therefore translate that token/border decision. And central to this, is that key border component: the discourse used to understand technology.
 
            In a sense, changing the techno-discourse of borders renders them more authentic, as they become influenced by more realistic assumptions about digital technologies. Ultimately though, making borders more transparent and honest is only the first part of ensuring that their digitisation does not produce perverse outcomes for the people subject to bordering, which includes ordinary polity members. What is also required is a method for the bordering assemblage to be held accountable for the way it operates and impacts people.
 
           
          
            ‘We’ are part of the border
 
            Across this book I have sought to identify and critically examine what I consider to be the most significant ways that the process of digitisation is impacting sovereign state borders and international travel. As would be expected, this analysis has examined a wide array of technologies and systems, from drone surveillance and algorithmic risk assessment to mobile phones and smart bag tags. However, the technologies and systems studied here is not an exhaustive account of those that are being deployed in borders or used for travel around the world. There has been a focus on the borders of the wealthy global North, where much of the early adoption of digital bordering technologies has occurred. Furthermore, some of the technologies and systems specifically mentioned may be superseded by the time you are reading this book, or even by the time it is published.
 
            Regardless, the digitisation of borders has reached a point where the patterns I identify here have attained a degree of stability. Digitisation will continue to radically disarticulate borders from space, make them future orientated, spread bordering agency across complex assemblages, shift bordering labour onto travellers, establish global population filters of varying degrees of coherence and durability, and motivate the other political changes identified in this book. Additionally, travellers will continue to use digital devices to augment and shape their journeys. I am of course not alone in the identification of many of these trends, which are also being examined by critical border, migration and mobilities researchers, many of whom are referenced across this book’s chapters, as well as no doubt many others who I have missed.
 
            However, this book is the most comprehensive synthesis of the research on border digitisation hitherto. And this final chapter has shifted towards the prescriptive, making a number of suggestions about how ‘we’ – scholars, policy makers, border designers and operators, and members of the public – should seek to influence the digitisation of borders so that they better serve ‘us’ and do less harm to ‘others’. To this end, I have proposed ways to render borders more transparent and honest. I am not suggesting a de-digitisation. Borders operated in cruel and violent ways long before modern digital technologies and we need to be very wary of claims that it is solely digitisation that has made borders cruel or violent. The question of how to create human communities that are more cosmopolitan and hospitable, is an important one, but one outside the scope of this book. Instead, I have focussed on the negative aspects of borders that are created or enhanced through digitisation, like the reframing of biased and impartial depictions of outsiders as objective representations of threat. It is these features of digitised borders that I have sought to challenge.
 
            As a final point, I finish this book with an appeal for people to take an interest and participate in reformatting borders, whether it is through protest and political pressure, work, or professional engagement. We are all implicated in modern bordering processes. Once again this is not completely new, because if bordering is the production of an ‘us’ and ‘them’ – a political community and its homo sacer – then our very membership of a political community is what produces exclusion. However, this is a somewhat philosophical connection between ‘our’ rights and political life and the lack thereof for ‘others’. It is easy to claim distance from, or non-involvement in, a border performed by an assemblage that includes us only through cultural productions of our imagined community. In short, we can claim to not be complicit in the bordering practices of our governments and their affiliates because we do not directly contribute to them, even if they do occur in our name.
 
            With digitisation, this is no longer the case. In many jurisdictions, the border now draws on the general public’s data to define who does not belong. Pötzsch (2015, p. 111) makes this point stating that i-borders:
 
             
              enlist individual subjects as both target and source in bordering processes that disperse locally as well as across transnational space. In these processes, individuals become objects of governance to be analyzed and assessed, but also serve as implicit contributors to the databases enabling algorithm-driven mappings of patterns of behaviour and association.
 
            
 
            This aligns with Amoore’s (2020) claim that responsibility for a machine learning algorithmic outcome is shared across the ‘we’ that includes the many humans who are placed into relations with one another and with algorithmic systems when they are enlisted into machine learning assemblages. We cannot look for the clear human controller of advanced digital systems, and instead must begin to take ownership and responsibility for the systems that we are contributing to. This includes the systems that wield the power of the sovereign. We are part of the sovereign border, whether we like it or not. And so we need to take a much closer interest in how our border is operating.
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        1
          Researchers and experts have questioned the accuracy and reliability of automated emotion and lie detection. See: Sánchez-Monedero, J., & Dencik, L. (2020). The politics of deceptive borders:‘biomarkers of deceit’and the case of iBorderCtrl. Information, Communication & Society, 25(3), 413 – 430. and Weinberger, S. (2011). Terrorist 'pre-crime' detector field tested in United States. Nature. https://doi.org/10.1038/news.2011.323.

        
        2
          In this book the notion of a polity is understood as the political community that is defined by a sovereign bordering process. As such polities are time and place specific. However, polities extend beyond citizens to include any person allowed to exist within a political community at the time of assessment.

        
        3
          Homo sacer is a Roman legal category for someone who can killed with impunity by everyone but who cannot be sacrificed. Their life is thus meaningless both before the law and before religious and cultural orders. For further information see: Agamben, G. (1998). Homo Sacer: Sovereign Power and Bare Life. Stanford University Press.

        
        4
          Drones were first used for US border surveillance in 1990, when they were deployed for a three-week period in February for the purpose of drug interdiction along the US Mexico border, although they were also involved with the apprehension of more than three hundred irregular border crossers (Koslowski & Schulzke, 2018, p. 309).

        
        5
          Smart cameras at the US/Mexico border have struggled to distinguish humans from animals (Boyce, 2016), and the AI-based lie detection such as iBorderCtrl’s ‘biomarkers of deceit’ has been shown to be highly inaccurate (Sánchez-Monedero & Dencik, 2020).

        
        6
          ‘Digital immigrants’ here refers to people who were not brought up with technology and are thus not natives of modern digital tech, see: Prensky, M. (2001). Digital natives, digital immigrants part 2: Do they really think differently? On the horizon, 9(6), 1 – 6.

        
        1
          For further information about data sovereignty and state rights and risks in relation to data positioning in foreign state jurisdictions, see Irion, K. (2012). Government cloud computing and national data sovereignty. Policy & Internet, 4(3 – 4), 40 – 71. https://doi.org/10.1002/poi3.10  and Irain, M., Jorda, J., & Mammeri, Z. (2017). Landmark-based data location verification in the cloud: review of approaches and challenges. Journal of Cloud Computing, 6(1), 1 – 20. https://doi.org/10.1186/s13677-017-0095-y .

        
        2
          It is not being suggested in this book that the digital spatial logic of borders is replacing earlier spatial logics in the form of a paradigm change, or, that spatial logics change in a linear fashion. Instead, spatial logics are the different ways that the overarching assemblages of borders are being organised. They co-exist, and co-produce one another within the messy assemblages of modern borders.

        
        1
          ETIAS is currently planned to be rolled out in 2025.

        
        2
          Australia avoids processing asylum seekers by transporting and holding them in third countries and refusing to grant them asylum. This population do not qualify for sovereign assessment and are consequently placed in a zone of exception. See: Everuss, L. (2020a). Mobile sovereignty: The case of ‘boat people’ in Australia. Political Geography, 79, 102162. https://doi.org/https://doi.org/10.1016/j.polgeo.2020.102162

        
        3
          Classical sociologist, Max Weber, described formal rationality as a way of acting within organisations where activities and decisions are shaped by rules, regulations, and codified practices. Applying formal rationality involves following the rules in order to achieve the predefined ends of a role. Formal rationality does not take into account individual desires but is the manifestation of abstract principles. See: Weber, M. (1968). Economy and Society. Bedminster Press.

        
        1
          In this chapter, the term ‘border guard’ is mainly used to refer to prominent human actants that contribute to the sovereign decision late in a chain of translation, such as by questioning travellers and deciding on their eligibility to pass immigration clearance, or by interpreting risk assessment scores and making such a decision.

        
        2
          While not strictly an example of state bordering, the Cambridge Analytica Affair involved a Facebook app developed by Aleksandr Kogan and his company Global Science Research in 2013 being used to collect private data from its 300,000 users as well as 87 million other Facebook users who were connected to those using the app. This data was then sold and ended up with data analytics firm Cambridge Analytica, who used it to develop advertising strategies for right wing political campaigns, including the 2017 election of Donald Trump (Brown, 2020).

        
        3
          The way publicly available data is incorporated into the assessment of travellers is discussed in more depth in chapter 3.

        
        1
          SITA is a multinational IT company that provides IT and telecommunication services to most of the air transport industry. SITA undertakes the largest air transport industry surveys, including the annual Passenger IT Insights survey, which examines technology adoption and usage in air transport.

        
        2
          Key methodology details include: “The key findings are based on an online survey of 6448 respondents from 27 countries across the Americas, Asia, Europe, Middle East, and Africa. The number of respondents by country is relative to the amount of passenger traffic for each country, based on data from Airports Council International (ACI). Collectively, the respondents represent over 85 % of global passenger traffic. Survey respondents were selected based on having traveled at least once in the previous five months. The main countries included: Australia, Brazil, Canada, China, Egypt, France, Germany, India, Indonesia, Italy, Japan, Kenya, Mexico, Morocco, Nigeria, Republic of Korea, Russia, Saudi Arabia, Singapore, South Africa, Spain, Turkey, UAE, UK, USA, Vietnam” (SITA 2002, p. 14).

        
        1
          The actual relationship established here is between the assemblage of the border and the assemblage of the traveller, the latter of which encompasses an individual along with their devices, experiences, and relationships.

        
        2
          Agamben argues that all people are, at their core, bare life. It is just that polity members are deemed to have a bios, a political life or identity, as well as their bare life. Bios is not in Agamben’s view an inherent part of a person, and it can be stripped away by a sovereign, see: Agamben, G. (2000). Means without end: Notes on politics (Vol. 20). University of Minnesota Press.

        
        3
          De Certeau’s work is one of many theorisations of the relationship between structure and agency. Other accounts could have also been used in this chapter to examine the relationship between borders and travellers, but De Certeau’s was chosen due to its clarity – something that cannot be said about much poststructuralist theory examining user appropriation of cultural forms – and its sensitivity to the power dynamics of structure-agency relations.

        
        1
          As has been shown throughout this book, modern sovereign borders do not neatly align to the boundaries of sovereign states in a Westphalian sense, and they are not directly enacted by governments or comparable sovereign authorities. Instead, they are complex assemblages of human and non-human actors with competing interests. Likewise, the global traveller is not the traditional migrant, seeking to move between nation-states. They too are an assemblage of differing components with competing interests.

        
        2
          The Australian Government has long maintained that bordering processes require a great deal of operational secrecy, especially when asylum seekers are involved. There has also been documented cases where the Australian Government has lied about the circumstances of bordering, such as in 2001 when the Prime Minister of Australia and senior Government Ministers lied about asylum seekers throwing their children into the ocean in order to coerce the Australian Navy into rescuing them, which never occurred. For more information about this incident, see Macken-Horarik, M. (2003). Working the borders in racist discourse: the challenge of the ‘Children Overboard Affair’in news media texts. Social Semiotics, 13(3), 283 – 303.
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