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Foreword

This book recounts the story of a science project that was once hailed by Newsweek as the most ambitious project of the century, and how it almost came to destroy our world. The New York Times Science Journal wrote that ‘not since JFK in 1961 set forth his plan to place an American on the moon within the end of the decade, has anyone harboured such grand ambitions as Mr Kevorkian.’ The Silicon Valley Insider wrote ‘Mr Kevorkian is a true visionary. In a world full of posers – he is the real deal’. And Mr Kevorkian was the real deal. He had already started and sold two billion-dollar businesses when he publicly announced his intention to solve one of humanity’s greatest challenges. Everyone who spent personal time with him was marked forever. ‘They all believed he could achieve anything he wanted. Such was his power,’ said the CEO of one of his competitors in the tech industry. “He was just a larger than life persona,’ said another.

The strange thing is that even though Mr Kevorkian’s project was widely admired as one of the most ambitious projects of our time, hardly anyone outside the closed world of wealthy venture capitalists had ever heard of it. Even inside those circles you would struggle to find anyone who knew much more than what they had learnt through hearsay and the grapevine.

This all changed one hot June morning in 2015. On June first, at four thirty am, the President of the United States was abruptly woken up by his Chief of Staff. Nine minutes later, when he was taking the elevator down to the nuclear blast-safe bunker beneath the White House, the President had only one thought in his head: “How could this have happened?”

The President’s Chief of Staff hadn’t been able to answer the question.

Not then.

He had only learnt of the situation himself thirty minutes earlier.

 

Across the globe multiple Heads of State would soon be receiving the same message. Something had gone terribly wrong with a science project. Deep in the deserted and barren lands of the Nevada desert someone had set free something that threatened to change the way we viewed technology.

 

This is the story of what led up to this situation in 2015. This is the untold story of the day the world almost came to an end.
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DAY 1: A MOONSHOT GONE TERRIBLY WRONG

“I don’t like paying tax and I don’t particularly look forward to the prospect of dying. The idea that both of these things are inevitable is totally ludicrous. I intend to postpone them both, indefinitely.” Andrew Kevorkian, CEO Neuralgo Inc. Statement made in May 2013, in relation to a question from an investor regarding the huge accumulated losses in Neuralgo Inc.

 

“My prediction is that by 2032 we will have invented an artificial intelligence that is as smart as any living human, everyone in this room included. One year later, in 2033 that artificial intelligence will have become as unrecognisable to us as we are to mice, and two weeks after that, as unrecognisable as we are to ants. How do you understand something that is 150,000 times smarter than you? You just can’t. I already have problems comprehending the thought processes of some of my brightest students, and our IQ’s are only separated by a few points. Let’s hope compassion and benevolence also comes with a higher intelligence. Otherwise we are probably screwed. If the first Artificial Super Intelligence has any shred of the traits we so often admire in our fellow humans - like ambition, risk-taking and self-confidence, then we are all truly screwed!” Ronald Kraut, Speech at ABA’s Annual Conference for Existential Threats, summer 2013.
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1st of June 2015

Neuralgo Inc’s HQ




Downtown Las Vegas
DAY 1:




0630 Hours
Vladimir, or just Vlad as most colleagues preferred calling him, was standing in front of a small whiteboard in his cubicle. It was six thirty in the morning, and Vladimir was the only one in the office. He preferred to get started early. Contrary to most of the programmers in Neuralgo Inc, or the rest of the world in general, Vladimir’s mind worked best in the morning. Unlike most mornings though there was nothing on the whiteboard. Normally he would at least have scribbled a few equations, some problems that needed solving, a couple of lines of code, his tasks for the work day.

This morning the whiteboard was empty.

Vladimir lowered his whiteboard marker and dropped it onto the pale blue carpet that covered the floor. He was working in a multibillion-dollar tech company, but the offices reminded more of a dull governmental agency than the fancy offices of Google, Facebook and the other titans of the tech-industry. The funny thing was that although Neuralgo’s market cap was still only a fraction of those companies, it had raised more money from VC’s than most of them. It just didn’t spend it on silly things like fancy offices or company perks. Or so he had thought.

That morning, in a low-key industrial park on the outskirts of downtown Las Vegas, Vladimir would have to re-evaluate everything he had ever thought he knew to be true about Neuralgo Inc.

Its business plan.

Its viability.

Its purpose.

 

The strange thing is that when Vladimir, or any other of his four hundred or so engineering colleagues, were later asked whom they blamed for what had happened, nobody pointed the finger at Kevorkian. They were all still fiercely loyal to him.

‘He was the only one from the board who ever spoke to us,’ one engineer said. ‘The investment bankers, the VC’s, even the management - they never said ‘hi’ in the morning. Kevorkian spent hours with us. Discussing code and programming issues.’

For an outsider like myself I found this fact incredibly strange. I had worked as an investigative reporter for two decades. I had covered the Enron scandal, the collapse of the Lehman Brothers, the Bernie Madoff Ponzi scheme. Admittedly these cases had all been centred on Wall Street and the financial markets. This was the first time I covered a tech-scandal. But the ingredients were the same: A high-powered CEO had built a house of cards. He had fooled everyone, and now hundreds of workers stood to lose their jobs. Stock options would overnight be deemed worthless. Employees who on paper had been millionaires the previous week, were now back to being as broke as the derelict sitting outside the entrance of Neuralgo’s dull office building. The funny thing was that the derelict had also been a millionaire the week before. One day, the previous spring, when the company only consisted of ninety-two employees, some wisecrack in the office had suggested that they all chip in and gift the derelict with some of their stock options. It had been an act of generosity in line with the spirit of the company. The founder, Kevorkian, had always been generous with his staff. It was almost as if he couldn’t stand the thought that people who worked for him shouldn’t get the opportunity to get wealthy as well.

Especially his engineers.

After he had founded and sold two billion-dollar companies in the last twenty years, nobody doubted Neuralgo would be another home run for Kevorkian. After all, that was the main reason that all the best programmers of the Valley had quit their well-paying jobs and moved their families across the desert to downtown Las Vegas. They had all left their ubercool offices, with free food and pinball machines, to join the company that was going to change the world.

To join the cause.

It didn’t hurt, of course, that they would most likely all become filthy rich in the process.

Unfortunately it had required some actual work to transfer those stock options to the derelict outside the building. Vladimir’s PA had spent a whole day organising a new social security number and other formalities required for the derelict to be considered a citizen eligible to own shares in Neuralgo Inc. By the end of that day last spring though, the derelict had been a millionaire on paper.

Like the rest of them.

When Vladimir bent down to pick up the whiteboard marker he knew that all that paper-wealth was now gone. Vanished into thin air.

With his long delicate fingers he grabbed the whiteboard marker, only to feel his legs suddenly collapse underneath him. He toppled forward onto his knees, and to his utter surprise he started crying. Tears streamed down his cheeks as he tried to control his breathing. The tears came as a shock to Vladimir. He wasn’t a crier. Never had been. Where he had grown up crying wasn’t an acceptable response to anything but your parents dying. And even then it was kinda frowned upon. He attempted to choke the crying, but there was no point. The pressure had been built up over so many months that this just had to run its course. He had to get it out of his system.

Had to flush it out.

And suddenly he understood why great athletes sometimes cried after losing the biggest race of their career.

They weren’t bad losers.

They were just human.
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TEN YEARS EARLIER
2nd of June 2005

Andrew Kevorkian’s private residence

Silicon Valley, California

 

Andrew Kevorkian studied his own face in the mirror. It was supposed to be the biggest day of his life, yet he felt somewhat depressed. Later he would describe the feeling as comparable to losing a limb, or a child, which was oddly predictive. He had spent the last ten years building the advanced inventory tracking company, TrakTek, and in a few hours it would go public in the biggest IPO of 2005. Hundreds of employees would become instant millionaires, and Kevorkian himself would join the ranks of Bill Gates and Steve Jobs, an exclusive club of self-made tech-billionaires. But something bothered Kevorkian that morning.

Something just didn’t feel right.

Kevorkian had never fostered any real ambitions of becoming rich, least of all a billionaire. He enjoyed the spoils – he had accumulated a nice collection of designer cars in his garage, and the same garage was connected to a 20,000 square-foot mansion situated on top of one of the best addresses in Silicon Valley. But money in itself didn’t make Kevorkian happy. He got off on the thrill of building companies, the excitement when complex technological problems were solved, and the utter joy when he and his engineers were able to change the world.

He had changed the world twice now. His first company, a speech recognition start-up, had sold for $300 million to Lanxtion eleven years earlier. The technology they had developed would later go on to be used in everything from search engines to voice recognition systems in the medical industry. Kevorkian had been forced out of the company long before that though, and his pay check hadn’t necessarily matched his contribution. So when he started his second venture, Kevorkian had made sure to not let the VC’s and the Wall Street bankers get too much power too soon. Through clever structuring of share classes with varying vote power he had retained control of the company for almost ten years. But investors always wanted a return on their investment, a possibility for a profitable exit. Thus Kevorkian had reluctantly agreed to take TrakTek public in 2005, and he stood to net more than one point two billion when he rang the bell to signal that the trade could start at the NASDAQ stock exchange later that morning.

“Are you ready, darling?” Kevorkian’s wife asked. She was wearing a designer pyjama from Jono. It was still pitch black outside. Instead of spending the night in New York Kevorkian had opted to fly in early in the morning. If he could avoid a dinner with the Wall Street bankers he would.

Kevorkian turned around with a frustrated look on his face. “I can’t get this freaking tie to work,” he said, shaking his head.

His wife walked over, gave him a kiss on the head, and started untangling the knot he had made. “Sometimes I wonder how you are able to function without me,” she said teasingly.

“I just hate ties. It wouldn’t surprise me if these things turn out to be the reason this country is going to hell. I’m certain they shut off the circulation of blood to the brain.”

His wife put on a smile. “We need to speak when you get back. Kevin has gotten into trouble at school again,” she said, finishing the Oxford knot.

“What the hell has he done now?” Kevorkian asked, waving his arms in theatrical frustration.

“You shouldn’t be so hard on him.”

“Spare me the crap. What has he done?”

“He hit another kid.”

Kevorkian laughed. “Is that all? I thought he had failed another test.”

“The tests are not important, Andrew. He is still just a kid. But he is obviously not happy. And the headaches are back. Anyway, the school wants to have a chat.”

Andrew Kevorkian sighed. “OK. I’ll get someone to check my calendar. We can talk more when I get back.”

 

Six hours later Kevorkian stood on the stage of the NASDAQ stock exchange. It wasn’t even ten o’clock in the morning, but he had already downed two glasses of champagne. Expensive ones. He was preparing to ring the bell, to signal that TrakTek was now a listed stock, and that he, personally, was worth one point two billion.

He briefly checked the screen on his vibrating phone. It was the home number, his wife. Why on Earth would she be calling him now, right when he was about to ring the bell? He shook hands with the Director of the NASDAQ exchange, and smiled to some reporters. The phone kept vibrating inside his breast-pocket though. In the end he pulled it out and turned it off. Whatever it was it could wait.

With firm steps he approached the old bronze bell, and looked at the timer above his head. The group around him, his most loyal lieutenants in TrakTek Inc, counted down the last ten seconds, and then Kevorkian gave the bell a shake.

Expensive champagne bottles were opened, handshakes were exchanged, and photographs were snapped. Kevorkian couldn’t remember the last time he had seen his management team happier. And they deserved it. They had worked hard for the wealth they had now been given.

When he got a minute to himself, Kevorkian snuck out into a corner of the stock exchange and turned his phone back on. When he saw the number of missed calls from his wife he instantly felt queasy. He dialled her number, but only got her message bank.

He then dialled in to check his voice messages. There were six of them - and they were all from his wife.

His heart was already racing when he heard the voice of his wife come on the line.

She was hysterical. Crying, yelling. He could hear chatter in the background.

“Call me. Call me now,” she yelled.

He deleted the message and started the next one.

And in an instant his world changed.

It went from what was supposed to be the best day of his life, to the worst one.

And nothing would ever be the same again.
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1st of June 2015

Neuralgo Inc’s HQ




Downtown Las Vegas
DAY 1:




0645 Hours
The first thing Vladimir noticed was the sound of the helicopters. It wasn’t unusual to hear helicopters in downtown Vegas. Many of the whales, the big gamblers that played high stakes poker for millions of dollars per hand, were often shuttled around in helicopters by the big casinos. Hot shot CEOs as well. Sometimes even Kevorkian had opted for the helicopter service from the airport to the office. For Kevorkian time was always the constraint, never money.

‘He always seemed to be in such a hurry,’ one of his investors said. ‘Like there was this deadline to life only he knew about.’

Vladimir got up from the floor and rubbed his eyes, before walking over to the windows facing the sound of the approaching helicopters. He squinted, and immediately realised that these weren’t the usual civilian helicopters he had gotten so used to seeing over the last few years working in Vegas. These were military helicopters. Military helicopters with machine guns.

He walked outside just as the first helicopter landed on the parking lot. Dust and dirt was flying everywhere. A civilian, a person Vladimir instantly recognised, exited the helicopter while it was still hovering slightly above the ground. The civilian ran across the parking lot, all the way to within thirty inches of Vladimir’s surprised face.

“Vladimir Sorovis?” the civilian asked.

“Yes.” Vladimir replied. He had grown up in Moscow. He had learnt not to trust men in suits hitching rides with military helicopters. But he knew this guy. He knew him well.

“You need to come with me.”

“Why? What’s happening?” Vladimir asked.

“Everything will be explained on the way to the site.”

“Which site? I’m not going anywhere unless you tell me what’s going on.”

“Have you ever heard about Singularity?” the civilian asked.

“Yes,” Vladimir replied. “I’ve read your books. I know who you are.”

“We believe a singularity event occurred this morning.”

“What do you mean occurred? Has somebody actually been successful in creating an AGI?”

“We believe they have, Mr Sorovis.”

“Who?”

“You, Mr Sorovis. You.”

 

Vladimir Sorovis didn’t know what to believe when he was escorted on-board the ribbed out helicopter. He was the only passenger on-board, apart from the civilian who had greeted him. The civilian Vladimir knew as Ronald Kraut, the world renowned philosopher, author and leading authority on nanotechnology and artificial intelligence.

Ronald Kraut spent most of the time in the helicopter on his phone. There wasn’t much time for small talk with Vladimir.

“Where are we going?” Vladimir had asked.

“We are going to the site. We will be there shortly,” Kraut had replied.

“What site? What is going on?”

“I’m not at liberty to discuss anything until we arrive at the site. It has to do with security clearances and so forth.”

Security clearances? Singularity event? Up until then Vladimir had been quite relaxed about the whole ordeal. It was part of his personality to not stress out about things that were outside his control. But now he started to worry. He knew Ronald Kraut was an advisor to DARPA, the Defense Advanced Research Projects Agency, an agency of the US Department of Defense responsible for the development of emerging technologies for use by the military. Kraut was also considered the leading authority on nanotechnology and artificial intelligence. Before he had joined DARPA he had authored several books about the potential benefits of artificial intelligence and nanotechnology. Why had he come to pick up Vladimir? Did someone inside DARPA, or inside the US Department of Defense, really believe that there had been a singularity event somewhere in the world? And did they actually think that Vladimir had been responsible? The mistake would quickly be sorted out once Vladimir got to talk to the people in charge.

There had been a mistake. That was it.

A massive mistake.

But Vladimir had an increasingly unsettling feeling in his stomach. He had always thrived on probabilities. What were the odds for someone making this mistake only a week after Neuralgo had folded?

Not dismissible.

There could be a connection.

So Vladimir spent the next twenty minutes or so in silence, pondering what could have happened to make the US Department of Defense believe there had been a singularity event, and what could have caused them to believe Vladimir was involved. And the more he thought about it, the more frightened he got - he realised that he could quite possibly have been working on something entirely different than what he had thought he was working on.

If Kevorkian really was the fraud the world claimed he was. If nothing Kevorkian had told investors was true, then there was also a risk he could have misled all the engineers at Neuralgo. There was a risk he could have misled Vladimir.

What if Vladimir hadn’t been building what he had thought he had been building?

What if the DARPA advisor, the famous Ronald Kraut, was right?

A cold shiver went down Vladimir’s spine as he considered the implications.

He could, quite unwittingly, have helped cause the end of the world order as we knew it.

 



TEN YEARS EARLIER
2nd of June 2005


NASDAQ Stock Exchange

Manhattan, New York City

 

In the black car service, on his way to the airport, Kevorkian could hardly hold a thought. His mind, which was usually his most dependable asset, was racing at a million miles per hour. How was it possible? Who could be behind this? What was the motive? Was there a motive?

Nothing had been further from Kevorkian’s mind that morning than somebody wanting to hurt him and his family. Kevorkian had made more than forty employees multimillionaires that very morning, and scores of other people had multiplied their investments. Kevorkian had many enemies, it was part of his personality to offend and humiliate people, and every time he came up with a revolutionary idea it eventually drove some people out of business, but as far as Kevorkian knew - he didn’t have any mortal enemies, enemies who would want to hurt him this badly. He stayed away from the spotlight. His attendance at the NASDAQ exchange had been his first public appearance of the year, and he had only ever given one interview in his entire career - a profile in the Silicon Valley News a week earlier. Kevorkian was the CEO of TrakTek, but in his heart he was still just an engineer. Other people dealt with investors and media. It was the very reason Kevorkian paid his CFO and most other key employees bucket loads of cash and stock options; so that he didn’t have to deal with all the crappy things that came with his title.

The phone rang. Kevorkian picked it up before the first ring ended.

“Any news? Has there been a demand for a ransom?” he asked.

Kevorkian’s wife, Sarah sobbed into the phone. She explained that no demands had been made. But it was becoming increasingly clear that their son had been kidnapped. Several of Kevin’s friends had witnessed him walking off in the direction of the local park with a stranger, a man dressed in black.

“The police are asking questions about Kevin, wanting to know if he had any problems,” Sarah said.

“Tell them everything, Sarah. The more they know - the quicker they can rule out any false leads.”

“When are you going to be here?” she whimpered.

“I’m on my way to the airport. The jet is being fuelled up as we speak. I’ll be there as soon as possible.”

“OK. Love you,” she said.

“Love you too,” Kevorkian replied, before hanging up.

 

In the months following the abduction of Andrew Kevorkian’s only son, his relationship with his wife gradually deteriorated. Eleven months after the abduction they separated, and eighteen months later the settlement for their divorce was finalised. Kevorkian never spoke publicly about the reasons for his marriage breakup, but according to friends and family it was due to the couple’s different view on the investigation of Kevin’s disappearance. Sarah had from the very start wanted the police to control the entire investigation. But Kevorkian was a sceptic by nature. He preferred to do things his own way. ‘He always claimed people put too much faith on titles,’ a friend recalled. ‘People go to their GP and believe everything he or she tells them. I know a lot of doctors. And I wouldn’t even trust some of them to treat my dog, especially not after a quick five-minute consultation staring at a computer screen,’ Kevorkian was fond of saying. This natural scepticism seeped through everything Kevorkian did in his life. Instead of handing over his money to ‘financial advisors who struggle to stay on top of their own credit card bills,’ as he used to say, he either kept the cash in the companies he ran, or stowed it away in his own funds management company, Kevorkiana High Frequency Trading. And he never trusted the police to do a proper job.

Instead he hired the best professional investigators money could buy. Police would later claim that this interference most likely caused the perpetrators to panic, and instead of demanding a ransom as one would expect them to do, they murdered Kevorkian’s only son. No evidence was ever provided to support the theory though. But it was a fact that a ransom demand was never made, which was peculiar given all the kids witnessing Kevin being lured away to the park.

A body was never found either.

But the police did manage to find some droplets of blood underneath one of the swings in the park. The blood belonged to Kevin.

What happened to Kevorkian’s only son was a true real-life mystery.

It didn’t make the mystery any lesser when it was revealed that Kevorkian had inserted a microchip into the back of his son’s neck the previous summer. It was a new technology that a division of his company TrakTek had been trialling for a few months. It had still been in a development phase, but the company had hoped to be able to commercialise the technology within a couple of years. The business opportunities had been immense. The microchip would send out a signal every twenty-four hours, and if one knew the frequency one could pinpoint its exact location, down to the nearest inch. Back in 2005 the system had only covered North America, but with the global coverage of GPS satellites and the constantly falling prices of microchips TrakTek could theoretically be on to another winner in personal tracking, as well as making improvements to their tracking technology for goods being shipped around the world.

The disappearance of Kevin had marked the ending of the TrakTek personal chip though. The microchip inserted in Kevin’s neck never activated. For five months Kevorkian employed a team of highly paid specialists listening out for the chip 24/7, but no signal was ever intercepted. The team concluded that the chip had either been destroyed, had malfunctioned or had been moved out of coverage. As it had taken almost six hours before the specialists had been able to start pinging the chip, it was also theoretically possible that Kevin could have been moved out of the US, and that this was the reason the system hadn’t been able to locate him. The most likely scenario, however, was that Kevin was dead; that his body had been buried somewhere so deep in the ground that the signal had no chance of seeping out.

Kevorkian refused to believe that.

He refused to believe anything the police and the private investigators ever told him.

He still believed his son was alive.

Perhaps that was the real reason he and his wife split up? Sarah Kevorkian had wanted to move on with her life. She had expressed interest in trying to get pregnant again, or adopt. Kevorkian had refused. Instead of discussing it he had immediately booked himself in for a vasectomy. It was a typical thing for Kevorkian to do. He used the same strategies in business several times. He didn’t just burn the bridges, he napalmed them.

In Kevorkian’s mind there was always just a Plan A. Never a Plan B.

If he couldn’t find Kevin alive, so be it. But he would never replace Kevin.

He would never forget Kevin.
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1st of June 2015

DARPA’s remote Listening Station No 3 




The Nevada Desert
DAY 1:




0730 Hours
The first thing Vladimir noticed when he arrived at the site in the Nevada desert was how out of place it seemed. A massive building rose up from out of nowhere. They were practically in no man’s land, and yet someone seemed to have been willing to spend tens of millions constructing a monster of a building. What on Earth is this? Vladimir wondered as he was escorted from the helicopter towards the building.

Several soldiers, some equipped with machine guns it appeared, stood lined up outside the building’s main entrance. As far as Vladimir could tell the entire area had been sealed off with electric fences and razor wire.

Once inside, Vladimir had an immediate feeling of déjà vu; that he had been there before. He knew it wasn’t the case, of course. After moving to Las Vegas several years ago, along with the rest of Kevorkian’s most senior engineering team, Vladimir had hardly ventured outside Neuralgo’s office premises, or his apartment in Kevorkian’s luxurious downtown high rise for that matter. He had gone hiking a few times, and taken the odd trip to the casinos with good colleagues. But after three guys on one of the engineering teams had been caught counting cards, most of the casinos on the strip had banned Neuralgo employees altogether. And who could blame them? Most Neuralgo engineers were so brilliant that they made Rain Man look like a third-grader.

“What is this place?” Vladimir asked as he stared at row upon row of computers scattered around the room. “It almost looks like a tech company, it looks like our offices.”

“That’s not a bad observation. This is one of our listening posts.”

“Listening posts?”

“At five to midnight last night, we recorded what we believe was a Singularity Event, the first one in human history. We traced its origin back to Vegas. There aren’t a lot of advanced tech companies here in Vegas. So, naturally you and Neuralgo were our prime suspects.”

“I don’t understand. I don’t know what you think we were doing at Neuralgo. But we weren’t building artificial intelligence. We were building a brain. We were attempting to emulate a real brain.”

“I know exactly what you were doing at Neuralgo, Vladimir. I’ve kept track of you for years.”

For a moment Vladimir was taken aback. The world famous Ronald Kraut had been keeping track of him for years. Vladimir wasn’t sure if he should take it as a compliment or be offended. He chose compliment. “Then you know I’m telling the truth. Our technology could never have caused a singularity event. We are at least three decades away from making that sort of breakthrough.”

“That’s what I thought as well. Then the alarms were set off this morning.”

Ronald Kraut led Vladimir past all the computer screens and into an office at the far end of the building. He sat down at the end of an oval conference table, and with a soft hand gesture he indicated for Vladimir to sit down as well.

“What I’m about to tell you is classified. If you ever speak about it to outsiders you will probably be sent away for a long time. Maybe even shot. Do you understand?”

Vladimir nodded. He didn’t understand at all.

“We’re in a complicated situation here, Vladimir. I don’t actually have permission to disclose everything we know. One could argue that I am breaking a few laws simply by having this chat. But these are unprecedented times, and I need to make the decisions I see fit to make. So here it goes: At 2355 last night almost every computer in the state of California was hacked. This was the first attack. Then, at 0355 hours, sixty percent of anything American connected to the internet was hacked. Sixty percent. This was the second attack.”

“That can’t be. That’s impossible.”

“It happened, Vladimir. Trust me. It happened. And this will go much faster if you just accept what I tell you. You can always ask questions later.”

Vladimir nodded.

“At first we thought it was some sort of sophisticated cyber-attack. Maybe Chinese. But that was before we realised the scale of the attacks, and the speed. It was instant and simultaneous. The second attack affected almost every single system connected to the internet in America. Of course, we soon realised that nothing had ever been built that could do something like this, nothing even remotely capable of doing something like this.”

“What did it do?”

“We don’t know,” Ronald Kraut answered, slightly annoyed that Vladimir had disregarded his request to wait with his questions until the end.

“You don’t know?”

“No. A lot of unbreachable systems were breached though. We know that for a fact. The strange thing is that we can’t seem to find any traces of malicious code left behind. There doesn’t seem to be any worms or Trojans hiding in our systems. No information seems to have been stolen or corrupted. Something just breached the firewalls, had a snoop around, and then disappeared.”

“Disappeared?”

“Yes, whatever it was disappeared without a trace. Something breached more than half of all government computer systems. It snooped around on sixty percent of every American company’s servers. It may even have had a look at your home computer if it was logged on at the time. At this stage we can safely assume that almost every computer in America has been compromised, and we have no idea why.”

“I still don’t understand what this has to do with me or Neuralgo.”

“Your boss Kevorkian disappeared a week ago. Two days after his disappearance it was discovered that he had been cooking the books. That he had been siphoning off hundreds of millions of dollars over the last twelve months, that Neuralgo is flat broke.”

“I am aware of that. I am one of those suckers who have lost everything. My life savings was held up in Neuralgo stock.”

“Then you might be interested in having a chat with your old boss?”

“You’ve got him here? You’ve got Andrew here?”

Kraut nodded. “The Las Vegas Police Department picked him up this morning. He didn’t even attempt to hide. He was in the Crown Casino – betting, putting hundreds of thousands on the roulette wheel.”

“That doesn’t make any sense. Kevorkian isn’t a gambler. He hardly even plays poker.”

“Just before the police apprehended him, he managed to pull out a phone and send off a text. The time of the text coincides with the first cyber-attack. We believe Kevorkian is the one responsible. We believe he triggered the attack, and we believe you and your team may have unwittingly enabled him to do so.”

Vladimir wiped his left hand across his face. “I’m sorry, but none of this makes any sense, Kraut. First off all: You claim that there has been a singularity event – that means you believe that someone has created an artificial intelligence, with the smartness of a human brain. All we did at Neuralgo was to copy Kevorkian’s brain, neuron for neuron. That’s not the same as creating intelligence. We are decades away from understanding the complex interactions of the neurons inside the human brain.”

“That may be. But it seems Kevorkian has somehow managed to do exactly that. And he has most likely spent the several hundred millions he stole from Neuralgo to achieve it.”

“No.” Vladimir was shaking his head. “I don’t believe you.”

“You don’t have to, Vladimir. You can talk to him yourself.”
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Vladimir stared at the person sitting opposite him. Andrew Kevorkian was seated on a plastic chair. His shirt was crumpled. He had no shoes on. It looked like he had a black eye. He was squinting and rubbing his left temple.

At first Vladimir hadn’t wanted to believe what Kraut had told him. But Kraut had made a compelling case. And he had quickly made Vladimir doubt his own boss, his best friend. When Vladimir entered the interrogation room he was fuming with anger and riddled with disappointment. He felt betrayed, cheated, ridiculed.

“Is it true, Andrew?”

Andrew Kevorkian smiled softly as he shrugged his shoulders. Vladimir knew exactly what the gesture meant.

“Why?” Vladimir asked.

“It’s complicated.”

“Complicated? If you have managed to create an artificial intelligence, with greater intelligence than a human being, then you have put us all at risk.”

“The jury is still out on that matter,” Kevorkian replied.

“You’ve gotta be kidding me, Andrew. You need to tell me how to shut this thing down.”

Andrew Kevorkian just smiled. Vladimir recognised the smile. He had seen it a million times. It was the smile Kevorkian usually put on the moment before he would verbally abuse an employee or lecture someone about how things were actually supposed to be done.

Vladimir had always liked Kevorkian, it was hard not to. ‘The guy is like George Clooney on steroids,’ one of the investors would later say. ‘He is completely magnetic, he drags you in, and you can’t avoid being spellbound by his infectious passion. He is the only person I know that can swear at you for ten minutes and you would still take a bullet for him.’

“Please tell me, Andrew. Let’s sort this out before it gets out of hand.”

“I can’t, Vlad. I honestly can’t”

“Won’t or can’t?”

“Both. I know what I’ve done.”

“Do you? I don’t think so. We’ve been through this before. It’s impossible to know how an artificial intelligence will evolve once it is set free.”

“You assume it doesn’t have any moral code.”

“Moral code? If Kraut is correct, if you really have succeeded in creating the first Artificial General Intelligence, then whatever moral code you have programmed into it won’t matter. It is a machine, and it will act as a machine, it will be single-minded in the pursuit of its goal, whatever that is.”

“Some people say that about me.”

“This isn’t a damn Asperger’s Syndrome we are talking about, Andrew. If this artificial intelligence hasn’t been programmed properly it could potentially put the entire human race at risk.”

Kevorkian shrugged his shoulders. “Not much I can do about that now, is there? I let it loose. It’s out there now. I can’t stop it any more than you can.”

“I know you, Andrew. You never leave anything to chance. You would have programmed it. You wouldn’t just have given it a set of rules and instructions. You would have built in a failsafe.”

Kevorkian just smiled.

“At least tell me what its instructions are. If we know what its goal is then we can better assess if it’s dangerous or not.”

“Are you starting to doubt yourself, Vlad? You always claimed an Artificial Super Intelligence didn’t have to be dangerous to humans. That we could make it friendly if we wanted to.”

“I still believe that. But I don’t know what you’ve done. I haven’t seen the code you have written. I haven’t seen what instructions you have given it.”

“I gave it a very specific assignment. Once that assignment is completed, you won’t see or hear from it ever again.”

“For God’s sake, Andrew. Tell me what the assignment is. If you have given it a specific assignment then it will not stop until it is solved. It will consume all the resources it can get its hands on, and it will view everyone who attempts to stop it as a threat.”

“That’s correct, Vladimir. So please explain to the suits behind the mirror that I would strongly advise against attempting to stop it. Or should I say stop me?”

“Do you think this is funny? Whatever you have uploaded, Andrew - it is not you anymore. We created a copy of your brain, of all your neurological connections, but we didn’t make a copy of your personality. We didn’t make a copy of your soul.”

“You assume I have a soul.”

“Don’t you?”

“I don’t know, Vladimir. The jury is still out on that one too. It would be sad though. All those years of hard work. All the sweat and tears. And then it turns out I forgot the last ingredient; I forgot to add 21 grams of soul.”

“You’re an asshole, Andrew.”

“I’ve always been an asshole, Vlad. You just haven’t cared until now. I’ve paid you too generously.”

“It was never about the money. I liked working for you. I believed in your visions, your ideas.”

Kevorkian laughed. “Visions? This country stopped having visions several decades ago. All people want to do these days is to invent the new Facebook, or another stupid app that makes them rich. Soon the only factory left in the US will be the Cheesecake Factory.”

Vladimir didn’t laugh. He was used to Kevorkian making inappropriate jokes, at inappropriate times. But this was a new low. “We were supposed to be different, Andrew. We were supposed to change the world.”

“This will change the world. My world.”

“Your world? Is that your motive? Being a billionaire isn’t enough? You have to become an immortal, the next step in evolution, a God? You know that will never happen though. We can’t let an Artificial Super Intelligence develop. It doesn’t matter if you have programmed it to be friendly or not. At some stage it will be too powerful. And then, we, all of us, the entire human race, could be wiped out in an instant.”

Kevorkian just smiled. The smile that so many people outside and inside Neuralgo had found so obscenely arrogant, the smile that signalled to everybody around him that they were inferior to him.

“What’s the time?” Kevorkian asked.

“Don’t tell him. It may have some relevance for what he is planning,” a voice instructed in Vladimir’s ear. It was the voice of Ronald Kraut. He had provided Vladimir with an earpiece so that he could communicate directly during the interview.

“It doesn’t matter what the time is,” Vladimir responded.

“Oh, but it does, Vlad. Time is not what we’ve thought it was,” Kevorkian said with his arrogant smile.
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“There’s no point. He won’t change his mind,” Vladimir explained to Ronald Kraut. “I’ve worked with Andrew for the last twelve years. He is brilliant, but he can also be incredibly stubborn.”

“We’ll break him. The only question is how quickly we can do it. If the artificial intelligence is evolving, then time is of the essence. My worry is that he doesn’t actually know much. I fear that he recklessly released this thing without considering the consequences.”

“That’s not the Kevorkian I know. There is always a meaning behind whatever he does. He’s driven by logic. Now, that logic might not always be clear to outsiders, but it is always logic to Kevorkian. And that means it’s probably correct in some way.” Vladimir sighed. “So what’s going to happen to him now?”

“The military will fly him down to Guantanamo Bay in an hour. They’ve got specialists down there. If he knows anything, they will extract it from him.”

“They’re going to torture him?”

“Right now he’s a terrorist, Vladimir. He has no rights. That’s why I brought you in. All this can be avoided if we figure out a way to stop this thing. If Kevorkian is the rational man you claim he is, then he has built in a failsafe. An abort mechanism.”

“That’s the problem. Kevorkian is correct. Even if there is an abort mechanism, we can’t use it.”

“Because the artificial intelligence will consider it a threat?”

“Yes, if the program he created has reached self-awareness, then it will protect itself at all cost. It won’t let anyone destroy it. The moment we attempt to turn it off – it will fight back. I know you already know this. You brought me here in an old chopper. A chopper stripped of anything connected to the internet. This room, this entire room – there is nothing here connected to the internet. I’ve read your books. You’re afraid it is already listening in on us.”

Ronald Kraut nodded.

“So what’s the protocol? I’m guessing you, DARPA’s leading expert on artificial intelligence, have already considered this moment occurring at some stage in the future.”

“I have. Just didn’t expect it to happen for another couple of decades.”

Vladimir snorted a laugh. “What I don’t understand is how you can be so certain we are really dealing with an artificial intelligence on par with human intelligence. I can appreciate that whatever manages to breach sixty percent of our country’s computer systems is probably quite clever, but it doesn’t necessarily mean it has achieved human intelligence levels. It could just be very good at breaching firewalls, and only that.”

“This event didn’t come as a total surprise, Vladimir. I have been preparing for this day since the President attended a lecture at Harvard University two years ago. A student in the audience impromptu asked the President how he would respond if the SETI institute at one point picked up a message from outer space, and that message conveyed that a superior alien species was on its way to Earth and would be arriving within a couple of decades. The President gave a gripping response, outlining how we had to prepare for the worst, while still hoping for the best. He explained how humans historically had treated species we considered below us on the food chain, and he retold the atrocities that the Spaniards had committed when conquering America. I was present at that lecture, and I must admit the President made a compelling case when he explained that we would probably be wiped out if we didn’t prepare properly for such an event. Then the student asked how the President had prepared for the moment we invented an artificial intelligence smarter than ourselves. The entire auditorium went dead silent. I believe every single person in that room believed that the first Artificial Super Intelligence was probably just a few decades away, but no one had actually considered what would happen the moment it arrived. Neither had the President, it appeared. He was left speechless. For the first time in his life, I believe. Later that afternoon I was engaged to head up a committee tasked with developing early detection systems and responses to the first singularity event. My team devised a set of twenty traps for the first AI to come around snooping in our systems. All but one went off this morning.”

“You set up traps?”

“Turing tests. Turing tripwires. The artificial intelligence managed to convince all but one of our Turing Tripwires that it was a human being this morning. It passed the Turing tests with flying colours. It is an Artificial General Intelligence. It is equal to a human brain.”

“But wouldn’t a truly intelligent AI be smart enough to never reveal how bright it really was?”

Kraut smiled. “You would assume so. That’s why we rigged the systems with tripwires. The artificial intelligence had no clue it had been exposed until it was too late. And by then it didn’t really matter anymore. Then it was all out in the open. It had revealed its true identity.”

“So what responses did you suggest to the President?”

Kraut sighed as he pulled his hand through his hair. “You have to understand that this is uncharted territory. When we designed our set of responses we had to view the advent of the first Artificial General Intelligence as humanity’s biggest existential threat ever. Every other threat would by definition pale in comparison. They would become irrelevant.”

Vladimir nodded. He knew what Kraut meant. But he was visibly nervous for what the actual answer was. “So what did you propose?”

“We identified two trigger points. Once a runaway artificial intelligence reaches human intelligence levels, Artificial General Intelligence, then the risk becomes imminent. It’s still manageable though. We have a range of responses we can use to track it down and destroy it. And that’s where we are right now.”

“But if it senses that you are attempting to destroy it, then it will automatically become an enemy.”

“Correct. So we can only attempt to destroy it once we are one hundred percent certain that we will destroy all of it. That we know the exact location of all its copies and code.”

Vladimir nodded. “And you’re not there yet.”

Ronald Kraut smiled. “Not by a mile. We haven’t been able to find any trace of it. But we are tracking it down as we speak. We will eventually find it.”

“And the second trigger point?”

“The second trigger point is when the AI begins its journey of improving itself exponentially, when it has some sort of intelligence explosion where its intelligence becomes unrecognisable to humans.”

Vladimir knew exactly what Ronald Kraut was talking about. The intelligence explosion was the argument most AI sceptics used when they claimed we could never produce friendly AI. If an artificial intelligence could double its intelligence every so often, it would soon become as unrecognisable from its origin as we were from the first single cells we had evolved from.

“And what’s our response when the AI hits trigger point two?” Vladimir asked.

There is no response to trigger point two. When the artificial intelligence reaches trigger point two – we pray.”

Vladimir stared at Kraut. He wasn’t sure whether he was kidding or not.
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Vladimir was sitting in a sparsely decorated office. There were no windows, and it was steaming hot. He was reading Protocol Cronus, the protocol that the US Government had decided should be implemented should an Artificial General Intelligence ever be detected. The definition of an Artificial General Intelligence was pretty straightforward: it was a hypothetical machine capable of performing any intellectual task that a human being could, just as well as the human being. It was then generally believed that the first Artificial General Intelligence would eventually evolve into an Artificial Super Intelligence; a hypothetical machine with an intellectual capacity many times greater than any living human being. The author of Protocol Cronus, Ronald Kraut, had considered how humans’ intelligence levels had evolved over hundreds of thousands of years to get to the point where they were today. The human brain was one of nature’s true miracles. It was a fantastic piece of machinery. But it was also quite slow. And it evolved extremely slowly. An Artificial Super Intelligence though, would most likely be able to evolve extremely rapidly. And that was the true danger. It didn’t matter whether humans succeeded in creating friendly artificial intelligence or not. Once the AI started improving itself, once it started reprogramming itself, we would eventually lose control over it. It was inevitable. It wasn’t necessary for the artificial intelligence to hate humans, or to want to hurt us. Humans in general didn’t hate ants, yet most of us couldn’t care less if we accidentally squashed a few driving to work in the morning. Ants were considered unimportant.

And with the law of accelerating returns, a law that futurist and Director of Engineering at Google, Ray Kurzweil, had developed, it was estimated that an Artificial Super Intelligence would very quickly become so smart that we would become the ants.

We would become insignificant.

It wouldn’t matter whether humans at one stage had been the artificial intelligence’s creator. It would feel no loyalty to us.

It would be superior in every aspect.

And it would eventually replace us.

It was evolution.

 

Vladimir thought back on how Kevorkian had recruited him. Vladimir had been living outside Moscow at the time. He had been working as a programmer for a Russian security firm. He had been working late one evening when he noticed an ad on one of the hacker-forums. It had just been an innocent picture of a bug, and the adjoining text: Do you think you’re smart enough to work for us?

The ad had intrigued Vladimir. He considered himself a pretty smart guy; so he clicked on the ad. The ad had led to a math puzzle, and the answer of that puzzle to a riddle. Vladimir soon found out that many of the hackers on the forum had tried to solve the various riddles and puzzles, but no one was getting anywhere. ‘It’s a hoax,’ some had written on the forum board. ‘It’s the government attempting to set us up. Stay away,’ another one had written. But Vladimir had always liked a challenge. He kept on solving the puzzles, and for every next step the field narrowed. After two long days, he had reached a math puzzle that only one other person had solved. It took Vladimir three hours, but he finally arrived at an answer. He was expecting a ‘congratulations, you made it,’ or some other nice message. Instead the screen had turned black. Frustrated, he had acknowledged that the paranoid hackers had probably been correct. It had all been a hoax. He had walked home looking over his shoulders that night, wondering if the government was spying on him. But they hadn’t been. Nothing had happened.

Nothing had happened for three weeks.

Then, one day at work, he had been advised that there was an American waiting for him in the canteen. He had taken the elevator to the second level, where the canteen was located, and walked in to find only one other person in the room. It had been Andrew Kevorkian. That was the first time Vladimir met Kevorkian. And that was now almost twelve years ago. Kevorkian had introduced himself in perfect Russian, and he had congratulated Vladimir on solving the puzzles, before offering him a job in the US.

From that day on Kevorkian had been Vladimir’s mentor, friend and benefactor. Kevorkian had taken Vladimir under his broad wing; provided him with a visa, a job and an apartment in the US. Introduced him to new people, important people, and made him very rich in the process. He had changed Vladimir’s life in an instant – still Vladimir had a short moment ago treated him as a criminal, as a terrorist - yelling at him, accusing him of attempting to exterminate the human race.

Vladimir felt sick in the stomach.

Deep down Vladimir knew he was justified though. He had seen it in Kevorkian’s eyes. Kevorkian hadn’t accidentally let loose an artificial intelligence on the world; it had been a deliberate act. He had been planning this for months, maybe years. Whenever Vladimir and his team had made progress in their research, or been successful in solving some technical issues they had encountered, Kevorkian had somehow used those breakthroughs to help him in his quest to create an Artificial General Intelligence. He had most likely duplicated all the work they had ever done at Neuralgo. But how had he been able to do it? Vladimir couldn’t get his head around how the knowledge of copying a human brain could have been used to create an Artificial General Intelligence. Vladimir’s team had only two months earlier been successful in duplicating Kevorkian’s entire brain. It had been an extraordinary achievement, but scientists had witnessed the same pattern before. Halfway through the fifteen-year effort to map the human genome only one percent of it had been identified. The rest of the genome was collected in the project’s last seven years. Vladimir and his team had experienced an even more dramatic and exponential development when attempting to reverse-engineer the human brain. After they had invented an entirely new non-invasive scanning technique, which had allowed them to observe individual interneuronal connections forming and firing in real time inside Kevorkian’s brain, they had achieved a dramatic jump in productivity. They had in fact achieved more in the last seven months than the last nine years. But there was a huge leap from mapping a brain to making it into an operational program. Scientists had mapped the human genome several years ago, but it wasn’t like they were pumping out human clones in large scale factories. How had Kevorkian been able to make the leap?

The answer would not be found inside the building in the Nevada desert. Vladimir knew that much.

If Kevorkian had planned this event, possibly for several years, then it would be extremely difficult to find out what he had been doing if he didn’t want them to find out. He would have had ample time to hide his tracks. Vladimir had learnt something about the way Kevorkian’s mind worked solving those riddles and puzzles back in Russia though. Kevorkian’s brain didn’t work like most normal brains. It worked differently, very differently.

The secret of the human brain was in essence its ability to observe and recognise patterns. When humans stored memories in their brains, they didn’t store them as a video, sound or a picture in jpeg format. They stored them as a sequence of patterns, in an increasingly hierarchical system. This was the reason most people didn’t remember much from their drive to work every day – to most people the drive was probably just another uneventful event with a lot of familiar observations. Another boring morning, easily forgettable. But if something unexpected should happen on that drive, then there was a much higher probability that it would stick in one’s memory. If one had a crash, one would probably remember it.

Much like evolution ensured that only the strongest and most adaptable species survived, the brain continually trimmed its own connections. If some connections were rarely or never used, the neocortex would prune them away. That was the real reason that boring drive home would soon be forgotten.

Kevorkian’s brain didn’t observe and interpret patterns the same way most other brains did though. Kevorkian’s brain always noticed the patterns everyone else missed. The hidden patterns, the seemingly unimportant ones - but those patterns were the ones that so often led to breakthrough discoveries and altered our view of how the world worked.

To Kevorkian there was never a boring drive to work. He would always notice something new.

Vladimir had observed Kevorkian stumble into meetings, where a group of engineers could have been discussing a specific problem for hours, only to ask the question everyone in the room wished they had been smart enough to ask. Kevorkian would sit in on the meeting for ten minutes, always in the back, seemingly totally uninterested. Then he would pose a question or make a remark that would make the whole room go ‘ahhh’. And then he would simply get up and leave. Kevorkian was never patient enough to attend a meeting for more than ten minutes. It was part of the reason the engineers had all respected him so much, the reason they hadn’t minded him being an asshole most of the time.

If I were Kevorkian, what motive could I possibly have had for building and releasing an Artificial General Intelligence out in the world? Vladimir asked himself. He soon realised it was a pointless question though. Nobody could ever hope to understand what Kevorkian’s motive or reasoning had been.

Because nobody was like him.

How could one understand one of the most brilliant minds in the world?

One just couldn’t.

 

Kraut observed Vladimir through the window of the office. He wondered if he should have given Vladimir the full protocol. There was always a risk having people working for one without a full understanding of the situation. But Vladimir was a wild card. He hadn’t been prepped like the others on Team Cronus. Kraut couldn’t trust him like the others. He needed to be careful with what information he shared. At least for now. He looked down at the pages he had omitted from the report Vladimir was reading. Directive 32-EED was part of the updated and final version of Protocol Cronus. The directive had been implemented only three months earlier, and Kraut had never imagined that it could ever be invoked. He had suggested it merely as an alternative to stress the importance of the matter. The directive called for the detonation of several thermonuclear weapons in the Earth’s atmosphere. The blasts would function as an Electromagnetic Magnetic Pulse blast, EMP for short, and fry between ninety-five and ninety-nine percent of the electronic equipment on Earth. In an instant the world as we knew it would cease to exist. But at least it would give the generations that came after us a chance to survive.

There had been many heated discussions about Directive 32-EED before it was finally approved on the 15th of March 2015. The Vice President had argued that any thermonuclear detonation would most likely have catastrophic repercussions internationally. It was naïve to believe that the many enemies of America would sit back and watch America detonate nuclear weapons aboveground, whatever the purpose for those detonations was. ”It won’t matter,” the President had replied. ”By the time the bombs are detonated, every single nation in the world will have lost its nuclear capabilities.” ”But what right do we have to make this decision for every country in the world?” the Vice President had asked. “Countries will cease to exist. Borders won’t matter anymore. Old enemies will become allies. The moment the human race faces extinction from a common enemy, who cares what skin colour you have or what God you believe in?” the President had replied. And so it had been decided. The President had received his blessing for the directive. With the stroke of a pen he had put the fate of the entire human race into an automated response.

The moment the first Artificial General Intelligence was identified and attempted to hack the US nuclear weapons control systems, the world’s fate was sealed. It wouldn’t matter if it was friendly or not - it had to be terminated. The longer one waited, the harder it would become. If an AGI ever managed to achieve an intelligence explosion, there was only one end game – the end of the human era.

”99.99% of all species in the world have gone extinct. If history can tell us one thing it is that humans will eventually go extinct as well, it is inevitable.” The President had remarked. ”The only question is when, and who is going to replace us. With this directive we will at least set our own terms.”

Kraut had been in the other camp. He had argued that there were two possible outcomes of Artificial Super Intelligence. One: Humans would go extinct as the President claimed, or two: Humans could become immortal and conquer the universe.

Throughout history evolution had never had any reason to extend any species’ lifespan any longer than it currently was. If a bear could live long enough to raise her cubs to an age where they could fend for themselves, then that was sufficient for evolution. For humans that age was probably around thirty years. Yet we had somehow managed to extend it to well past one hundred. ‘The problem is that we think of aging like time – both keep moving, and there is nothing we can do to stop either. But why shouldn’t we be able to stop aging?’ Kraut had asked in his latest book about Singularity – The Morphing of Humans and Machines. He had been quoting Richard Feynman. Feynman had never understood the necessity of death. Like Kraut he had been a proponent for technological advancement, a believer. ‘All aging is just wear and tear of our bodies. If you replaced every part once it started to wear down, then our bodies could theoretically run forever,” Kraut had written in a scientific journal in 1970. Now he probably wished he could take back those words.

 

Vladimir placed the sealed version of the protocol he had received on the table. Protocol Cronus. Strange name, he thought. Then he started reading.

 

1 An artificial General Intelligence is identified in an American computer not connected to the internet. The President may order the destruction of the facilities. The risk of loss of life is considered non-existent.

2 An Artificial General Intelligence is identified in a computer not connected to the internet in a friendly or neutral country. The President should contact the country’s respective leaders and advise them to destroy the facilities within six hours. If not destroyed by then, the president should order a thermonuclear strike or aboveground EMP strike immediately. Risk of loss of life deemed to be great. Retribution consequences considered likely.

3 An Artificial General Intelligence is identified in a computer not connected to the internet in a country considered to be an enemy of the United States……

 

Vladimir skimmed the next couple of paragraphs before stopping at bullet point number 9.

An Artificial General Intelligence is attempting to access the Nuclear Weapons Control Systems of the United States of America. Response outlined in separate document (Directive 32-EED.)

 

What is Directive 32-EED, he wondered, before proceeding to skim the next page. The document he had received was thirty-five pages long. He had to be quick.
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It was eleven o’clock in the morning when Vladimir got the message. He knew something had happened the second he noticed Ronald Kraut’s head peeking through the open door. “Vladimir, I’ve got some bad news,” Kraut said, entering the room.

Vladimir closed the laptop he was working on and looked up at Kraut.

“Kevorkian has had a stroke,” Kraut continued.

At first Vladimir hadn’t know how to respond. The shock of the news was just overwhelming. “Is he… is he OK?” Vladimir finally stuttered.

Kraut shook his head. “I’m afraid not. It was a big one. He’s currently on life support.”

“Is he going to be OK though?” Vladimir got up from his chair.

“They’re not sure. The doctors had to put him into an induced coma. If he wakes up, he won’t be the same though. He’ll most likely have severe brain damage.”

The news was devastating. If anything defined Kevorkian it was his brain. Even if he survived the stroke, he would never be Kevorkian again. “Shit. How did it happen? I thought Kevorkian was in the shape of his life.”

“That’s what we thought too. We did an extensive medical check after we brought him in. There were no indications anything was wrong. His medical condition was good.”

“Where is he now?”

“The plane had to make an emergency landing. He is in an Army hospital, still on American soil. Unfortunately that’s all I can tell you at this stage. I don’t know where he is. That information is classified, even to me.”

“Are you kidding me?”

Kraut shook his head. “I’m afraid not.”

“Was he tortured?” Vladimir asked.

Kraut shook his head. “No. I won’t deny he would probably have been subjected to waterboarding and other interrogating techniques once he arrived at Guantanamo Bay. But he never got that far. We believe he had the stroke earlier this morning. Maybe as early as seven hours ago. When you spoke to him he was already deteriorating.”

Vladimir was in shock. It still sounded surreal to hear Kevorkian being labelled a terrorist, a Guantanamo Bay prisoner. “I don’t believe it. It’s too convenient.”

“You think someone provoked the stroke?”

“Don’t you?”

Kraut shrugged his shoulders. “Not sure. We just called up his doctor. Turns out Kevorkian has been struggling with severe migraines for quite some years. It is actually quite possible he’s had some minor strokes before, without even realising it.”

“No, that’s not possible.” Vladimir shook his head in disbelief. “We have scanned his brain a million times at Neuralgo. There has never been any sign of strokes. And I’ve known him for twelve years. He’s never once complained about headaches.”

“Hmmf.” Kraut scratched his chin. “That’s odd. What’s even odder is that there was no mention of the headaches in the softcopy of his medical files. Only in the hardcopies.”

“Which we didn’t have access to at Neuralgo,” Vladimir said, realising that Kevorkian’s deception must have started years earlier.

“Correct.”

Vladimir leant against the desk for support. “At least that rules out the artificial intelligence having made the amendments. It must have been done a long time before the artificial intelligence was created.”

Kraut nodded. His first fear had also been that the artificial intelligence could be involved. “Where does that leave us then? Why would Kevorkian deliberately hide the fact that he has been suffering from headaches?”

Vladimir shook his head. “Neuralgo’s investors. They would never have allowed us to study Kevorkian’s brain if they knew something could be wrong.”

Kraut nodded.

“He would have to have had help amending the medical records though,” Vladimir said.

“Most likely. An inside job you think?”

Vladimir shrugged his shoulders. “I don’t know.”

Kraut moved towards the door. “I don’t think we should spend much time entertaining conspiracy theories though. Kevorkian has as good as admitted that he released the AGI. We traced the origin of the singularity event back to his text message. All the evidence is there if we look. Kevorkian was behind this.”

Vladimir nodded. “I don’t dispute that. But what if he didn’t act alone? What if there are more people involved? Don’t you think it is convenient that he has a stroke now, just when he is about to get interrogated? If someone knew he had a weakness, they could easily have provoked the stroke. There are ways.”

“That means someone inside the government. Only a very select group of people were aware that we had Kevorkian in our custody.”

“They may not have planned for him to have the stroke on the plane.”

“You think someone planned for him to have a stroke if he was ever pushed too hard, if he was waterboarded?” Kraut asked.

Vladimir shrugged his shoulders. “It’s plausible, just as plausible as Kevorkian amending the file.”

“Hmmf. The thought has occurred to me too. The scale of this is just too big for any one man to be behind it. He must have had help from people in high places.”

“Can you look into it?”

“As we speak I have a team tracking down every person who has ever spoken to Kevorkian. All that money he stole has to have ended up somewhere. Once we find out where, we will be one step closer to understanding what he has done.”

Vladimir cradled his head in his palms. He had a throbbing headache too. He had just been informed that his best friend, his long-time boss and benefactor, had suffered a stroke on the way to Guantanamo Bay. Quite possibly he had actually had the stroke before Vladimir interviewed him. He had been sitting there right in front of Vladimir, and hadn’t revealed a thing.  Why had he never told Vladimir about the headaches? And who was Andrew Kevorkian really? At that point in time Vladimir knew he had to question every single word Kevorkian had ever uttered. It was impossible to know when Kevorkian’s deception had started.

Vladimir sat back down in the chair. Was it the fear of what was going to happen to him at Guantanamo Bay that had triggered the stroke? Vladimir knew he would probably never get to know the answer to that question.

Kevorkian had done something unthinkable.

He had deceived everyone who had ever put trust in him. And for what? That was the question. Why had he done it?

Vladimir was almost surprised he didn’t feel more empathy for Kevorkian lying alone in a hospital bed somewhere. Incapacitated - a vegetable who would never again be the same. What he instead felt was anger, pure anger.

Anger for Kevorkian’s incredible selfishness.

And for the first time that day Vladimir felt scared, truly scared.

If Ronald Kraut was correct, if Kevorkian, or someone else, had amended Kevorkian’s medical records, then Kraut and the government were in deep trouble. Vladimir had hoped that Kevorkian would eventually come to his senses. That the gravity of what he had done would sink in once he put on an orange jumpsuit and joined the enemies of the United States at Guantanamo Bay. Kevorkian wasn’t a terrorist. He had always been a patriot. America had been good to him. The world had been good to him.

So why on Earth would he want to destroy the world?

It just didn’t make any sense.

“How are you doing by the way? Are you making any progress?” Ronald Kraut asked.

Vladimir shook his head. “I don’t think we will find the answer here,” he replied. “That would be too easy.”

“So what’s your suggestion? Remember, right now you’ve got the resources of the entire US Army at your disposal. If you want something I can probably get it.”

“I need you to get me Sarah Kevorkian. I need you to get her here immediately. And I need a whiteboard.”
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Vladimir was standing in front of the large whiteboard. It was as empty as the one in his office had been earlier that day. He had to clear his mind, start from scratch. Whatever Vladimir found logical might not be logical to Kevorkian.

“What’s the goal of the AI? That’s the question. If we find out what it wants to achieve, then we will at least have a chance of understanding it,” Ronald Kraut said.

Vladimir nodded, writing the question on the whiteboard. “I agree. Kevorkian told me that it would shut down by itself once it had achieved its goal. The problem is that there is no guarantee that will ever happen. If the AI turns self-aware, then there is a risk it will want to self-preserve; it won’t just commit suicide because its creator told it to do so.”

“Its creator almost committed suicide.”

“We don’t know that yet. But that’s my biggest worry. If Kevorkian thought this experiment, or whatever it is, was more important than his own life, then there is a risk he could have harboured the same disregard for other people’s lives.”

“You mean like a doomsday scenario?”

“Yes. Once the Artificial General Intelligence is strong enough, once it has infiltrated every single electronic device connected to the internet, then it could very well decide to do what your team of experts probably fear. It could come up with biological weapons capable of targeting humans. It could access power grids and traffic lights causing deadly accidents around the world. If it wanted to it could quite easily wipe out most of the human race in a day, and it would probably thrive and prosper doing it.”

“So you believe its long term goal would be to maximise infiltration, and then start attacking humans?”

Vladimir stopped. He remained staring at the whiteboard for a few seconds. He had only written one single sentence: What is the AI’s goal????

“Damn it,” he said.

“What is it?”

“He tricked me. Kevorkian tricked me.”

“How?”

“There is no goal. Kevorkian only told me that to throw me off on the wrong trail.”

“What do you mean?”

“Don’t you see? We have assumed Kevorkian designed a goal-oriented system. Because that’s how computer systems are normally designed. But Kevorkian always claimed goals were for losers. He said, ‘winners run their lives by systems, by identifying patterns – just like the brain does.’ Kevorkian hasn’t designed a traditional goal-oriented system. He’s designed a pattern-oriented system. It’s looking for patterns.”

Vladimir’s line of reasoning was interrupted by the door bursting open. “Sir, you need to come. It’s on again,” the soldier in the doorway said.

Both Kraut and Vladimir bolted out the door. When they arrived in the operation room Vladimir realised the scope of the attacks. The many computer screens in the room were lit up like miniature Christmas trees. Green dots kept pulsating on various maps covering the United States and most of the western world.

“What do the green dots represent?” Vladimir asked.

“They represent breaches.”

“And why are they pulsing?”

“We don’t know yet. It was the same with the first two attacks. The systems are being breached over and over. It comes in waves.”

“So it uses a new method to breach the system every time?”

“That’s correct.”

“It’s learning. It’s learning how to breach the systems in order to improve, in order to get better, in order to get smarter.”

“What does that mean?” the soldier asked.

“Which systems haven’t been breached yet?” Vladimir asked.

“Exactly,” Kraut responded.
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Andrew Kevorkian had never been your normal run of the mill Silicon Valley entrepreneur. It was often said about successful people that they could have been successful in whatever ventures they decided to immerse themselves in. But that statement was simply untrue. Succeeding in Silicon Valley didn’t just require smarts. It wasn’t enough to come up with a brilliant idea or be excellent at execution. It was the timing that was the most crucial element. There were numerous examples of brilliant people coming up with revolutionary ideas and companies, only to see their creations fold before they got a chance to prove themselves. Kevorkian was fond of saying that he tried to anticipate where technology would be in fifteen years, and then he would start working on ideas that would fit into that future technology-regime. There was no point developing something that was too futuristic, or too backwards.

It had to be realistic.

He had started to work on Neuralgo only a short year after his son, Kevin, had disappeared. Kevorkian’s marriage had fallen apart and he needed something with which to distract his mind. He was wealthy, very wealthy, so in the beginning he didn’t need to bring in outside investors. He funded the first five years of research out of his own pocket. If it hadn’t been for the global financial crisis in 2008 he might never have taken in external investors. But in the end he had to. His reluctance to spread his risk, to diversify his investments, got the better of him. TrakTek, the company he had founded in 1995, eventually ran into cash flow problems and the stock price plummeted. Suddenly Kevorkian couldn’t just sell off shares to fund his new venture. He needed to raise outside money. Lots of it. That was never any real problem though. Investors had been drooling over the prospect of investing in Kevorkian’s latest adventure since he started it. Little was publically known about what Neuralgo really did though. For a long time it had been enjoying the fruits of being a private company, wholly controlled by one single shareholder. Accountable to no one. A company in true stealth mode.

Once it raised hundreds of millions from some of the most prestigious VC companies in the Valley, the cat was out of the bag though. Neuralgo was attempting to cure death. It was attempting to come up with a solution to stop aging. There were other players on the field as well. Google’s Sergey Brin and Larry Page had backed Calico, a company that attempted to do something similar, to the tune of hundreds of millions of dollars. Famous PayPal co-founder and early Facebook backer, Peter Thiel, was backing another competitor. But none of those companies had been in the game as long as Neuralgo. Neuralgo had years on them. To further complicate the situation, the companies all had very different approaches. This was probably the reason Kevorkian had decided to keep Neuralgo away from the Valley in the first place. Clever engineers in the Valley were constantly harassed by recruiters and new start-ups offering them ridiculous pay packets and transfer fees if they were willing to jump ship and change jobs. It was different in Las Vegas. Kevorkian’s senior engineers weren’t distracted by this continuous poaching, and they seldom spoke to anyone outside Neuralgo about what they were doing during business hours. If you thought Apple was secretive, you hadn’t been to Neuralgo. It was Fort Knox and the CIA, sprinkled with a dash of North Korea. And it worked amazingly well. Neuralgo had hardly experienced any leaks in the decade or so they had been developing their technology.

And that was part of the problem. Not many people actually knew how far Neuralgo had come in their research when the story broke, what breakthroughs they had made.

If people had known, they might have been worried sooner.

 

Ronald Kraut and Vladimir sat down in the meeting room. Kraut was as pale as a ghost.

“There is something I need to tell you, Vladimir,” he said. “Something important.”

Vladimir nodded. “What is it?” He couldn’t really envision the situation getting much worse.

“Protocol Cronus, there is more in the protocol than what you’ve read.”

“What do you mean more? Has something been omitted from the copy I got?”

Ronald sighed. “You got an early version.”

Vladimir looked confusedly at Kraut. “So? Can I get the new version?”

Kraut shook his head. “Not yet.”

“What’s different?”

Kraut sighed. “There have been some updates.”

“What? What’s changed?” Vladimir asked.

“Let’s just say that I hope the artificial intelligence stays away from our nuclear control systems,” Kraut said cryptically.

Vladimir raised his left eyebrow. Kraut seemed to want to get something off his chest. That much was clear. “What will happen if it attempts to hack the nuclear control systems? Has it got something to do with Directive EED-32? There was nothing about it in the protocol.”

Ronald dragged his palms across his face. He blinked twice. His eyes red as dawn. “Nothing good. Nothing good will happen.”

“Nothing good? You have to tell me more than that, Kraut.”

“I will. Just not right now. The important thing now is to figure out a way to stop this thing.” Kraut had changed his mind. He decided he needed to wait to share the information.

“If you want me to help stop it, you need to tell me everything.”

Kraut took a deep breath, before clutching his chest.

“Are you OK?” Vladimir asked.

Kraut nodded. “Just a bit of indigestion. And, trust me, Vladimir. I will tell you everything. Just be patient.”
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The mood in the room was solemn when Sarah Kevorkian entered through the reinforced steel door. She was one of those women who could light up an entire room. If Andrew Kevorkian had possessed a magnetic personality, Sarah would be the other pole of that magnet. She had always been deeply attracted to Kevorkian, but she had also despised most of the people he had surrounded himself with. And she had always done her best to push them away. Vladimir had been one of the few exceptions.

“Hi, Sarah,” Vladimir greeted Kevorkian’s ex-wife.

She just nodded coldly, barely acknowledging his presence. The time they had greeted each other with a warm hug and a kiss on the cheek was long gone. That’s what usually happened following divorces though: People picked sides, and there would always be this unspoken suspicion from each of the former spouses on which story their respective friends had been told. Sarah, for example, was fairly certain Vladimir had only been told Kevorkian’s side of the breakup. How Sarah had insisted on moving on with her life, how she had almost demanded a new child. But Vladimir had never actually heard that story. Not from Kevorkian. Kevorkian had never spoken ill about his ex-wife. Not once. ”She wants to handle it differently than I,” he had said. ”She wants to move on. But I can’t.” There had been no anger in Kevorkian’s voice. He was a logical person, and he understood that living together wouldn’t work when they had such different views on how to handle the grief. So Kevorkian had taken the only logical next step; he had applied for a divorce, citing ‘irreconcilable differences.’ Vladimir was certain Kevorkian had never stopped loving Sarah though. And that was the reason he needed to speak to her. Vladimir couldn’t possibly envision Kevorkian unleashing some sort of doomsday weapon upon the world if it meant risking Sarah getting hurt.

He would never have wanted to hurt Sarah.

 

“Are you sick, Sarah?” Vladimir asked.

“Excuse me,” Sarah Kevorkian replied. “What sort of question is that?”

“I’m sorry. I’ll explain later. But right now I need to know if you’re sick, Sarah. If you have any sort of terminal illness, and if so, if Andrew knew about it.”

“I don’t have any terminal illness, thank you very much. What the hell is going on, Vladimir? I’ve been dragged out here. No explanations. And you ask me if I have a terminal illness? What is going on? Is this about Andrew? Of course it is. What has he done now?”

“Andrew has had a stroke, Sarah. I’m sorry.”

Sarah suddenly felt lightheaded. A slight tingle ran down her arms before ending up in her fingertips. “Is he OK?” she asked, the combination of the shocking message and skipping breakfast threatening to make her pass out.

Vladimir shook his head. “It’s not good. He is on life support. He may not make it through the week.”

Sarah stumbled over to one of the plastic chairs in the room. Vladimir just managed to pull it out before she almost collapsed onto it.

“Where is he? I want to see him.”

“I don’t know where he is.”

“Is this a joke?”

“Andrew is in a secret hospital run by the military. He’s getting the best treatment possible. But his exact location is classified. I don’t know where he is either.”

“What is this? What’s going on, Vladimir? You’re telling me Andrew may die, and still I’m not allowed to see him?”

Vladimir put a hand on her shoulder. “I’m sorry, Sarah.”

Sarah wiped a tear away from her cheek. “I have never even considered the thought that Andrew could ever die you know. When he told me he was going to cure death I actually believed him. I thought he was going to do it. I thought he was going to cure death.”

Vladimir smiled. “So did I, Sarah, so did I.”

Sarah looked up at Vladimir. “So why am I here if I can’t see him? And why did you ask me if I was sick?”

Vladimir sighed before sitting down in the chair next to Sarah. “Andrew might actually have succeeded. He might actually have cured death.”

 

It took a few minutes before the gravity of the situation hit Sarah. But when it did - it hit hard. Her ex-husband had created an artificial intelligence, a copy of his own brain, and unleashed it into the physical world. This creation had breached and infiltrated multiple computer systems across the world. No one really knew the real extent of the threat yet, because they had only been able to observe the artificial intelligence when it breached the various computer systems. They hadn’t been able to observe what it really was or how it worked. The fact of the matter was that even though the US Defense Forces had put their best people on the case, they were only allowed to see what the artificial intelligence allowed them to see. To witness the incredible speed it possessed when it launched its attacks, to witness its brilliance when it hacked through the most advanced firewalls and security systems in the world like it was child’s play.

Once the attacks were over, though, the artificial intelligence simply slipped away, it disappeared, vanished.

It vanished into empty cyberspace, and it left no traces that it had ever been anywhere.

This behaviour surprised the experts from DARPA and the government. They had expected the first human level artificial intelligence to make multiple copies of itself, and to then hide these copies in the cloud and various computer systems across the world - everything to ensure that no one could ever exterminate it. But the artificial intelligence Kevorkian had created did nothing as expected.

Everything it did was unpredictable.

Its behaviour was erratic and random.

It was the most beautiful thing Vladimir had ever seen.

“Why did he create it?” Sarah asked.

“I was hoping you could help me answer that question,” Vladimir responded.

 

Sarah Kevorkian recalled her last conversation with her ex-husband. It had only been a week earlier, on May 25th, and Kevorkian had seemed to be his usual self. They had met up for a coffee in Los Angeles, and Sarah had updated Kevorkian about how her new life was going, and how she was coping with being a mum again. She had given birth to a pair of twin girls the previous fall, after struggling to get pregnant with her new husband, an investment banker, for years. They were now divorced as well, but at last he had given her the kids she had wanted before they parted ways. Kevorkian had seemed genuinely happy for her when they met up, and she had agreed that he would get a chance to meet her new kids quite soon.

“So there was nothing odd about his behaviour?” Vladimir asked.

“You tell me,” Sarah replied. “Did he act any differently in the office last week?”

Vladimir stared at the floor. She was right. Vladimir had spent countless hours with Kevorkian in the office over the last month or so, but he hadn’t noticed anything odd. Kevorkian had been Kevorkian; Brilliant.

Impatient.

Unpredictable.

“No, he didn’t,” Vladimir replied.

“I’ve got one question, though,” Sarah said.

“Yes?”

“Why are you here? Why is it that you are asking me these questions?”

Vladimir shrugged his shoulders. “I don’t know. They wanted someone who knew Andrew. Someone who knew him well. I have known him for more than twelve years.”

“You’re not an American citizen, Vladimir. You’re Russian. You have worked with Andrew on this brain project for what? The last ten years. And then it turns out he has tricked you all along. Of all the competent people in Neuralgo, why would the government pick you? Why would they tell you military secrets, secrets of national importance? Don’t you think that’s odd?”

Vladimir hadn’t considered the dilemma before then. When Ronald Kraut had explained they needed the one person who knew Kevorkian the best, Vladimir had instantly known he was that person. He hadn’t considered him not being an American as an issue. For the last twelve years he had considered himself as American as anyone.

“No, I don’t think so,” Vladimir replied.

“Well, then you’re not as smart as I thought you were,” Sarah said.
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“Why did you pick me?” Vladimir asked.

“You know why,” Kraut replied.

“I really don’t. So please enlighten me.”

“I know who you are, Vladimir. I know you’re an agent. I have known for some time.”

Vladimir wasn’t sure what shocked him the most when Kraut said he believed Vladimir was an agent. The casual tone it was said in, or the fact that Kraut and the government actually believed he was an agent. Regardless, the result was that Vladimir felt his entire world come crashing down around him in an instant. Kraut believed Vladimir was an agent for the SVR, that he was a spy. How could Kraut possibly believe that? And for how long had he believed it? Or did he actually believe it at all? Maybe this whole thing was just an elaborate setup to make Vladimir incriminate himself?

“We have you on tape,” Kraut said. “The meeting you had with Grosevski, the night before flying to the US with Kevorkian in 2003.”

Ronald Kraut placed his mobile phone on the desk in front of Vladimir, located the audio player, and pressed the play button.

“That recording means nothing. I just said what I had to say to get out of the country,” Vladimir explained, after having listened to the first ten seconds of the recording. He remembered the conversation by heart. Before he had flown to the US he had been approached by a government official from Kremlin. The government official had shown Vladimir a picture of Vladimir’s family, and told him to report back to Russia if one of Kevorkian’s businesses ever achieved any major technological breakthroughs.

“Did you ever report back?” Kraut asked.

“No. Never,” Vladimir said, his entire body shaking.

“Not even when you spoke to your brother three months ago?”

Vladimir’s face instantly went pale. “But that…. that was my brother. I didn’t mean to… I didn’t mean to.”

“I know. I’ve listened to the conversation. And I believe you, Vladimir. Still, it is probably sufficient to get you convicted as a spy. Thirty years in prison. Minimum.”

Vladimir didn’t reply. Instead he threw his arms across the chest and curled his lips. Every instinct in his body told him to keep his mouth shut, to not say another world until he got a lawyer. “What do you want from me?” he still asked, after only a few seconds of uncomfortable silence.

“What has just transpired isn’t just going to be an American problem, Vladimir. If and when this escalates we need someone who can communicate our concerns to the Russian government, someone with credibility.”

“You want me to be the go-between? You want me to be the one to tell the Kremlin that an American artificial intelligence has become unstoppable?”

“If it comes to that, and it’s still only an if at this stage. But yes, we want you to inform the Russian Government that we have to shut down our defense system. We want you to be the one to explain that there is no other way, and that they should probably do the same. Hopefully we will avoid this situation. But if we don’t, you might be the only person who can stop us from exterminating ourselves in our attempt to save humanity.”

“They will never believe me.”

“Maybe not, but at the moment you are our best bet. So let’s just pray it will never get that far.”

Vladimir closed his eyes. Americans: They always resorted to praying when things got tough.

The problem was that there was quite possibly a new God in the equation. If Kevorkian had truly been successful in creating the first Artificial General Intelligence, then it wouldn’t take long before it would achieve God-like powers. And this God, this God would probably be just as cruel and unjust as the ones most people prayed to. To the first Artificial Super Intelligence, humans would be insignificant, insignificant and an annoyance. Just like cockroaches were an annoyance and a vermin in our kitchens, humans were a vermin on Earth. Up until now we’d had no natural enemies, none that were superior to us anyway, and no one who could stand up against us when we polluted and populated like there was no tomorrow.

We were like the agent says in the Matrix movie ‘a virus,’ a virus that would eventually compete with the Artificial Super Intelligence for the Earth’s resources. And the Artificial Super Intelligence would need lots of resources. It was a machine. It would need to keep cool as it rapidly created copies and incremental improvements of itself.

There was only one end game.

Eventually it would have to deal with the human problem.

It probably wouldn’t exterminate the human race.

We didn’t exterminate other species just because we used the same resources.

But it would have to decimate the population.

Make it controllable.

Sustainable.

And the best ways to do that: Start World War III, create a deadly flu, or simply wipe us out through some method we didn’t even have the mental capacity to understand yet.

The only other option it had was to leave Earth and let the humans eventually exterminate themselves.

But that option was the least likely to happen. It would be a lot easier to deal with the human problem head on.

It wasn’t like humans uprooted everything and moved to another country if they got bogged down by a few insects.

Humans dealt with the problem.

And just the same, the AI would deal with us.

 

“What happens to Sarah?” Vladimir asked.

“Nothing,” Kraut replied. “She will have to stay here until the situation is resolved though. Nobody leaves these premises. No exceptions.”

“Fair enough. And that means I will have access to her if I need it?”

“Yes, you will. You will also have access to the rest of the team in a couple of hours. I’ve assembled a team of experts who will assist us in shutting down the AI before it reaches the next levels of intelligence.”

“What experts? I would prefer to have some of my colleagues from Neuralgo here. They are the best in the industry on artificial intelligence.”

“There won’t be any other AI experts on the team. You and I are it. Studies have shown that people with varied backgrounds have a higher likelihood of solving unprecedented problems. So our team, Team Cronus, will consist of people with varied backgrounds. They have all been pre-selected on the basis of Protocol Cronus.”

“You’ve got to be kidding me. This isn’t some teambuilding exercise, Kraut. If you want us to have any realistic chance at all of shutting this thing down, then we need to have access to the best people. That means Neuralgo guys.”

“We have already been assigned the best people – as chosen by Protocol Cronus.”

Vladimir looked away. He knew it was a big mistake. But there was nothing he could do.
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Team Cronus had been pre-selected by the author of Protocol Cronus, Ronald Kraut, back in 2013. The list hadn’t included any names. It had just stated:

 

The most prominent scientists or experts in the following fields:

-Nanotechnology.

-Artificial Intelligence.

-Psychology.

-Computer security (hacking).

 

And that was it; a team of four. There had of course been more detailed instructions on how to deem who the current top experts in those fields were, and the list of prospective names had to be updated bi-annually. But the protocol left a lot open to personal interpretation. The military could be one of the most bureaucratic organisations in the world during peace time. In war time it had to be flexible though, it had to be fiercely adaptable. And so it had been decided that if Protocol Cronus was ever invoked, Team Cronus had to have the most flexible structure of any military organisation. Decisions would have to be made on the fly, and there would have to be a minimum of command chains.

This principle was even applied when it came to the selection process of team members. If there wasn’t enough time to get the most prominent Psychologist on the team, the protocol clearly stated that Kraut could choose the next candidate on the list. It was how Vladimir had been selected.

Vladimir had been the third choice on the Experts on Artificial Intelligence List, but he had been bumped up to number one by Kraut. The tipping point had been Vladimir’s Russian background and his executive position at Neuralgo. Kraut had never believed Vladimir was an agent, but he had always known it could become a good negotiation card if the situation ever required it.

The two other candidates, the psychologist and the computer expert, had both been Protocol Cronus’ first choices. Kraut had worked with them for more than a year and a half already. They had both been on DARPA’s payroll as informal advisors for the last twelve months. Kraut had wanted to learn whether he could trust them if it ever became necessary to call them in. Not that he had ever expected it to happen.

Kraut himself was the leading expert on nanotechnology. There was no one disputing that fact.

 

“So you’re the author of Protocol Cronus? You’re the one who has made all these decisions?” Vladimir asked, staring at Kraut. For a second Kraut seemed to hesitate. Vladimir had been to several presentations where Kraut had been the keynote speaker. Without exception Vladimir had been blown away by the confidence that Kraut emitted from the stage. Kraut could be delivering bold predictions for the development of nanotechnology or artificial intelligence for the next twenty, thirty or fifty years. And he would be backing up his predictions with perfectly sound arguments. Any critical questions would be shot down by a witty remark or Kraut’s uncanny ability to point out obvious flaws in his opponents’ arguments. There was a good reason Kraut had been the undisputed authority on artificial intelligence for as long as Vladimir could remember.

And still he had been way off with his predictions.

In Kraut’s latest book, The Morphing of Humans and Machines – The Next Logical Step in Evolution, Kraut had made the predictions that humans would be able to create a digital copy of a human brain in 2020, and that we would be able to create the first artificial intelligence on par with a human brain (AGI) in 2032. Then Artificial Super Intelligence (ASI) would quickly follow in 2033. The book had been published in early 2013, only two years ago, and at the time every single one of those predictions had been considered extremely bold and optimistic.

Now Kraut had already missed on two of the predictions.

On the 18th of April 2015, Neuralgo had mapped the last neural connection of Andrew Kevorkian’s brain. Two short months later the first Artificial General Intelligence had been released into the physical world by Andrew Kevorkian. The only question remaining was how far off Kevorkian would be on his prediction for the first Artificial Super Intelligence. Would it take an artificial intelligence, on par with a human brain, twelve months to become ridiculously smarter? Or would there be an almost immediate intelligence explosion? Would the artificial intelligence be capable of making smarter and smarter versions of itself a lot faster than Kraut had assumed?

“I fucked up, OK?” Kraut said. “I didn’t see this coming. I thought I would have more time to come up with a proper response before we ended up in a situation like this.”

“You wanted to scare them didn’t you?”

Kraut sighed as he sat down in a chair. “Somebody had to. For a decade and a half I’ve been asking myself the question: Why doesn’t everybody talk about this? Why doesn’t everybody see what I see? And then I got this perfect opportunity. The President of the United States coming to my university. Coming to my domain. You should have seen him. It was priceless. The President was scared shitless when he got that question from my student. How could I let that opportunity pass?”

“But you’ve been the leading authority on this subject for decades. I’ve read all your books, and I’ve attended some of your presentations. Not once have I ever heard you speak publically about the dangers of developing artificial intelligence. It has always only been about the positives – the opportunities.”

Kraut let out a soft laugh. It almost sounded like a cough. “You know how big this industry is. Artificial intelligence powers everything from our financial industry to the stock levels in our local grocery stores. I’ve had to cultivate a public appearance over two decades so that I would be in a position to influence things before it got too bad. I thought I would have more time though.”

“You’ve been talking up the positives all these years just to get on the advisory board for Protocol Cronus?” Vladimir asked, not believing what he was hearing.

Kraut smiled. “Imagine the President’s surprise when Ronald Kraut, the biggest supporter of the development of artificial intelligence technology in the world, put the report on his desk. It wasn’t fair. I put him in a squeeze. In fact, I gave him no way out. I told him what could happen the day we invented the first Artificial General Intelligence. I told him it would most likely be our last invention.”

“Cronus. It’s the Latin word for Cronos isn’t it? The God of Time. You wanted to stress the point that we were running out of time.”

“No.” Kraut shook his head. “The Latin word for time is Chronus, with an h. I named the protocol after the ancient titan Cronus, the youngest of the first generation of Titans. Driven by envy Cronus castrated and killed his own father.”

Vladimir sighed. “Let’s hope it doesn’t come to that.”
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They looked like an odd group of people, Team Cronus, where they sat in the canteen being briefed by Ronald Kraut. The soldiers standing guard by the door were clean shaven, their uniforms pressed. Vladimir sported a two-day beard and solid black rings encircled his eyes. He was wearing a green T-shirt, that read ‘Got Wood’, and his shorts looked like they could need a wash. The psychologist, Mike Hanna, had been picked up from his holiday condo in Hawaii. He had a slightly sunburnt face, and his ginger hair was covered by a New York Knicks baseball cap. He coughed constantly, having picked up a cold on the flight to his holiday a couple of days earlier. The only one who looked somewhat professional was the hacker, or computer expert, Amanda Grieves. She was a stunning petite blonde, with her hair set up in a ponytail. She had apparently been preparing to attend her brother’s wedding when the Army had arrived on her doorstep. She wasn’t happy to be there. Neither was the psychologist.

“So now you have the basic rundown of what we’re looking at,” Ronald Kraut said, rounding off his presentation.

“The possible extinction of the human race? That’s what we’re looking at?” Amanda asked. She didn’t seem too impressed, she didn’t seem like she was buying it.

“If this is the case I would prefer to be with my family,” the psychologist, Mike Hanna, said.

“Extinction is the worst case scenario. We can still stop this,” Kraut replied.

“How? If what you say is true, then how on Earth are we going to be able to stop this thing? I don’t want my family to be stuck in Hawaii, alone, if this thing escalates.”

Ronald Kraut stared at the psychologist, unimpressed. “I’ll arrange for an evacuation of your family to a holding centre here in Vegas. They can be held there until the situation is resolved.”

“What if it isn’t resolved?”

“It will be resolved. One way or another. But at least you’ll have your family close. That’s the best I can do, Mike. Even if you don’t want to be on the Cronus Team, you can’t leave this place. All of you are now in quarantine. There will be no communication with the outside. Everything passes through me.”

Mike Hanna nodded. He understood there was no point in arguing. At least he would have his family in the same state if things went bad.

“Have you tried to communicate with it?” Amanda asked.

Ronald Kraut shook his head. “Not yet. We wanted to get a better understanding of what we’re dealing with before we attempted that.”

“And it hasn’t tried to communicate with us?”

“No, and even if it does we can’t trust anything it says. Just think of the AI Box problem.”

“The AI Box problem?” Mike, the psychologist asked.

Kraut sighed. “Why don’t you explain,” he said to Vladimir, before leaving the room.

Vladimir stood up and walked over to the whiteboard. “The AI box was an informal experiment, conducted by a guy named Eliezer Yudkowsky,” he said, drawing a square box on the whiteboard. “I’m not sure how authentic this experiment really is, as Yudkowsky has refused to release certain details about the experiment itself. But essentially the conclusion is that we can never trust anything smarter than ourselves. Yudkowsky set up an experiment where a hypothetical Artificial General Intelligence and a real human were only allowed to communicate through text-based messages. The artificial intelligence is locked inside a box and its sole goal is to convince the human to set it free, to let it roam loose on the internet. Now we all know the danger of that, so the human should have every incentive to never let the AI out of the box. In the absence of an artificial intelligence, with human level intelligence, Yudkowsky substituted the AGI with a person. The remarkable result of the experiment was that the ‘AI’ managed to trick the gatekeeper into setting it free several times, solely through its text-based argumentation. And when you think about it, it is really not that surprising. Imagine what an Artificial Super Intelligence could promise you; technical innovations that could cure cancer, the end to world hunger, even immortality. It would almost be like negotiating with God. And who wouldn’t be thrown off by that sort of power balance? Our artificial intelligence is already out there, so there is no need for it to trick us into releasing it onto the internet. But it may have agendas we don’t understand yet. Things it needs to acquire to be able to achieve an intelligence explosion for example.

“The reality is that we are used to negotiating with other people, other humans. We have no way of understanding the possible motivations of a super-smart artificial intelligence. If a human, pretending to be an artificial intelligence, is able to convince another human to let him out of the box,” Vladimir said, pointing at the square box he had just drawn. “Then a real Artificial Super Intelligence will probably be able to convince us to do anything it wants. Including setting ourselves up for our own destruction,” Vladimir said, crossing out the box on the whiteboard.

“Are you saying there is no point negotiating with it?” Mike Hanna asked.

Vladimir shook his head. “I’m not. But I think we should be glad it hasn’t tried to communicate with us. The moment it does, we have to be very careful. At the moment it is not stuck inside a box. But it also sort of is. It is stuck inside a million small boxes. And none of them have opposable thumbs or legs to run on. It is limited by its confines.”

“Wouldn’t some of the robots have tools it could use?” Mike Hanna asked.

Vladimir smiled. “That’s correct. And it’s a worry. So are 3D printers and a range of other things out there. But we shouldn’t underestimate the complexity required to operate a human body. It’s easy to build a computer that can do a million calculations per second. It is very hard to build one that can walk, talk and observe the world around it like a human.”

“But that’s what it can. If it has human level intelligence then it should be able to do all those things. Easily.”

“Not necessarily. It would have to build the equipment to do those things. Right now it is still trapped inside boxes. It is a curious little toddler trapped inside boxes. Boxes we have made. Boxes that will restrict what it can do and can’t. To be truly free it will have to create its own tools, its own creations. And then, then it will be truly dangerous.”

“Nanotechnology,” Amanda said.

Vladimir nodded. “And robotics. And a range of other stuff.”
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Vladimir rested his temple against the steel door to Sarah Kevorkian’s room. He let out a big breath before knocking on the door, twice.

“Who is it?” Sarah asked.

“It’s just me,” Vladimir replied.

“Come in.”

Vladimir opened the door, and walked inside. Sarah was sitting on her bed. She was wearing a pair of acid-washed jeans and a green Army sweater.

“Why did you get me out here?” she asked.

Vladimir walked over to the basic metal desk in the corner of the room. He pulled out the chair and sat down. “Because right now, this is the safest place on Earth.”

Sarah closed her eyes. “I’ve just been through another marriage breakup, Vladimir. I’ve got kids now.”

“I know.”

“Then why?”

“I wanted to see you. Is that so wrong?”

“So you take me away from my kids?”

“Did Andrew ever find out about us?” Vladimir asked.

Sarah shook her head. “No. He was always too focused on his work to pay attention to my life. And why should he have cared anyway? We divorced.”

“You know why. He still loved you. He never stopped.”

“He always loved his job more.”

“Is that what you think? I think that this whole thing, this whole artificial intelligence that he has created is about you, I think it is about you and Kevin.”

“Kevin and me? What on Earth makes you say that?”

“Think about it. It is the tenth anniversary of Kevin’s abduction tomorrow. Andrew started Neuralgo less than a year after the abduction. I know Andrew, I know him better than anyone. And I’m starting to think he didn’t want to cure death at all. Andrew had no wish to become an immortal. Every day alive was hell for Andrew. He wanted to end it.”

“He told you that?”

Vladimir nodded. “He told me he had attempted to take his life earlier this year. He just couldn’t bring himself to go through with it. Didn’t have the balls, he said.”

“And you didn’t think to get him help?”

Vladimir shrugged his shoulders. “No, I thought he was just having one of those moments. You know how he was, always bored unless something was happening.”

Sarah rolled her eyes. “I know. I was married to him for fifteen years. I loved him dearly, but it was hard work being married to him. He never seemed to appreciate life. Always in a rush. Chasing the next big thing.”

Vladimir locked eyes with Sarah. “What if there was no next big thing? What if he realised that he couldn’t possibly trump having copied the entire human brain?”

“So instead of celebrating his biggest achievement in life, he goes on and creates a doomsday weapon? An artificial intelligence that could potentially lead to the extinction of the human race? No way. Andrew might have seemed crazy at times. But there isn’t a bad bone in his body. He would never do something like that.”

“People do it all the time, Sarah. They can’t bear the thought that their loved ones will live on, and instead of just offing themselves, they kill off their entire family in the absurd belief that they’re doing them a favour – that it will spare them the humiliation.”

“Andrew would never have done something like that.”

“He had lost his child, Sarah. He had lost Kevin, the most important person in his life.”

“That happened a long time ago, Vladimir.”

Vladimir leant in closer, whispering now. “That’s the thing. Andrew never forgot. Two weeks ago he told me he had come up with a way of settling things, a way of finally settling the murder of Kevin.”

“What are you saying? Had he found out who did it?”

“I don’t know. He just said that he would settle it soon.”

“Oh, my God. Do you really think he would be willing to kill off humanity just to get back at Kevin’s murderer?”

Vladimir shrugged his shoulders. “Who knows what Andrew is capable of? Who knows?”

“Have you told Kraut about this?”

Vladimir shook his head. “Not yet. I don’t know if I can trust him yet.”

“You need to tell him, Vladimir. Actually, he probably already knows. This entire place is probably bugged.”

Vladimir shook his head. “They can’t bug it. This part of the building is stripped of any electronics. They are paranoid about Andrew’s creation listening in on them.”

“What are you going to do?”

“I need to figure out what Andrew was doing those last few days before all this happened. The answer has to be there. It has to be……”

Vladimir was broken off mid-sentence by Mike Hanna barging through the door. “You have to come quickly, guys. It’s on again.”

Vladimir managed to catch a glance at his watch, before heading towards the door. The third attack in 12 hours. The time was 11:56 pm. The first attack had been at five to midnight one day ago, the second at five to 4 am.

Five to the hour.

A pattern.

The first one.

“Come, Sarah” Vladimir said. “We might need your help.”
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The room was filled with soldiers and officers in uniforms. Ronald Kraut was standing in front of a large screen at the far end of the room. Amanda was staring at one of the computer screens with wide eyes.

“Wow, this is incredible,” she said.

“How long has it been going on for?” Vladimir asked as he arrived with Mike and Sarah.

“About one minute and thirty seconds,” Kraut answered.

“So now we know there is some sort of system.”

“Looks like it. Five to midnight. Five to four. And now five to midnight again. The question is why there was a four-hour gap between the first and second attack, eight hours between the second and third, and now twelve hours between the third and fourth.”

“Four plus eight is twelve. We should be expecting the next attack in twenty hours,” Mike Hanna, the psychologist answered.

“I don’t think so,” Vladimir remarked coldly. “This thing knows we are watching it. It wouldn’t make it that obvious.”

“You talk about it as if it were human. It’s a machine.”

“A very smart machine,” Vladimir replied. “And it’s based on a human brain. A very clever one.”

“Why is it attacking all these computers again? If it has already breached them I mean,” the psychologist asked.

“We think it’s practising,” Kraut replied. “It’s learning.”

“Practising for what?”

“It hasn’t breached our nuclear weapon control systems yet. Those, and the power grids, are the only systems it hasn’t attempted to breach.”

“Then shut down all your firewalls. Make everything accessible. We have to stop it from learning from our responses,” the psychologist said.

“It’s already too late,” Amanda said.

“What do you mean?” Vladimir asked.

Amanda walked over to the computer screen and pointed at the pulsing lights. It’s not breaching the firewalls. It’s already inside. It’s breaking out.”

“Breaking out? That doesn’t make any sense. Why would it break out of the systems?”

“It’s communicating.”

“Communicating by sending a pulse? I thought this was supposed to be an Artificial General Intelligence. Why doesn’t it just write something on our screens?”

“It’s not communicating with us.” Amanda walked over to the whiteboard, and picked up a marker. “This artificial intelligence is based on a human brain, correct?”

“Correct,” Kraut replied.

“Then what we see isn’t an attempt from the artificial intelligence to breach the systems. What we see is it turning itself on. It’s firing all the neurons at once, just like a brain. That’s the pulse. It’s all the neurons firing at once.”

“But why expose itself like that? What is it trying to achieve?”

“It’s looking for something. That pulse is a ping. It is sending out a signal across the world. The only reasons your systems light up is because we detect it. It’s not breaching your systems, it’s escaping them. It’s not trying to learn how to breach your systems, it already knows. It’s already there.”

“So what is it doing?”

“It is calling out for someone.”

“Kevorkian?” Vladimir asked.

“Could be. It could be that he has set up the system with a trigger. Turn the trigger on. And once the ping gets answered it results in an action.”

“Or if there is no answer it results in an action?”

“That is actually a more likely scenario. That might explain the regularity of the attacks. It is counting down.”

“Counting down to what?” Sarah Kevorkian asked.

“I don’t know. But it’s counting down to something.”

 

Kraut glanced at the vibrating phone in his hand. He recognised the number immediately. He wandered down the hall and out of earshot of the others before answering.

“Time of incident?” he asked calmly. He didn’t ask any further questions. He just rang off once the person on the other line had delivered his answer. Then he keyed in another number, and waited for the recipient to pick up his phone.

“Shut down the nanotech industry immediately,” he said.

“You’re shutting down the nanotech industry already?” Vladimir asked. Kraut hadn’t noticed Vladimir had followed him down the hallway. “What’s happened? There is no need to shut it down this soon.”

“There is,” Ronald Kraut answered. “And you need to come with me. You all need to come with me. Right now.”

 



DAY 2: A ROUGH LANDING

“For every grain of sand on Earth there are at least ten thousand stars in the universe. That means that for every grain of sand here on Earth, there is at least one hundred Earth like planets out there. Think about that. If intelligent life only develops on one out of each one hundred Earth like planets, then each grain of sand on the entire Earth, would still represent a planet with possibility for intelligent life.

In the last two hundred years humans have developed technology that allows us to peer far into deep space to look for intelligent life. Yet we see nothing, we hear nothing. As physicist Enrico Fermi famously asked: Where is everybody?

Many of those Earth like planets would be billions of years older than our planet. Is doesn’t make any sense that they shouldn’t have developed intelligent life. If we continue our exponential development of technology we will soon be able to conquer space, our galaxy and maybe even the rest of the universe. Why has no other alien civilization done that before us? Why is there still nobody out there?

Enrico Fermi suggested that there could be a great filter, a filter which each intelligent civilization would eventually encounter. What is that filter? Is it asteroids? Is it pollution? Is it ambition? We don’t know. All we know is that when our civilization finally encounters this Great Filter, it can go two ways. We can either end up extinct, or we can beat the filter, and become the first intelligent life to conquer the universe. I believe we will conquer the universe. And I think artificial intelligence will help us do so.” Ronald Kraut, Speech at the Timothy Urbanov Centre for Extinction Events, Sydney 1997.
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The entire office broke out in spontaneous applause. Some engineers had put on party hats. Others were pouring expensive French champagne into paper cups. Ten years of hard work had finally come to an end. If you had conducted a survey twelve months earlier, not a single one of the engineers in the room would have dared claim Neuralgo would succeed in completing their mission before the end of the following year. But that’s what they had done. In seven short months they had achieved more than they had during the previous nine years.

One person had never been in doubt though.

Andrew Kevorkian stood outside his office at the far end of the building. All eyes were directed at him. They were all expecting him to give a speech. To say something profound. They had after all made history a short two minutes earlier. They had successfully mapped the last percent of the human brain. Their massive data centre in the middle of the Nevada desert now housed a perfect copy of Kevorkian’s brain.

Kevorkian had not given any speech that day. Instead he had given the crowd a short nod, before returning to his office. And for the first time in the twelve years Vladimir had known him, Kevorkian had closed the door.

Vladimir had stepped up to the plate. He had raised his paper cup, overflowing with expensive Cristal, and held a speech the team would still rave about weeks later. Vladimir had never considered himself a great public speaker. But that day he had known exactly what to say. He had intuitively known how everyone in the room truly felt, and he had been able to put that feeling into words.

He imagined that the team on the Manhattan Project might have felt something similar when they successfully detonated the first atomic bomb on the sixteenth of July 1945. None of the men and women working on the Manhattan Project could tell their friends and family what they had achieved that day. And neither could any on the Neuralgo team. The information was highly sensitive; it could influence anything from listed technology companies’ share prices to foreign governments’ research budgets.

From that very moment they were all considered insiders.

Had Vladimir known what was going to happen he would probably not have made the comparison to the Manhattan Project. But he could never have foreseen that he, only two short months later, would be housed up in a secret military compound, trying to figure out how to stop the very thing the Neuralgo team had created.

If the atomic bomb, and its later versions, were the worst weapons of mass-destruction that humans could conceive. What would be the worst weapon an artificial intelligence, potentially hundreds of thousands times smarter than any human being, could come up with? Because that was the reality: If the Artificial General Intelligence started to make improvements of itself, theoretically it could soon reach that sort of intelligence levels.

 

Vladimir had knocked on Kevorkian’s door after wrapping up his speech. Kevorkian had been slumping in his chair, fondling his keyring as he had a habit of doing if he was having a bad day. He had looked oddly depressed. Had he already known what was going to happen back then? Had he known that he would have stroke? Had he known that he would set in motion something that could potentially endanger the entire human race? Vladimir had no idea. All he knew was that Kevorkian never did anything without a plan, without looking to the future.

The man was so brilliant that he didn’t just attempt to invent the things the world needed, the things that made commercial sense at the time. He envisioned, with extreme accuracy, what the technological landscape would look like at a set point of time in the future, and then he set about developing the products that would fit into that future scenario.

What had Kevorkian seen in his crystal ball that could compel him to do what he had done? Had he arrived at the conclusion that humans were doomed anyway? That we were polluting and destroying the Earth at such an alarmingly fast rate that we would eventually exterminate ourselves, and that the best chances for the survival of our species would be to progress to the next step in evolution – artificial intelligence? The AI Kevorkian had uploaded to the internet was after all based on a human brain, Kevorkian’s own brain. It contained his memories and experiences.

It was in fact an extension of him. A copy of him.

A copy of humanity.

“What are you thinking about?” Vladimir had asked Kevorkian.

“I’m thinking about how people will remember me,” Kevorkian had replied.
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Ronald Kraut waited until the rest of Team Cronus was safely inside the concrete bunker before closing the door. He glanced over at Sarah Kevorkian, then at Vladimir. Technically it was a breach of protocol that Sarah Kevorkian was attending the meeting, but she had been checked out of the case. It had been proven beyond any reasonable doubt that she’d had no knowledge of what Kevorkian had been planning to do, and she did possess some qualities that could come in handy for the team. Kraut was already regretting his decision to limit the team to four experts. Although a small team could be very efficient, it wasn’t that helpful when they had no idea what they were dealing with.

“There are certain elements in Protocol Cronus that were still classified when you had the first read through yesterday,” Kraut started. “We made a few amendments three months ago, and they direct our actions at certain predefined thresholds.”

“Why did you amend the protocol?” Vladimir asked.

“It was done against my recommendation. Unfortunately I am not the President of the United States.”

“What happens now?” Sarah asked.

“We shut down our nanotechnology and our robotics industry. Thus preventing the artificial intelligence from accessing those tools.”

Vladimir nodded. “And what happens if all fails. What happens if all our efforts at stopping this artificial intelligence fail?”

“We reset time,” Kraut replied.

The room went silent.

“Excuse me, what happens?” Sarah asked.

“If an artificial intelligence is ever successful in breaching our nuclear control systems it triggers an automatic response. When this happens an arsenal of nuclear bombs will be armed. The bombs are currently orbiting the Earth. If and when they detonate, the resulting blast will knock out most electronic equipment around the world. The hope is that it will also kill the artificial intelligence in the process.”

“It will kill most of the world’s population in the process,” Mike Hanna cried.

Ronald Kraut nodded. “It might. And that’s why it has been set up as an automatic response. The responsibility was seen as too great to be given to any one person – whoever was in the presidential office at the time.”

“Oh my God. There is no way to stop it, is there?”

“No, if the nuclear control systems are breached, and the breach has been identified as originating from an ASI, then there will be no way to stop the response. The bombs will be detonated, and a few hours later we will yet again find ourselves in a horse and carriage society.”

“There are seven billion people on Earth. A horse and carriage society won’t cater to that sort of population.”

“The point is not to save the entire population. The point is to save humanity. If you look at our technological development over the last two hundred years it has been exceptional. Two hundred years is inconsequential in the long run though. We will give a new generation the opportunity to learn from our mistakes. And they will have a better chance at it. A nuclear holocaust will make most of the world uninhabitable. A coordinated nuclear detonation in the atmosphere will knock out all electronic devices, but it won’t pollute the oceans, it won’t fill the sky with dust. It will offer humanity a new chance. A new chance to make it right.”

“A chance to not make the same mistake, to not develop artificial intelligence,” Vladimir said.

Ronald Kraut nodded. “We have to face reality. If the artificial intelligence makes the leap to an Artificial Super Intelligence, then we are all screwed anyway.”

“Should we give him a name?” Mike Hanna asked.

“Who?” Kraut was staring at Mike, not understanding the question.

“The AI. Should we give him a name? If we’re dealing with something intelligent, something that is most likely more intelligent than us by now, I think we should stop referring to him as a machine.”

“Kevin. Let’s call it Kevin,” Amanda suggested.

“That’s probably appropriate,” Mike Hanna said. “I understand this project was Kevorkian’s baby, and as sad as it may sound, in many ways a substitute for his lost son.”

“Don’t you dare calling this thing Kevin!” Sarah Kevorkian yelled. She was almost in tears.

“We’ll call it Cronus.” Kraut said, offering a consoling hand on Sarah’s shoulder. “It’s the term I came up with for the protocol, and it’s appropriate. If Kevorkian is on his deathbed then it has already almost killed its own father, and it has most certainly castrated the rest of us. But let’s move on to more important matters. I’ve just made the call to shut down all our nanotechnology and robotics operations. This is a precautionary action. If the AI….”

“Cronus,” Mike Hanna interjected.

Ronald Kraut shot him an angry look, but continued. “If Cronus harbours any intentions to harm humanity then the utilising of nanotechnology and robotics would be the best tools. They are now off the table.”

“Aren’t we forgetting something essential here?” Sarah asked.

“What?”

“We are acting like we are on a deadline. Like Cronus can’t wait to exterminate us. An artificial intelligence won’t have the same perspective on time as humans. For all practical purposes it will be immortal. Even if it harboured a plan to exterminate humans, that plan could be hundreds of years away, even thousands. Its best prospects of survival would be to piggyback on humans for as long as it could. To utilise all the technology we have already invented and built. It would be stupid to risk ruining all that.”

“That’s true. And that’s why Cronus’ next move will be very interesting. By shutting down all our nanotechnology and robotics capabilities we’re showing our hand, we are signalling that we suspect it may have harmful intentions.”

“You’re throwing it a bone.”

Kraut nodded. “I’m opening a line of communication. We already know that we can’t trust anything it will say. It will lie and manipulate us to achieve whatever its goals are. But although we may only have a fraction of its intelligence, we have accumulated a lot of knowledge of insincerity. Only by communicating with Cronus can we have a hope to find out what it wants and where it is hiding.”

“OK.”
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“Major Olokoff, do you have confirmation that these attacks originated in the US?”

Major Olokoff ran his left hand across his bald head. He had been awake for more than twenty-four hours, and even though he was used to the occasional all-nighter from his regular line of work, this was different. This was real, and his mind had to be razor sharp. He couldn’t afford to let his concentration slip.

“Our latest intel strongly suggests the first attack originated in California or Las Vegas. There was however no time-lag between the attacks here in Russia and in the US. So in theory they could have originated from anywhere.”

“Anywhere?”

“Yes, anywhere. It is of course most likely that they originated in the US. But history has shown us that even our allies attempt to breach our systems from time to time. We do it to them as well. So yes, they could have originated from anywhere.”

“And by anywhere you really mean China?”

“China, Germany, North Korea. I don’t know. Not many countries have the capabilities to breach our firewalls. But this is different. This is something of a scale we have never witnessed before. I think there are only two possible explanations.”

“And what are they, Major?”

“It’s either extra-terrestrial, or someone has managed to create an Artificial General Intelligence, or maybe even an ASI.”

“It’s not extra-terrestrial.”

“That’s my assessment too.”

“So somebody has managed to make a breakthrough in AI, and it’s gone haywire?”

“Could be. It could also still be controlled. It’s most likely an artificial intelligence though. It’s breaching our systems to learn.”

“And we can’t stop it?”

“The harder we try, the more it learns. It’s not like we can turn off our firewalls either. It would make us vulnerable to our traditional enemies.”

“Damn it. Is there any way we can find out who may have created this?”

“There is. We have had sleepers stationed at every major company working on artificial intelligence in the western world for years now. No one has ever reported back about any breakthroughs that could result in something like this though.”

“So you think it’s someone that has flown under the radar?”

“Either that, or a Black-Op government project. We don’t know everything that goes on in China and North Korea either, but we’ve never had any reason to believe that they would be the ones making a breakthrough. Asians are traditionally good at copying - not being original. My best guess is it’s someone in America. A privately funded company in stealth mode. Maybe they have been working on something that we didn’t even consider AI? Maybe their breakthrough came about as a fluke?”

“A fluke? We’ve been investing billions of dollars in our AI projects, and you keep telling me we’re still decades away from making any breakthroughs. Now you’re telling me some guys in a garage in America are behind this?”

“You asked for my best guess, General. That’s it. It’s American. And it was made and released by mistake.”

“Why a mistake?”

“We’ve been monitoring the activity of the US Defense Forces and their naval fleet since the first attacks were reported. At the moment the Americans appear to be as confused as we are. There have been minimal troop movements, but their army has just shut down their entire nano-and robotics industries, and electronic communication has almost come to a standstill. They know something, they know what it is, but they can’t control it.”

“Have they attempted to make contact with us?”

“Not yet. I guess it is only a matter of time before we will hear from them though.”

“And the sleepers? Have we got control on all of them?”

“Most. There are still a few MIAs.”

“What about this Neuralgo incident? I heard the company is about to go bust, that the whole thing was a fraud. That only happened a week ago, didn’t it?”

“It could be related. Neuralgo wasn’t doing practical research on artificial intelligence though. They were only mapping the neural connections of the human brain. Sort of the same thing as identifying the human genome.”

“Do we have any sleepers there?”

The major looked through the document on his desk. “Only one. Vladimir Sorovski. He’s never been activated though, and he’s never provided us with any information.”

“Contact his family and friends. Check if he has spoken to anyone recently.”

“Will do, General.”
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“How do we communicate with Cronus? How do we address it?”

“We have to be careful. These cyberattacks have made our firewalls vulnerable. There is a massive increase in hacking attempts over the last few hours. The hacking community isn’t stupid. They know something is going on, and they want to know what it is,” said Amanda.

“Can you listen in on their conversations, check what they’re discussing?” Mike Hanna asked.

“Of course. I don’t think that would be a good use of my time though. If anyone can get Cronus to talk it would have to be me.”

Vladimir and Ronald looked at Amanda, who hammered away on the keyboard with supreme confidence.

“I know how I would have liked to be contacted if someone caught me inside their systems,” she explained, “and it’s not the way you guys usually do it.”

“How would you have liked to be contacted then?” Kraut asked.

“With respect. I’ve never stolen any information or money. I have breached systems because the act itself gives me joy, a sense of achievement.”

“I don’t think Cronus cares about what we think of it.”

“It might. You claim it will be dangerous to believe anything it communicates to us, because of this AI box problem, because it is basically a curious little toddler. And you’re partly correct. If an AI is immortal, then it will be a child for a very long time. And all children crave acknowledgement. It doesn’t matter if they think they’re superior to the adults. They will still want to show off.”

“Isn’t there a risk we blow our cover if we attempt to communicate with Cronus? Our systems have been breached so many times that we have to assume that the Russians and possibly other nations have managed to get inside at least some of our systems. If we attempt to make contact, we reveal that we know what this is, that we created it.”

“That fact will come out sooner or later anyway. Go ahead, Amanda. Talk to the child. Talk to Cronus.”

 

While Amada attempted to make contact with the AI, Vladimir and Sarah went over to the canteen to grab a coffee. Vladimir could feel the early onset of sleep deprivation. He figured another coffee wouldn’t do much good, but he needed to extract himself from the rest of the group for a moment. Needed to clear his mind.

“Do you remember how much criticism Andrew got when he first claimed he was going to cure death?” Vladimir asked.

Sarah Kevorkian laughed. “I do. But that was Andrew. He never cared about what other people thought of him. People may say they don’t care. But they always do. Andrew never cared.”

Vladimir looked Sarah straight in the eyes. “Andrew did care. Two months ago, on the very day we successfully copied the last neurons of his brain, he told me he worried what people would think of him.”

“You still think he did this on purpose. You still think this is some sort of elaborate murder-suicide, where Andrew planned for the world to burn.”

“Don’t you?”

“No, I don’t. I saw him last week. He was genuine when he told me he was looking forward to meeting my girls.”

“You, finally moving on with your life. You, being happy, you replacing Kevin with new kids. Isn’t that exactly something that could have triggered a reaction like this?”

“I don’t think so. There has to be more to it. You knew Andrew. He was a control freak. When we bought our first house in Palo Alto he refused to furnish it for three years, simply because he couldn’t find the appropriate furniture for the place. I lived out of boxes for three years, Vladimir. Andrew was brilliant, but he was also very controlling and dominant.”

“I know. I’m amazed you lasted as long as you did.”

“It was because of Kevin. Kevin kept us together. And when Kevin disappeared we both realised there was nothing left. I didn’t love him anymore.” Sarah wiped a tear away from her cheek.

“So you think Andrew would have left a backdoor, a way to communicate and control the AI?’

“Wouldn’t you?”

Vladimir smiled. He definitely would. Many psychologists believed that one’s personality was a product of environment and genes. Whatever personality Vladimir’s genes had offered hadn’t been much. Vladimir had been a shy and awkward programmer when he first arrived in America. But you became whom you spent time with. And Vladimir had spent most of his waking hours with his mentor, Kevorkian. Although he could never hope to achieve what Kevorkian had achieved in his life, or outsmart him in a game of chess, Vladimir had become a younger version of Kevorkian, an extension of him. In meetings he would often finish Kevorkian’s sentences when Kevorkian got bored or his attention drifted away. Vladimir had acquired an uncanny ability to guess what Kevorkian was thinking. And that was why he was so frustrated. He had never seen this coming. How was it possible that Kevorkian had been able to do all this in his spare time? Vladimir had been impressed with what Kevorkian achieved in the hours he put in at Neuralgo. And those hours often stretched into the early morning. It wasn’t unusual for Kevorkian to put in sixteen-hour days. And now it turned out he had been living a secret life on the side. How in hell had he made time for it all?

Vladimir nodded. “I would. I definitely would.”

“So what could this backdoor be? If you had developed this AI, what measures would you have put in place to ensure that you could always control it?”

“That’s the problem. There are no measures you can put in place. Like you can’t program a child to become what you want him to become, you can’t program an AI to become what you want. Kevorkian pioneered evolutionary programming; self-learning programming. And the problem with evolutionary programming is that it’s not logical. Sometimes the best solutions aren’t obvious, and because of that it is impossible to reverse engineer the solutions. Even if we find the initial program that Kevorkian used to upload Cronus to the internet, it will be useless. It will only reflect an early version of what it is now.”

“So we just have to hope Andrew knew what he was doing?”

“Right now Kevorkian’s creation is an aspiring almighty God in our universe. We just have to hope that it is going to be more merciful than the one we’ve been praying to for all these years.”

Sarah stared at the wall. “I hope he’s changed from when he was married to me.”
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Amanda was beating away on the keyboard as Ronald Kraut poured them each a cup of coffee.

“How do we know for certain that the artificial intelligence has surpassed human intelligence levels?” Mike Hanna asked. It was a question that should have been asked earlier.

“There are three distinct levels of artificial intelligence. Artificial Narrow Intelligence is intelligence that specialises in one area. IBM’s Watson computer will most definitely beat you in a game of chess, but it would do a poor job in selecting a birthday present for your wife. Amazon’s intelligent algorithm should help you out there though. Artificial General intelligence on the other hand marks the point when a computer is as smart as you across the board. It can perform any intellectual task just as well as you. That’s where Cronus is at the moment. And we know this because of the detection systems we created two years ago.”

“The Turing Tripwires?”

Kraut nodded. “Cronus only made the mistake of setting off the tripwires once. It has evolved since then. But at least we know that we are dealing with an Artificial General Intelligence, not a cyberattack from a foreign government.”

“So Cronus basically tricked the US Government into believing it was a human being?”

“Nineteen times. All simultaneously at different locations around the world.”

“Shit.”

“That was my initial reaction too. There was no doubt though. At that very moment we knew we were dealing with something different, something we had never seen before. If it had only hacked our computer systems it could theoretically still have been classified as an Artificial Narrow Intelligence, something incredibly skilled at hacking computer systems, and only that. But as it managed to convince our detection systems that it was a human being, we instantly knew it was probably even better than that. And we knew for sure that someone had managed to create at least the equivalent of a human brain. Right now it is only a question of how quickly it will progress to the next level.”

“Which is Artificial Super Intelligence?”

“Correct. An intellect smarter than Einstein and more creative than J.K. Rowling. An intellect that will outsmart and outperform the best human brain in every conceivable field.”

“How much smarter is it now?”

“It doesn’t really matter how much smarter it is now, because unlike humans, who have a natural limitation to how smart we can get, there will be no limit for an artificial intelligence. It can improve itself indefinitely. Humans have to wait for hundreds of years for even miniscule changes to take effect in our neural connections. A computer can just tweak the program, and evolve. We don’t know exactly where the threshold will be. But at some stage an Artificial General Intelligence will reach a level where there will be an intelligence explosion. It will make itself so smart that we don’t even have the mental capacity to understand what it has become.”

“What do you mean?”

“Have you ever seen a fly sitting on a dinner plate?”

Sarah nodded.

“The fly may understand that the crumbs left on the plate are food. But if it were to raise its gaze and look across the floor of the restaurant the sight would mean nothing to it. It wouldn’t be able to appreciate all the small things that go into running a successful restaurant. And if it decided to take to its wings and fly across the room, eventually banging into the window on the other side, the many high-rises and airplanes in the skyline outside the glass would be totally foreign to it. And that’s how an Artificial Super Intelligence eventually will be to us: Incomprehensible.”

“I don’t understand,” Amanda said. She had been working the keyboard for a good ten minutes, and the computer screen was filled with line after line of code. “If this fucking artificial intelligence, this Cronus, is so super smart, why doesn’t it communicate? Why doesn’t it respond when we reach out to it? Surely it’s capable of sending me an email if it can sneak into every fucking computer system in the world.”

“Would you have answered if the FBI had reached out for you, back when you were snooping in their systems?”

“I’m not the fucking FBI.”

“It doesn’t matter. Unless we have something to offer it probably won’t respond or reach out to us.”

“So why are we wasting our time doing this?”
“We’ve got nothing better to do at the moment. All we can do is to continue to reach out, and then maybe, maybe we can learn something from its behaviour.”

“Well you don’t need a hacker then, do you? You need a bloody psychologist.”

“Perhaps. That’s why we’ve got Mike on the team. But it won’t take long before Cronus will have very little in common with humans, if it ever has had anything in common with us at all. Anyway, a hacker is probably a lot better equipped to understand the responses of a machine than a psychologist is.”
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Major Olokoff rushed across the concrete floor of the Russian command centre. “Are you certain?” he asked the person on the other end of the phone line. Olokoff stopped for a second, listening to the other person’s reply, then he abruptly put his phone away.

Major Olokoff had been recruited from the prestigious Moscow Institute of Engineering at age twenty-seven. He was a major by rank, but he had never actually led any troops in combat or even participated in any real military exercises. The rank had come with the job. Career officers were a strange species. Often all they cared about was the rank. Credentials and intelligence didn’t matter. They obeyed the people with a higher rank than themselves. That was it. Everyone else they bossed around. Having a formal rank of Major at least elevated Olokoff above most private contractors and scientists working for the military. But he was hardly at the top of the pecking order.

Most people in the command centre were generals.

Major Olokoff closed his eyes and took a deep breath. When he exhaled his chest hurt. He had been sick with the flu for the last four weeks. The worst was over, but he just didn’t seem to be able to bounce back as he used to. One bout of a bad pneumonia five years ago had made every flu season since hell. There was obviously something wrong with his immune system. Maybe the pneumonia had weakened it, kind of like a malaria attack sometimes did? He’d had malaria as well, in his youth. Whatever the cause, it was starting to annoy Major Olokoff. He didn’t have time to be sick, didn’t have the patience to deal with a body that didn’t function at one hundred percent.

He had just been on the phone to the SVR. They had reported that the sleeper at Neuralgo Inc, Vladimir Sorovis, had disappeared more than twenty-four hours ago. Nobody knew where he was. A coincidence? The SVR didn’t think so. Neither did Major Olokoff. The general had been correct. There was most likely a connection between what had happened at Neuralgo Inc and the first Artificial General Intelligence in recorded history. Now the question was where Vladimir Sorovis’ loyalty lay. He had never been contacted in the twelve years he had been in the US – Neuralgo had never been considered a likely candidate to make a breakthrough in artificial intelligence research. They were a mapping facility. Their project had been to copy every neural connection of a human brain.

Major Olokoff had never considered that research to be a risk.

Machines were different from humans. Computer code was different from biology. If one wanted to make a perfect airplane one didn’t just blindly copy the way a bird flapped its wings. One designed the plane using a machine-oriented approach.

The other issue was that Neuralgo Inc didn’t possess the raw computing capacity to run a human brain. Raymond Kurzweil, Google’s Director of Engineering, had estimated that the human brain’s raw calculating capacity was about ten quadrillion calculations per second. The world’s fastest supercomputer, China’s Tianhe-2, had actually beaten that number, clocking in at about thirty-four quadrillion calculations per second. But Tianhe-2 had cost $390 million to develop and was the size of a very large house. It was unlikely that Neuralgo Inc or any other private company would be in possession of equipment sufficient to run a copy of a human brain. A brain of a mouse maybe, but not a human one. The human brain was a technological miracle. It fit inside our tiny skulls and only required around twenty watts to run, the same as a lightbulb. China’s Tianhe-2 required twenty-four megawatts of power to run, the same power required to run almost 4,000 homes.

Olokoff coughed so hard it felt like he cracked a rib. Was it possible that Neuralgo had succeeded in mapping the entire brain? It couldn’t be. Two years ago they had only mapped around one percent. Olokoff knew these things usually worked exponentially. But surely they wouldn’t have been able to ramp up their mapping efforts on a scale like that? Something else must have happened, if the Artificial General Intelligence originated at Neuralgo.

A paradigm shift.

“Have we got hold of Vladimir Sorovis’ brother yet?” Olokoff asked.

The soldier nodded. “He will be here in twenty minutes.”

“Good. Put him in the interrogation room. I will conduct the interview myself.”
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Vladimir was leaning against the wall. He looked tired. “I don’t understand how he made the leap. What we did was to copy his brain. We didn’t attempt to create a self-improving artificial intelligence. We just wanted to emulate Kevorkian’s brain, and then see what we could learn from it. Then maybe in twenty to thirty years we could maybe hope to be able to upload a person’s memories and personality to the cloud, thus curing aging.”

Kraut stretched his back. He could hear it crack as he raised his arms towards the ceiling. “That’s the thing with technology. You never know how close you are to making a breakthrough discovery. Kevorkian may only have made a small tweak or two to the system, and that was all that was required to make Cronus conscious.”

“Conscious? You don’t believe Cronus is conscious, do you?” Vladimir asked.

“Don’t you?”

“Hell no. I don’t think it is possible to ever make a computer conscious. Whatever Kevorkian managed to create, it is still a machine, driven by basic goals.”

“And what are you? You believe you have free will? That nothing you do is hardwired into your genes?”

“There’s an element of hardwiring, but I’m still able to make conscious decisions. Maybe my hardwired goal from evolution is to reproduce, to spread my genes far and wide. But I can choose not to. I am the captain of my soul, as William Ernest Henley so poetically wrote.”

“Do you really think so?”

“Yes, I do.”

“What if consciousness is an emergent property of a complex system? All mammals and birds seem to at least have some level of consciousness. The human brain is much more complex. Thus we automatically assume that we are special. But if consciousness is correlated to the level of complexity of our brains, then there is nothing preventing a machine brain from attaining consciousness. Especially not if it is modelled on a biological brain.”

Vladimir stared at Kraut. Kraut had just stolen Vladimir’s view of how consciousness could develop. He was obviously trying to convince Vladimir of something. Building the argument up so that it made sense.

“This is getting too abstract for me. What is it you’re trying to say?” Vladimir asked, not wanting to play Kraut’s game.

“If consciousness is a property of a complex system, then we need to look at the most complex computer systems we have developed. That’s where we will find Cronus.”

“At NASA?”

“The most complex systems available to private organisations.”

“Wall Street?”

Kraut nodded. “What do you know about Kevorkian’s High Frequency Trading Company?”

“Not much. He used it to look after his money. Kevorkian didn’t trust men in suits.”

“He didn’t trust anyone, by the sounds of it.”

“That’s probably not far from the truth. So what about Kevorkiana HFT? You wouldn’t bring it up unless there was something about it.”

“Amanda is checking it out as we speak. It turns out the company has spent a lot of money over the last year though.”

“Isn’t that what those companies do? I remember reading that Michael Lewis book, I can’t remember what it was called, but it claimed that almost every HFT company on Wall Street was willing to pay millions to set up operations inside the stock exchanges. Apparently a nanosecond counts when you compete on speed."

“That’s the strange thing. Kevorkiana HFT has never been located on Wall Street. It has never been located near any of the stock exchanges. It turns out it is located in Silicon Valley, just down the road from Kevorkian’s house.”

“Are you kidding me?”

“I’m afraid not.”

“We’ll have to get down there.”

“Transport is being organised as we speak. You wondered were Cronus was launched from. My guess is it was launched from Kevorkiana HFT. My guess is that he has used this company as his cover the entire time.”
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The building housing Kevorkiana High Frequency Trading was almost as anonymous as Neuralgo Inc’s head office had been. Just smaller. A lot smaller. A basic two-level structure made out of grey concrete. No windows on the ground floor level. A few tiny ones on the first floor. Parking spots for around twenty cars outside.

“No signage on the door. Isn’t that a bit unusual?” Vladimir asked.

“Not necessarily. Some of these high frequency trading firms have no clients. There is no reason for them to advertise their presence.”

“Did Kevorkian’s company have any external investors?”

“No. As far as we know its sole purpose was to manage Kevorkian’s own funds.”

“Was it successful?” Mike Hanna asked, as a locksmith got down on his knees, working on the lock of the front door.

“We don’t know yet. It was a private Delaware company so no figures have ever been released. We’ll have the P&L and balance sheet from the IRS in an hour or so though.”

It took the locksmith almost seven minutes to get through the three doors that shielded Kevorkiana HFT from outside scrutiny. If anyone had expected to see an open office environment with desks filled with phones and computer screens, they would have been sorely disappointed. The room housed only one computer, a massive one. It took up the entire ground floor.

“What the fuck is this?” Vladimir exclaimed.

“That is one big computer,” Mike Hanna chimed in.

Kraut put his phone down. “Just heard back from the engineers. It appears that there is an underground cable between this building and Neuralgo’s data centre in Nevada.”

“What? Are you saying that this computer is connected to my data centre?”

Kraut nodded. “Turns out Kevorkian built a fibre cable connecting this building and Neuralgo’s data centre in Nevada before you guys even moved in.”

“We moved in five years ago.” Vladimir sighed. “At least we now know he has been planning this for a long time.”

Kraut nodded. “Everything you ever did at Neuralgo was probably instantly available here at Kevorkiana HFT.”

“They never did any high frequency trading, did they?”

“They most definitely did. Other people in the industry claim that Kevorkiana HFT were among the most profitable operations around. But only in the last couple of months. Before that, they were just another player. Invisible.”

“So what happened a couple of months ago?” Mike Hanna asked.

“We were finally able to imitate the brain,” Vladimir replied.

“Imitate the brain?”

“Yes. The human brain is actually quite slow. The neurons max out at around two hundred hertz. Today’s microprocessors run at two gigahertz, or ten million times faster than our brains’ neurons. Given that our brains’ internal communication among various neurons moves at about one hundred and twenty meters per second, and computers can communicate at close to the speed of light, the only big benefit brains have over computers is that they fire all the neurons at once. It is instantaneous. Computers can’t do that yet.”

“Are you saying that Kevorkian would have been able to execute trades without any delay at all?”

“That’s my guess. It must be the same technology we have witnessed when all our computer systems are being breached at the same time. There is no delay there either.”

“That’s like quantum computing.”

“Maybe that’s what our brains are?”

“Quantum computers?”

Vladimir shrugged his shoulders. “Perhaps. We don’t know if quantum computing is even possible at this stage. But if it is, what’s to stop the human brain from being able to do it?”

“This discussion is going nowhere fast. Let’s bring it back to what we know,” Kraut said. He pointed at the monster of a computer in front of them. “This is most likely the origination point of Cronus. Somehow Kevorkian must have been able to mesh his self-learning high frequency trading software with the copy of his own brain’s neurological structure. And this is the result, the first Artificial General Intelligence.”

“Are you kidding me? Was this his purpose? To make money? I’m disappointed,” Amanda said. “He did all this, he created the smartest computer in the world just so that he could beat the other fuckers on Wall Street?”

“I don’t think so,” Vladimir replied. “Kevorkian has never been driven by money.”

“What drove this crazy guy then?” Mike Hanna asked.

Vladimir didn’t answer. For a moment he was lost in his own thoughts. It had never been about money for Kevorkian. But it was always about money for everyone else. Was that the reason Kevorkian had said he had finally figured out a way to get back at those who killed Kevin? Perhaps creating the first Artificial General Intelligence wasn’t about destroying the world? Perhaps it was about destroying the American economy, an economy built on all that greed that Kevorkian detested? Or maybe it was about destroying the finances of one specific target? If Kevorkian had really figured out who was behind Kevin’s abduction and subsequent murder, then that person could be his ultimate target. He could have built Cronus to take down a powerful man or company. A target he couldn’t otherwise reach. “We need to identify every person who could possibly have held a grudge against Kevorkian because of the TrakTek IPO.”

“That happened in 2005. What’s that got to do with this?” Kraut asked.

“Everything,” Vladimir answered. “Kevorkian wouldn’t willingly have created a doomsday weapon. Not with Sarah still alive. He must have created Cronus with a more specific goal in mind. Kevin was abducted the very morning Kevorkian’s company went public. There was never any ransom demand. Kevin was probably murdered in the first few hours after he was abducted. What does that tell us?”

“Somebody killed Kevin as revenge?”

“Maybe.”

“Revenge for what though?” Kraut asked.

“I don’t know. Maybe somebody lost a lot of money when Kevorkian decided to do the IPO?”

“That could be it, you know. I remember reading something about Kevorkian pulling out of a deal just before TrakTek going public. I’m pretty sure that company went belly up a few months later. Kevorkian obviously made the right call.”

“Maybe a merger could have saved the company? That’s a motive if I’ve ever heard one.”

“Money. Fuck, it is always about money,” Amanda spat out.

“I think you’ve hit the nail on the head, Amanda. It is always about money. Kevorkian was rich, filthy rich. But he detested money.”

“It is easy to detest money when you’re a billionaire. It’s harder when you live on a salary and are just trying to keep your head above the water. I think all these brat-billionaires should try living with a mortgage one time,” Mike Hanna said bitterly. Kraut knew the reason. Mike Hanna was well into his second marriage. The trip to Hawaii was supposed to be the relationship-test. Should he stay together with his new wife, or should he go through another expensive divorce? He was still paying for the first one.

“Kevorkian wasn’t born rich. He made all his money himself,” Vladimir said. “But that’s not the point. Kevorkian always hated Wall Street. He hated it with a passion. He was forced to take TrakTek public by his investors. And then he lost his son on the day of the IPO.” Vladimir paused. Then he turned to face Kraut. “Kevorkian blamed Wall Street and investment bankers for everything that was wrong with America. He even blamed them for losing his son.”

“That’s ridiculous. His son was abducted. It had nothing to do with Wall Street,” Kraut said.

“Kevorkian always said greed killed his son. If he hadn’t been in New York on that day, Kevin would never have been taken,” Vladimir replied.

“That actually makes sense,” Mike Hanna interjected. “From what I have read about Kevorkian he has clear narcissistic tendencies. One could even argue he is slightly psychopathic.”

Vladimir wanted to say something, but didn’t. Even though he wanted to defend his friend he knew Mike was correct. Kevorkian had always been extremely narcissistic. He always thought he was smarter and better than everybody else. True, most of the time he actually was the smartest man in the room. But there were other ways of conveying that message. Humbleness had never been among Kevorkian’s strongest skills.

“So he can have created Cronus to take down Wall Street?” Amanda asked.

Kraut shrugged his shoulders. “It’s as good a theory as any. Check how many banks and Wall Street companies have been hacked. If the number is disproportionate, then all these other hacks could be a diversion. Perhaps that is Cronus’ mission? To take down Wall Street. To kill greed.”

“We shouldn’t just focus on one lead though,” Vladimir said. “We need to focus broader. Amanda, could you also identify and locate everyone who lost money on the day of TrakTek’s IPO. If Kevorkian blamed Wall Street for losing his son, he could also have a more specific target in mind.”

“That someone on Wall Street abducted and killed Kevin?”

“Yes, that would actually fit Kevorkian’s profile. It is typical for psychopaths to never question their own opinions, to build up the arguments in their own head until they convince themselves that they are right and everyone else is wrong. If he publically blamed Wall Street for losing his son, then the leap to actually believing that the perpetrator also worked there is not far,” Mike Hanna said.

“If he’s planning to sink Wall Street we’re truly fucked,” Vladimir said. “We will probably be better off if he just wants to nuke a city or two. If he nukes our entire economy, who knows how long it will take to recover.”

Kraut stared at the massive computer in front of them. He considered telling the rest of the team what threat they really faced, but he decided not to. It was better that they continued to look for solutions without knowing the full story.

Sometimes it was better to live life in blissful ignorance.
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Kraut stared out one of the tiny windows of the first floor. Across the road Facebook was building a new campus, and the Google headquarters building was just a short ten-minute drive away. Kraut had always thought that the first truly dangerous artificial intelligence would be spawned in the research lab at one of those two companies. The government had multiple senior engineers on the payroll in both companies. Artificial intelligence and the advent of singularity was like a religion. You had the ones who believed that all technological development was for good, that whatever humans invented would eventually make Earth a better place. And then you had the other camp. The pessimistic ones, the gloom and doom guys, the ones who believed we had to be cautious, very cautious, when dealing with things like nanotechnology and artificial intelligence. There was a reason the advent of nuclear weapons hadn’t already wiped out humanity; we had developed strict guidelines for the development and spreading of those weapons. We had done the same for DNA research. The effect of the guidelines set out at the Asilomar Conference on Recombinant DNA at Berkeley, California, in 1975 was still being felt by the biotech industry today. The reality was that you sometimes had to halt development to ensure it was safe for the general population. Kraut had been prepared to do exactly that. And the first element in his plan had been to scare the President and the Senate sufficiently for them to realise that some of the most wealthy American technology companies were playing with fire, a fire that could very easily get out of control and scorch the surface of the Earth and make our planet uninhabitable.

That student at Harvard, asking the President the most uncomfortable question he had ever been asked, that student hadn’t just been any other student. It had been Kraut’s best student; his research assistant, Todd Holm. Todd had never lived to see the result of his small stunt however. Todd had been ill with a malignant brain tumour the size of a golf ball inside his skull when he posed that question. He had died three short months later. But with those well-chosen words Todd had achieved more than most other people would in their lifetime. Todd had influenced the most powerful man in the world to really think hard about the most important question of our time: What do we do the moment humanity faces an almost certain extinction event? Do we attempt to save as many as possible and risk losing everyone? Or do we choose to let millions die in order to make sure our species will survive? It was an almost impossible question to answer. And it had kept the most powerful man in the world sleepless for weeks.

The first night after Protocol Cronus had been approved by the Senate, the President had slept like a baby. He truly believed he had made the right choice.

 

“I don’t understand how we managed to miss this,” Kraut said. “I always thought the Google guys would win the AI race.”

“I always thought it would be the internet itself. That it turned out intelligence and consciousness was a product of complex systems, that it would just emerge without us even realising.”

“Well, turns out both of us were wrong. Somehow Kevorkian managed to create it here, using this monster of a computer.”

“It’s not a monster. It’s a beauty,” Amanda replied.

“What is it?” Sarah asked.

Kraut closed his eyes. “My guess is, it is the most powerful computer ever built.”

“More powerful than China’s Tianhe-2?” Mike Hanna asked.

“Unfortunately, yes. Kevorkian siphoned off more than five hundred million from Neuralgo. And according to the IRS, Kevorkiana HFT had almost a billion in cash three months ago. All those funds are gone. Theoretically Kevorkian can have paid someone to build him the most powerful computer in history.”
“Shit.”

“Do you think we are going to have any luck finding out what he has done here?” Kraut asked Amanda, who was attempting to access the massive computer’s control system.

“My guess is that this was just the launch pad. Whatever Kevorkian created, it is now free. It’s gone.”

“Shit.”

“Should we turn it off?” Mike Hanna asked.

“I don’t think that’s going to help. We might as well see if we can access it and learn what Kevorkian has done. Even if the AI is already on the internet there may still be traces of code left behind inside this big box. People always make mistakes.”

Vladimir pulled Kraut to the side. “I don’t think there is much I can help out with here. Do you mind if I take Sarah along and visit Kevorkian’s house? It’s only a twenty-minute drive away.” Vladimir knew there was no point looking for traces of code left behind. Kevorkian didn’t make mistakes. If they found something it would surely be a decoy.

“We’ve already checked out his house. There was nothing there.”

“I would still like to take a look. Sarah and I are the ones who knew him the best. We might be able to spot if there is something out of the ordinary there.”

Kraut took a deep breath. He rubbed his eyes, before stretching his back. “OK. Sarah stays here with the others. I’ll come with you, Vladimir. We’ll have to make it quick though. I want to be back before lunchtime.”

Vladimir nodded.

 

Kevorkian’s Silicon Valley home was as remarkable as the man had been. It had taken five years to complete, and Kevorkian had overseen every detail down to the spacing of the tiles in each of the nine bathrooms. He hadn’t spent much time in the house though. He preferred to either be on his two hundred-foot long sailboat, or out piloting his own Gulf Stream Jet when he wasn’t working. But then again he was always working. There was no separation between leisure and business for Kevorkian. He was always working on something, always looking for the next big thing.

The house was a testament to his single-minded focus. Some might argue against Kevorkian being the smartest man in the Valley, there were after all a lot of super smart people living there. The Valley attracted a special type of people. Some with IQs as high as the boiling point for Kerosene. But no one could dispute the fact that Kevorkian had the smartest house in the Valley. It made most other smart houses look slightly retarded. With a simple command to his iPhone Kevorkian could control everything from the water temperature in his bathtub to the stock levels in his wine cellar. ‘Kevorkian always made me feel dumb,’ one of his lawyers remarked, ‘but I never imagined his house would do the same.’

“Have we got a key?” Vladimir asked.

“Kevorkian gave us the code when he was arrested. To me that is evidence we won’t find anything here. Kevorkian was extremely unhelpful when we interviewed him. But he couldn’t seem to care less about us ransacking his house.”

Vladimir shrugged his shoulders. “You’re probably right. But it doesn’t hurt to check it out when we’re already here.”

Kraut keyed in the code, and the big metal gate slowly slid to the side. As they drove up the long laneway to the house, Vladimir thought back on the last time he had been at Kevorkian’s mansion. It had been two years ago, and the house hadn’t been fully completed yet. Kevorkian had stood outside in the garden with a remote control in his hands. One of the neighbours had complained about the height of Kevorkian’s new observatory a few months prior. Kevorkian, of course, would have nothing of it. Instead of settling the dispute in a neighbourly fashion he had gone to extreme lengths to get his observatory approved at the original height. The end result had ended up costing him two million extra, but he hadn’t cared. He had been allowed to build at the height he initially wanted. When Vladimir arrived at Kevorkian’s house he had been busy delivering the final approval from the Council to the neighbour. He was doing it by drone. Vladimir could still remember watching the surprised face of the neighbour, on the tiny LCD screen on the remote control, when Kevorkian dropped the letter from two metres above the ground and straight onto the outdoor dinner table of the neighbour’s ongoing wedding party. Only Kevorkian could think of crashing a wedding party with a drone. That little stunt had cost Kevorkian another fifty grand in fines, and he had been banned from flying any drones within a thousand metres of his neighbour’s house for two years. But if you asked Kevorkian, it had all been worth it.

Vladimir opened the door of the black SUV as it came to a halt outside the house. As he stepped out of the car he realised how much he had missed the California air. It was so different from what he had grown up with in Moscow. His brother back home never quite understood when Vladimir explained you could taste and smell the salt in the air in California. In Moscow you couldn’t taste anything. Everything was tasteless, grey and boring. In California everything was bright colours and exciting. And Vladimir loved it. “You have ten minutes, Vladimir,” Kraut hollered when they stepped inside the Grand Hall, the entrance to Kevorkian’s intelligent house. “Ten minutes, and then we leave.”

Vladimir nodded, before heading towards the kitchen area. The house had something like twenty-five rooms. Vladimir had almost got lost the first time he stayed there. He had to call up Kevorkian on the intercom to get directions on how to get out. It was then Kevorkian admitted he hadn’t even been in every room of the house. Vladimir could understand him. Vladimir still owned the house he had bought in Palo Alto when he first arrived in the US. It wasn’t fantastic, but it was nice. Vladimir had, however, always wondered why Americans needed so much space. Why everything had to be so big. He had used his living room, kitchen and bed room. That was it. He had never found any reason to sit in the entertainment room to watch a movie, or to lie down in the lounge room to read a book. Those two rooms had been a complete waste. Vladimir had never used them. Not once. And he knew Kevorkian wasn’t too different from him. Kevorkian had spent most of his time in the garage. It was where he kept his prized collection of designer cars, and it was where he had worked long into the nights.

 

Vladimir surveyed the eight sport cars lined up in the garage. There was not a spot of dirt on any of them. They shone like they belonged in a museum or a car shop, not a garage. Most other entrepreneurs acquired new tastes and interests when they came upon money. Not so much with Kevorkian. Even though his ex-wife, Sarah, had been into the arts and the theatre, Kevorkian had never attempted to pretend he liked that sort of stuff. He liked machines, not paintings. He liked beer, not aged Shiraz. And he liked food, not appetizers. Some had even argued Kevorkian preferred machines to humans, which was quite a scary thought considering Kraut and most of the government believed he had created an artificial intelligence that would soon replace humans on top of the food chain. Vladimir knew Kevorkian better than all those guys though. And Vladimir knew the answer was much simpler. Kevorkian just preferred to spend money on things he could use. Before he got rich he had fixed up old VW Beetles in a rented garage outside Stanford University, where he taught computer science at the time. As his business dealings had started to consume more and more of his time he had outsourced the restoration jobs to various specialty firms. Kevorkian would find a suitable object, and then instruct the mechanical shops what to do. Then he would follow the progress of the works via the internet. Vladimir had often wondered if Kevorkian missed his simple life as he sat there in his office, watching how a team of three mechanics in Arizona did the work he had once done himself.

The work he had loved doing.

After having spent four minutes going through the various notes and papers on Kevorkian’s office desk, Vladimir was none the wiser. He had secretly hoped that Kevorkian might have left him a clue. That Vladimir had been as important in Kevorkian’s life as he had been in Vladimir’s. But everything seemed normal in the garage. Nothing was out of place.

“Your ten minutes are up. We need to leave, Vladimir,” Kraut hollered from the hallway. By the tone of his voice, he hadn’t found anything of interest either.

Vladimir took a last glance at the cars, Kevorkian’s most prized possessions. He missed Kevorkian immensely. He missed him more than he resented him.

As he turned to leave, he grabbed a keyring from Kevorkian’s desk. It was the keyring to Kevorkian’s black Porsche 911, the car he had sometimes driven up to Vegas. It had always been Kevorkian’s absolute favourite. Even when he didn’t drive it he always kept the keyring with him, fondling it in boring board meetings or juggling it as he bombarded the various engineering teams with intelligent questions of why certain milestones hadn’t been reached.

A memento from my teacher, from the person who was once my hero, Vladimir thought as he placed the keyring in his left pants pocket. He desperately needed to have something to hold onto, to not believe in the picture Kraut and the US Army painted of Kevorkian as a man devoid of conscience, as a man willing to kill off humanity to get back on the person who killed his son.
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Amanda quickly skimmed the report her colleagues at DARPA had prepared. It was full of awkward sentence structuring and even had a few grammatical errors. The engineer who had authored it would never in a million years have sent it off in its current state if it hadn’t been for the fact that they were working against a very tight deadline. As long as there was no room for misunderstandings, as long as the message being conveyed was clear, it didn’t matter that the layout wasn’t perfect or that the message could have been delivered in a more succinct manner. Speed was more important than form at that moment.

Speed and accuracy trumped everything.

Amanda put the report down on her desk. She could have read it on the screen, but she always preferred printing out important documents. To make the distinction between what was normal work and what required extra consideration.

She placed her yellow highlighter on top of the document. The document was only one page long. Although DARPA didn’t care about grammatical errors and form when they were in crisis mode, they never strayed away from the rule that no document should ever be longer than two pages.

Amanda took a deep breath. She realised that Mike Hanna and Vladimir had been correct. There was an obvious overrepresentation of hacked computer systems on Wall Street compared to other industries. It appeared that Cronus had hacked almost every financial institution in the country. For other industries the results were more sporadic and random.

Nothing comparable to the financial industry though.

It was a standout.

When Amanda picked up the phone she intuitively knew who Cronus’ ultimate target was: It was the financial industries of the world. At that moment she wasn’t sure whether to cheer for Kevorkian or hate him. She had always felt the same. She had never understood why CEOs were paid up to a thousand times the salaries of most of the workers in their companies. Or why they could even believe they were worth that sort of money. It was even worse for the investment bankers and hedge fund guys. Some of them made billions, and they weren’t even that smart. Just greedy. Greed was apparently the most sought-after quality on Wall Street. Greed was what could make you a career. She had always felt that there was something seriously wrong with the system, and now Kevorkian was about to expose it.

To shut it down.

Yes, normal people would be hurt if Kevorkian destroyed Wall Street. It wasn’t possible to just target the billionaires. But maybe it was worth it?

Maybe the world needed a better system? And maybe it had to be torn down, and rebuilt from the ground up?

“He’s targeting Wall Street,” Amanda said on the phone. She could hear Kraut grunt on the other end of the line. “We’re on our way back. This trip was a waste of time. There was nothing in the house.”

As Amanda hung up the phone she wondered why Kraut had even agreed to go to Kevorkian’s house. The house had already been checked out hours earlier. Nothing had been found. Why waste time looking for something he knew he wouldn’t find? Why follow every whim this Vladimir Sorovis came up with?

She picked up the report again and looked at the parts she had marked with yellow. This was what they should be focusing their efforts on.

Not chasing dead ends.
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The interrogation room was claustrophobic and had a distinct smell of industrial cleaning products. Although it was summer outside, the room was freezing cold. Major Olokoff wondered who had been sitting in the chair opposite him over the years. Right now it was Ivan Sorovis, Vladimir Sorovis’ older brother. Ivan looked scared to death where he sat in the chair. His entire body was shaking. He was only wearing a white long-sleeved shirt and some beige chinos. The guards had removed his tie, belt and shoes. A bit over the top. Olokoff couldn’t really imagine Ivan had become suicidal in the short hour that had elapsed since the SVR had picked him up from the elementary school where he normally taught maths and physics to nine-year-olds.

“Are you cold?” Olokoff asked.

Ivan didn’t respond. Instead he attempted to maintain his body composure - to not reveal how freezing cold he was.

Olokoff smiled. Ivan was a man of pride. Major Olokoff knocked on the mirror behind him. “Turn up the heating and bring this poor man a blanket,” he said before sitting down on the wooden chair opposite Ivan. “Do you know why you’re here?” he asked.

Ivan shook his head. His eyes were dark and filled with mistrust. He kept rubbing his hands together. Small clouds of steam rose to the ceiling when he breathed.

“I want you to know that you’re not in any trouble. You have done nothing wrong.”

“Then why am I here?” Ivan asked after an awkwardly long pause.

“You are here because your brother needs you.”

“Vladimir? Has something happened to Vladimir?”
Olokoff took a deep breath. He knew that taking long pauses was an efficient interrogation technique. To never show that you were in a rush, to let the suspect do the talking. “We believe he may have been abducted.”

“Abducted? By whom? Who would want to abduct Vladimir?”

“Vladimir has been working for Mother Russia for the last twelve years.”

“Vladimir has been an agent? I don’t believe it.”

“It’s true, Ivan. Vladimir has been a very good help for us. He has been keeping an eye on the Americans.”

“I don’t believe it. Vladimir isn’t a spy.”

“He is not a spy. The world has changed, Ivan. There is no cold war anymore. There is no iron curtain. Russia and America have mostly common enemies these days. We can’t admit this publically, of course. The world needs its yin and yang to remain in balance. But the reality is that we face the same threats, and it is not from other governments. It’s from small terrorist cells hidden away in the general population, it’s from fanatics with messed up world views, and it’s happy go lucky technology companies without any wider understanding of the possible consequences of their actions.”

“Vladimir doesn’t work for a terrorist organisation. He works in a well-respected technology company in Las Vegas. The company is worth several billion dollars.”

“Facebook is worth hundreds of billions, does that make it guilt-free?”

“Guilt-free? I don’t understand.”

“Westerners believe Facebook improves democracy. That it can bring down dictators.”

“It has brought down dictators. Egypt, Tunisia, Syria, Yemen and Libya, the revolts in all those countries were initiated by Facebook communities.”

“And are those countries now democracies? Is Syria a democracy?”

“I guess not,” Ivan answered, honestly.

“No, it’s not. Technology isn’t being used to bring on democracy. It is used to bring on chaos and anarchy. Militant Islamists recruit people and spread their propaganda through social media. Facebook is used to coordinate demonstrations and the naïve western media is being fooled over and over again.”

“But Neuralgo isn’t a social media company. Vladimir was doing research on the brain.”

“You obviously haven’t heard the news. Neuralgo is bankrupt.”

“Bankrupt?”

“Yes, bankrupt. And the founder and Vladimir have disappeared.”

“Vladimir would never have done anything illegal. He is not that type of person.”

“I know he isn’t. My fear is that he has been taken advantage of by someone who will use for terrorism the technology he developed. I need your help, Ivan. Has he ever told you anything about what he was working on over the last twelve months?”

 

When Olokoff let himself out of the interrogation room twenty minutes later he was bursting with anger. Ivan was sitting in the chair sobbing. Olokoff hadn’t been physical with him. But he had pressed him hard. Made him recall his last conversation with his brother, and retell it in full. Olokoff wasn’t angry at Ivan, he wasn’t even angry at Vladimir. He was angry at himself. Angry at his colleagues in the SVR. How could they have missed the fact that Neuralgo had made a massive breakthrough in their efforts to map the human brain? He couldn’t quite comprehend how this breakthrough had led to the development of an Artificial General Intelligence, but somehow it must have. There were too many clues to dismiss them as coincidences.

“Olga, book me on the first flight to the US,” he hollered into his mobile phone. “I’m on my way to the airport now.”

“Where to in the US?” Olga asked.

Olokoff swore. He had to find out where his old friend was these days.
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The mood in the building housing Kevorkiana HFT was sombre as Vladimir and Kraut returned from their failed expedition to Kevorkian’s house. Vladimir seemed distant, lost in his own thoughts, and didn’t take much notice of the way Amanda stared at him when he came through the door. Kraut, on the other hand, was in a rush and raced straight up to her, immediately quizzing her about the Wall Street connection.

“So what is it doing? Is it attempting to crash the trading systems?”

“We don’t know yet. All we know is that it has hacked into every single major bank and financial institution on Wall Street. It has even hacked all the exchanges. In theory it could shut everything down, it could erase everything.”

“Erase it?”

“It has hacked all the backup systems as well. The entire so-called cloud. If Cronus’ mission is to take down Wall Street, there is nothing we can do to stop it from happening. It’s already inside. We can order NASDAQ and NYSE to shut down trading, but it won’t remove Cronus from their systems. If Cronus wants to erase the ownership of every share on every stock exchange in the US, it can. It could create a total disaster. It could erase every loan ever made. It could create anarchy.”

“And you think this would be Kevorkian’s plan? You think this is what he wants Cronus to do?”

Amanda shrugged her shoulders. “I honestly don’t know anymore. I have to admit it makes sense though. If he felt that greed killed his son, and he wanted to strike back at greed, then Wall Street would be the logical target.”

Kraut took a deep breath. “What about narrowing down the search?”

“Has Cronus targeted any specific banks or institutions, you mean?”

Kraut nodded.

“Not as far as the DARPA analysts can tell. It has basically targeted every single one.”

“What about the list of companies that lost money on Kevorkian’s IPO?” Vladimir asked.

“I think that is a dead end,” Amanda replied.

“Did you prepare a list though?” Kraut asked.

“I’m still working on it. But it’s a waste of time. Cronus is going after Wall Street. It is going after the banks. It isn’t going after any specific company or person.”

“Let’s check it out anyway,” Kraut said. “So what have you got so far?”

“Not much. We’ve identified a couple of persons of interest, but Kevorkian seem to have pissed off a lot of persons when he took TrakTek public in 2005.”

“Investors?”

“Investors, competitors, investment bankers. You name it. Most of these people are not like you and me though. They are not like any people I know. I found an article stating that one of the most respected Venture Capitalists in the Valley had publically threatened to kill Kevorkian if he wasn’t let in on the deal.”

“A death threat?”

“Yes. It turns out it was said in a heated argument. But still. Kevorkian let the same guy invest in Neuralgo a couple of years back.”

“In which case he would now have lost that entire investment,” Vladimir shot in.

“Good point,” Kraut said. “I think it is fair to assume that if Kevorkian has planned this for as long as we think he has, then most of the people he let invest in Neuralgo would be people he didn’t care much for.”

Vladimir shook his head in despair. “Where does that leave employees of Neuralgo though? Many of my staff left well paid jobs to come working for Kevorkian. They took hefty pay cuts in the belief that they were working on something important.”

“I’m sorry, Vladimir. But Kevorkian probably viewed you as collateral damage. If he had warned any of his employees about his plans then it would have all fallen apart. He probably figured that you would all land on your feet somehow. You are all smart guys.”

Vladimir snorted. He didn’t like the thought that Kevorkian had thought of him as just another employee. “I guess you’re right. It’s not like I’m going to end up on the street because Neuralgo folded. I’ll bet my inbox has twenty job offers as we speak.”

“It has fifty-four,” Kraut said.

“You’ve been reading my emails?”

“Of course. Everyone on this team has been vetted and re-vetted. If what is going on becomes public knowledge, then we risk anarchy in the streets.”

“Kraut is right you know. My brother is a prepper,” Amanda said. “For the last two years he has been preparing for the moment some Ebola virus wipes out half the American population. He’s stocked up my parents’ cabin in Colorado with enough canned food to last him for a year, at least. All because he watched that damned Walking Dead show on AMC.”

“There are actually people preparing for something like this?” Vladimir asked.

“More than you would like to know. We shouldn’t judge though. They might actually be the ones having the last laugh if we can’t contain this situation.”

“Damn! Suddenly I regret never learning how to use a shotgun,” Mike Hanna said.

“Let’s focus on competitors Kevorkian’s company wiped out. In my experience investors easily get fired up for losing out on a deal, but in the end it is only money for them. They can always earn it back.”

“I agree. If Kevorkian ran someone out of business, that could have had a greater impact on their lives. Very few marriages survive a bankruptcy. If someone lost his wife and family due to TrakTek’s IPO, abducting and killing Kevin’s son may have been viewed as an appropriate retribution in an insane and hurt mind.”

“Let’s get to it. I want a list of potential suspects for the abduction of Kevin on my desk in one hour. At the moment this is the only lead we have for a motive: Kevorkian unleashed this artificial intelligence into the world in order to ruin everyone who could have had anything to do with Kevin’s abduction and murder. He didn’t actually know who it was. He probably only knew the same as we do – that it must have been someone who lost money on him, someone he had pissed off monumentally.”

“That list is going to be long,” Vladimir sighed. “Very long.”

 

For the next twenty-five minutes a team of DARPA analysts worked hard on coming up with possible targets for Kevorkian’s AI, Cronus.

Mike Hanna headed off in the direction of the lunch room to work on an improved version of the Turing Test. It was well and truly established that Cronus had passed the Turing Test Tripwires the military had set up. But those tests didn’t indicate what sort of level of intelligence Cronus had reached, they just stated that Cronus had been able to fool the operators, that it had been able to pass as a human being, and not expose that it was a machine. Mike Hanna wanted to know how smart Cronus had become. To quantify it. There was a significant difference between the IQ of a mouse and a human being, but the difference between the village idiot and Einstein wasn’t that big. Where were humans on that scale? Were we the village idiot or the mouse? Or were we still Cronus’ equal? There existed no theories on how fast the proposed intelligence explosion would occur, or if it would occur at all. Although the Google camp probably thought there was no limit to the level of intelligence an artificial intelligence could achieve once it started to program itself to improve, there could also be hurdles we hadn’t considered. Perhaps the intelligence explosion would take years or decades? In that case the threat was much smaller and humans would have ample time to come up with solutions. It would also drastically improve our chances to get the artificial intelligence to the negotiation table.

In the other end of the room Kraut had locked the door to an office and seemed to be screaming on the phone, waving one arm in agitation. Vladimir was sitting only ten metres away, but he couldn’t hear a word of what Kraut was yelling on the other side of the reinforced steel door. Vladimir had hooked a laptop into the mainframe at Kevorkiana HFT. He immediately understood that the task they were facing was almost unsolvable.

The Kevorkiana HFT mainframe had obviously been used as a launch pad for uploading the AI to the internet. You needed an incredibly powerful computer to do that. But once the AI was on the net it didn’t need the immense calculating power of any single computer anymore. It could use the calculating power of every single device or gadget that was connected to the internet, and that number was most likely well above ten billion. It could also utilise this calculation power a lot more efficiently than humans could. Humans had been able put a man on the moon in 1969 with nothing more than the computing power of a pocket calculator. These days Vladimir’s team of engineers complained that they couldn’t perform in their jobs if their computers weren’t upgraded every six months. Humans had gotten lazy, and laziness could always be used against one.

Vladimir wiped his eyes. The Tianhe-2 clone had most likely been used as Cronus’ kindergarten. Kevorkian had loaded it up with big data from the surrounding high tech companies, and programmed it to learn right and wrong for itself. “He’s used evolutionary programming. There’s no way to find out what the original program was. You can’t re-engineer evolutionary programming.”

“What do you mean?” Sarah Kevorkian asked. She was sitting beside Vladimir, her right hand softly placed on his thigh.

“Evolution works through trial and error. Some mutations work, others don’t. But there is not always logic in evolution. It doesn’t always choose the most efficient way to solve a problem. The brain has a hundred billion neural connections, but we don’t use them in the most efficient way possible. A lot of the brain’s computing power is tied up in redundancies. Memories, or more correctly patterns of memories, are stored several places, thus taking up more space than required.”

“Maybe this redundancy isn’t just a waste? Maybe there is more to it than we understand?”

“There is definitely more to it than we understand. The day we mapped the last one percent of Kevorkian’s brain I was none the wiser than the day we mapped the first one percent. I had no idea what to do with the information we had collected. It was only data. I still don’t understand how Kevorkian has been able to use that information to create an Artificial General Intelligence. There was nothing in the data we had indicating that we would be able to ‘wake it up’ at some stage.”

“Wake it up? Do you think Cronus is conscious?”

“I’m beginning to. Why is it hiding? If Kevorkian only programmed it to achieve a specific goal, there would be no reason for it to hide. It would pursue its goal until it was completed. But Cronus has deliberately been hiding from the very beginning. When it set off the Turing Test Tripwires it immediately understood that it was busted, so it stopped caring too much about revealing itself. But it still hasn’t attempted to communicate. It is still very much hiding.”

“Don’t forget it has access to every single news report ever broadcast. If you were something alien, and learnt what humans are capable of doing to other humans just because they have a different skin colour or belief system, wouldn’t you also be a bit cautious in how you approached them?”

Vladimir laughed. “You’re probably right. I still think it is a worry though. The moment someone starts asking himself the important questions, why am I here? What am I? It can go both ways. Cronus can read the Quran and be moved enough to believe in Allah, it can start thinking it is a God and the almighty ruler of Earth, or it can develop compassion and become the best thing that has ever happened to humanity.”

“Why is it I don’t think you believe in any of those alternatives?” Sarah Kevorkian asked.

“Because you’re a smart woman, Sarah. Because you’re a very smart woman.”
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Kraut perused the list of names Amanda had handed him. It was a short list. But still long.

Nine names.

Nine possible leads.

“Any chance we can make the list shorter?” he asked.

Amanda removed her headphones, before shaking her head. “No.”

“He pissed off all these guys sufficiently for them to want to kill his son?”

“That’s my team’s assessment.”

“How is that even possible?”

“You should probably ask Vladimir about that,” she replied, shooting Vladimir a glance.

He didn’t notice. He was busy checking something on his laptop, and too far away to be within earshot of the conversation.

“But my understanding is that people either loved or hated Kevorkian. He didn’t care much about people’s feelings. He just wanted to get things done,” Amanda continued.

“And these are all competitors who lost their companies due to Kevorkian’s company, TrakTek?”

Amanda shook her head. “Not all. Six of them owned their own companies. They lost everything when the companies went bust. Not only money. Wives and kids, friends - everything. Two of them were CEOs of companies going bust in the IPO aftermath. They seem to have bounced back with decent careers though. And the ninth one is an investor who lost big. It’s all in the report.”

“Who’s the most likely target?” Kraut asked.

Amanda squinted. “You want my honest opinion?”

“Always.”

“None of them.”

“None?”

Amanda nodded, leaning in closer to Kraut. “Vladimir is leading you on a wild goose chase. Why would Kevorkian build something like Cronus if his goal was to target a single person or company? The guy is a billionaire. If he decided he wanted to destroy someone, he could. He had enough money and power to do that. No, Cronus’ target is something much bigger. I think Cronus’ target is Wall Street. In fact, I’m certain it is.”

Kraut nodded. “Thanks for being honest.” He appeared to be studying the report for a few more seconds before stopping.

“Chris Waters, from Magnolia Venture Capital. Is that the guy who threatened to kill Kevorkian?”

Amanda nodded. “That’s the guy.”

“And you don’t think he’s relevant?”

Amanda shook her head. “No. I don’t”

“Ok. I might check him out anyway. His office is not far from here. Could you let him know I’m coming?”

“OK.” Amanda replied, slightly pissed off that Kraut was treating her as his personal secretary. “Anything else?”

“Keep looking into the Wall Street lead. See if there is any way we can stop Cronus from shutting down our financial system.”

“There isn’t.”

Kraut smiled. “Check anyway. It is all we can do at this stage.”

“What is?”

“Anticipating Cronus’ next move. Staying ahead of the curve.”

Staying ahead of the curve, Amanda thought. That would be a problem. They weren’t just dealing with an artificial intelligence with the same brain capacity as a human being. They were dealing with something much smarter than that. Amanda had looked at how Cronus had been able to hack through the firewalls of the various Wall Street companies. It had been ingenious. Amanda had always believed she was a brilliant hacker. But in comparison to Cronus she was just a novice.

Cronus was brilliant.

Simply brilliant.

What would happen when it turned even more brilliant? Amanda could envision how a person with an IQ of 180 could behave. She had met a few of them over the years. She couldn’t imagine what something with an IQ of 1,800 would do though. It was incomprehensible. And everything that was incomprehensible scared the shit out of her.
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Vladimir leant against the monstrosity of a computer standing in front of him. Vladimir hadn’t been surprised when IBM’s Deep Blue computer finally beat the reigning world champion in chess, Garry Kasparov, in 1997. Most of Vladimir’s Russian colleagues had sided with Kasparov at the time and accused IBM of cheating – demanding a rematch. But IBM had refused to even consider their arguments and instead retired Deep Blue. Its mission had been a success. There was no upside in a rematch. Vladimir was glad IBM retired Deep Blue when they did. For the first time in history the general population had received a wake-up call on what artificial intelligence was capable of. Only a year earlier Deep Blue had lost to Kasparov. Now it had won. Unlike Kasparov, who most likely wasn’t much smarter in 1997 than he was in 1996, Deep Blue had improved immensely. And if the IBM engineers kept on feeding it upgrades it would keep improving.

That was the difference between humans and machines.

Machines never became adults. Their brains never stopped improving.

 

Now, it is true that adults can keep learning throughout life. But it is also a fact that as more and more neural connections are being formed, it gets harder and harder to form new ones. The brain starts to rely on the connections already formed, drawing on memories and experiences when looking for patterns to solve a problem instead of forming new connections. A fifty-year-old brain is in general not as open-minded as a six-year-old’s.

Deep Blue’s ‘brain’ though, could remain as open-minded as a six-year-old’s for eternity. It was all up to its programmers.

Vladimir tapped the side of the Kevorkiana HFT computer. It was even bigger than IBM’s next supercomputer, the Watson computer that had outperformed every other contestant and taken the first prize in Jeopardy in 2011. Vladimir had been to the IBM headquarters and had a look at Watson in person just a few weeks after it had been reassigned to guide nurses in treating lung cancer in 2013. Vladimir had loved the fact that Watson had evolved from something as useless as answering trivia questions, to saving human lives, and it had motivated him to work even harder on winning the race to become the first in the world to build an exact copy of a human brain. Although Neuralgo in the beginning hadn’t had any concrete applications for what a copy of a human brain could ever be used for, apart from Kevorkian’s vague plan of curing aging, Vladimir had intuitively known that what he was doing was important. Perhaps more important than landing the first man on the moon. Perhaps even more important than the discovery of penicillin.

As he felt the cold metal of Cronus against his chin, Vladimir realised that he had never even considered that what he and his team had been working on could be used for evil.

Perhaps he had been naïve? Perhaps he wasn’t too different from the Singularitarians who believed technology could only improve our lives?

“How was he able to buy and assemble this thing without anyone noticing?” he asked.

“Turns out he almost did it out in the open,” Kraut answered.

“Didn’t any alarm bells go off? This thing must have cost him close to half a billion. Until today I thought something like this existed only in China.”

“The High Frequency Trading Firms have to spend insane amounts of money on software and hardware just to keep up with the competition. More than fifty percent of the trades on Wall Street are done by HFT’s these days. Nobody puts restrictions on an industry like that. It’s like the old arms race.”

“That’s crazy.”

“I know. But that’s how the world works. Money rules - even if it is stolen.”
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Mike Hanna strolled into the office where Kraut and Vladimir were sharing some sandwiches and coffee. They had been working for more than twenty-four hours straight, and the lack of sleep and rest had started to impact them all. Kraut was grumpy. “What is it?”

“I’ve finished a rough draft of Kevorkian’s profile.”

Vladimir looked up from his plate.

“Is it good or bad?” Kraut asked.

“Bad,” Hanna answered flatly.

“How bad?”

“It’s probably better if I go through it,” Hanna replied, before pulling out a chair and sitting down next to Vladimir.

Kraut nodded.

“I’ve looked through all the footage of Kevorkian from the last few days. The interrogations, the CCTV footage from when he was apprehended at the casino, and everything else. I’ve also read up on the man, interviewed people he knew, done the hard work.”

“You haven’t asked me any questions,” Vladimir said. “I’m probably the person who knows him better than anyone else.”

“And we have you here, to counterbalance my findings if necessary. But quite frankly your opinion is of little importance. You’re aware of what Kevorkian has done, and your opinion will, like it or not, be impacted by that knowledge. You’re biased.”

Vladimir nodded, acknowledging that Mike Hanna was right.

“Continue,” Kraut said, taking a big drink of his coffee.

“Kevorkian is an extremely focused man. He had already started two multibillion-dollar companies before he went on to found Neuralgo.”

“We’ve all read his resume. Tell us something we don’t already know,” Kraut said, tapping his coffee cup impatiently.

Mike Hanna paused. Suddenly he looked slightly uncomfortable. For the last fifteen minutes he had planned how he was going to portray Kevorkian. He had planned to slowly build up the arguments before arriving at the inevitable conclusion. Making disjointed observations or jumping to the conclusion didn’t give the same effect. He looked Kraut straight in the eyes.

“Kevorkian was suicidal. All his actions point to a very disturbed man.”

“How so?”

Mike Hanna placed a tablet on the table and pressed play on one of the videos.

“This is the footage from the Crown Casino. Kevorkian sat at the table for almost twenty-five minutes before the police apprehended him. In those twenty-five minutes he lost more than a million dollars.”

“How is that even possible?” Vladimir asked. He was staring at the video footage of his old friend Kevorkian. He looked to be in pain. Kevorkian was massaging his temples as he mindlessly counted the chips in front of him. He had just sent off the text Kraut claimed had activated Cronus. But there was nothing with his behaviour indicating he knew what he had just done.

“He had a standing line of credit at the casino. He was a big spender when he occasionally came in for a gamble. But he always placed sound bets. That twenty-five minutes is an act of pure desperation. Towards the end he keeps putting hundreds of thousands of dollars on green zero. Who bets on green zero?”

“That doesn’t make any sense. Kevorkian would have known it was a losing strategy. The guy had a Ph. D. in Computer Science for God’s sake,” Vladimir said.

“I’m well aware of that fact. And that’s why I believe he was suicidal. Betting everything on green is a typical all or nothing decision. Kevorkian didn’t go to the casino to gamble. He went there to blow away his last few dollars.”

“So, what made Kevorkian suicidal those last few hours before we caught him?” Kraut asked.

“The footage is from the day before the anniversary of his son Kevin’s abduction. As far as I understand Kevorkian adored his son more than anything. Yet he spent almost all his time working when Kevin grew up. Then Kevin disappears on what is supposed to be the biggest day in Kevorkian’s career, the day his company TrakTek goes public. And Kevin is never to be found again. Even though Kevorkian wasn’t to blame for his son’s disappearance he is likely to have blamed himself. He split up with his wife only a year later.”

“That was because she wanted to move on,” Vladimir said.

“It is more likely it was because he couldn’t stand to face Sarah anymore. How do you live life when you are reminded of your biggest loss every time you look at your wife’s face?”

“I can’t even imagine how that would be,” Kraut said.

“It wasn’t like that. Ask Sarah. She’s right out there,” Vladimir said, pointing to the room with the massive computer.

“Both you and Sarah are too close to the case, Vladimir. Whatever you say will be biased.”

“Kevorkian wasn’t suicidal. He didn’t create this thing, this Cronus bullshit, to destroy the world. We need to approach this more open minded. Perhaps Kevorkian had a plan? Perhaps it is something we haven’t even thought of.”

“What could that be?” Mike Hanna asked.

“Kevorkian knew about the dangers of artificial intelligence. I discussed it with him on several occasions over the last few years. What if he created Cronus to act as a gatekeeper?”

“A gatekeeper?” Mike Hanna asked.

“Yes, a gatekeeper. The reality is that whatever governments around the world do, eventually someone will create an Artificial General Intelligence. That fact is almost inevitable. What if you were concerned about it? What if you had all this money and wanted to make sure no one ever built an artificial intelligence that could pose a threat to humans? The only way you could ensure that result would be to build the first one.”

“Build the first one?” Mike Hanna asked.

“Yes the first one.”

“First mover advantage?”

“No, monopoly. Every company Kevorkian ever started went on to create monopolies in the industries they operated. Kevorkian didn’t believe true innovation could be achieved if you always had to look over your shoulder to see what your competitors were up to. He said that if you had a monopoly then you could afford to think about the long term, you could afford to be disruptive, you could afford to invent the things that would eventually destroy your own business.”

“That mirrors my experience,” Kraut said. “DARPA and the military have probably invented most of the ground-breaking technology used in the US today. We didn’t get there by thinking about our next quarterly result, that’s for sure.”

“So Kevorkian could have created Cronus to ensure that he would always have a monopoly on Artificial Super Intelligence?”

“It could explain why Cronus is breaking into virtually every computer network around the world. It wants to get an overview. To make sure that no one ever creates something like itself.”

“It’s an interesting hypothesis. But I still believe Kevorkian was suicidal, and that we have to prepare for what Cronus’ mission is.”

“We are prepared,” Kraut responded. “For every action there is a reaction.”

“You’ve already planned responses for certain actions?”

Kraut nodded.

“So what is the reaction if Cronus launches a nuclear missile on Washington?”

“It will never get to that point. Before that happens, Cronus will have to do certain things. And those things will trigger responses.”

“The EMP attack?” Vladimir asked.

“Yes, the moment Cronus attempts to take over our nuclear weapons systems, it will have sealed its own destiny. Let’s hope it never gets to that.” Kraut rose from the table. His phone had just started vibrating. It was a call he had been expecting.

Just not so soon.
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“Olokoff, how are you?” Kraut asked, after he had let Vladimir and Hanna out and closed the door to the meeting room. The room was warmer than the room storing Kevorkian’s massive computer, but it was still freezing cold.

“Been better, my friend. Been better,” Major Olokoff answered.

“Is everything OK?”

“How long have we known each other, Ronald?”

Kraut looked down at the floor. It was grey and dull. “Twenty-one years.”

“Twenty-one years. That is a long time, my friend. A long time.”

“Yes, it is.”

“And have I always been honest with you, in all those years?”

“I hope you have. I’ve had no reason to suspect otherwise.”

“I have, Ronald. Always.”

Kraut nodded into the phone. “OK.”

“And therefore I want you to be totally honest with me over the next five minutes.”

“OK.” Kraut nodded into the phone again.

“Has the world witnessed a singularity event?”

There was a pause before Kraut answered. “I believe we have, Major.”

“Major?”

“This conversation is being recorded. I think it is best we keep it formal from now on.”

“OK, Kraut. So let me ask you: Did you release it?”

“No,” Kraut answered.

“These attacks, they originated in the US. We traced them.”

“I can assure you that we are looking into the matter, Major. But the US Government had no involvement or prior knowledge. The attacks came as a surprise to us as well.”

“You don’t have control of what is happening in your own country?”

“We do.”

“Then how could this happen?”

“We don’t know.”

“Are you asking me to believe that someone in the US has managed to create the first Artificial General Intelligence, and you, the head of DARPA, the most distinguished expert on artificial intelligence in the US, did not see it coming?”

“That is the truth, Major Olokoff. This is not some ploy by our government. What we have secretly feared for the last two decades has finally arrived. For the first time in history we are not the smartest species on this planet. Something else is.”

“How much smarter?”

“The honest answer is that we don’t know. All we know at this stage is that it acquired human intelligence levels at least twenty-four hours ago.”

“How do you know for sure?”

“We had set up some Turing Test Tripwires. It aced all of them.”

“Der’mo.”

“We have to work together on this one, Olokoff. We have to.”

“You created it. Not us.”

“We didn’t create it. Someone in America did. But not us.”

“Terrorists?”

“We don’t know yet. Most likely a research project gone wrong.”

“Neuralgo?”

“You know I can’t comment on this, Olokoff.”

“If you want us to work together you need to share information, Kraut. Every single bit of information you have.”

“I am prepared to do that. Give me half an hour. I will give you a call back.”

“OK. And put Vladimir on as well next time.”

There was a silence on the line. For a moment Kraut wasn’t sure how to respond.

“Don’t pretend, Ronald,” Olokoff said to break the eerie silence. “I know he was picked up by the military yesterday morning. Neuralgo created this mess, didn’t they?”

“I’ll see what I can do,” Kraut said before hanging up.

 

“I need you to prepare a psych profile on Cronus,” Kraut said to Mike Hanna, when he found him in the lunch room still talking to Vladimir.

“Cronus? Cronus isn’t a person,” Mike Hanna replied.

“I know. But it is an artificial intelligence. Study its behaviour. What is it trying to achieve? How has it progressed since the first attack? Amanda knows how difficult it can be to break through some of our firewalls. Bounce ideas off her. Examine how it did it. Look at the execution. How much has its IQ increased in the last twenty-four hours? How much smarter is it?”

“OK.” Mike Hanna got up from his chair. He looked like a pale ghost compared to the sunburnt ginger-haired man who had been pulled away from his holiday in Hawaii just a day ago. “Can I do it from Vegas though? You promised me I could stay close to my family.”

Kraut nodded. “Yes, fly up with Amanda. She needs to be closer to her team as well.”

“I’ll bring some coffee for her. I think she needs it,” Mike Hanna said as he got up from his chair.

“We all need it. And Mike, I want you to let her have some shut eye on the flight back to Nevada. I don’t care if it is only for twenty minutes. She needs to be at the top of her game for this. You too.”

Mike Hanna nodded. Then he disappeared out the door.

“What was all that about?” Vladimir asked.

“I want a profile on Cronus. It makes sense to understand what we are dealing with.”

“You know it’s not possible to profile a machine.”

Kraut shrugged his shoulders. “We can at least give it a try. Mike is good at what he does.”

“He didn’t do a good job on Kevorkian though.”

“What do you mean?” Kraut asked.

“Just trust me. Kevorkian wasn’t suicidal, and you shouldn’t send that report to the President.”

“It will be sent. Whatever Mike finds, will be shared with the President.”

“Ok. But at least let Amanda stay here. She is a good resource. She will be of better help here than in Nevada. She can communicate with the DARPA teams over the network.”

Kraut nodded. “Ok. Amanda can stay. I’ll let Mike know.”
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One hour later Vladimir and Kraut were standing outside the offices of Magnolia Venture Capital. The founder, Chris Waters, had famously threatened to kill Kevorkian when he wasn’t allowed to invest in one of the last rounds of funding for TrakTek before it was listed on NASDAQ. It was estimated that Waters had lost out on a two hundred million-dollar win when Kevorkian had ditched him only months before the IPO. But two hundred million dollars was like a spit in the ocean for Magnolia Venture Capital. The firm had had more than six billion in funds under management at the time, and an almost unbeatable track record of betting on winners.

The loss of the TrakTek investment had stained Magnolia Venture Capital’s reputation though. The company had just been through a tough period of losing some of its senior partners, and it had badly needed a couple of homeruns to get back on the list of important movers and shakers in the Valley. TrakTek’s very public ditching of the firm had sent the rumours flying, and in less than two weeks investors had claimed back what they could.

Money had poured out of the fund.

Magnolia Venture Capital had almost been run out of business that summer. If it hadn’t been for the founder’s willingness to liquidate most of his personal assets, it surely would have.

“What sort of guy is this Chris Waters?” Kraut asked.

“You assume I know all the VC’s in the Valley,” Vladimir responded.

“Don’t you?”

“No.”

“But you have been Kevorkian’s golden boy for almost a decade. He must have introduced you to some of them.”

“I guess he liked me too much to do that to me. I’ve had to do a couple of presentations over the years, but never any socialising. Kevorkian was good that way. He shielded me from most of the crap.”

Kraut let out a snort. “He protected his asset. That was what he was doing.”

“What do you mean?”

“I’ve noticed something, Vladimir. Every time I say something negative about Kevorkian you jump to defend him.”

“That’s not true.”

“It is. You’re doing it right now. Kevorkian didn’t shield you from the crap. He hid you from the movers and shakers. I’ve checked your inbox again. It’s overflowing with job offers, Vladimir.”

Vladimir shrugged his shoulders. “That’s natural. People know I’m back on the market now that Neuralgo is gone.”

“I called some of the recruiters and companies who have sent you offers. I asked them why they hadn’t contacted you before. They all told me the same story. They didn’t dare. Kevorkian had made it very clear that anyone poaching any of his staff would be destroyed. Although no one ever spoke about it, there was a clear understanding in the Valley to never approach a Neuralgo employee.”

“So what? Kevorkian was protective of his employees? Hardly makes him a villain.”

“They were afraid of him, Vladimir. All those recruiters were afraid of him.”

 

Chris Waters, the CEO of Magnolia Venture Capital, appeared in the reception. He was a good-looking man, white spiky hair, slightly sunburnt face. Short, but fit. Sporting a pair of beige chinos and a blue shirt, that had two buttons undone. The Silicon Valley VC uniform, Vladimir thought.

“Mr Kraut, Mr Sorovis. To what do I owe the pleasure?” asked Waters, extending a vein-covered arm to greet his visitors.

“Can we talk in your office?” Kraut asked.

Waters nodded, and with a simple look at his receptionist he conveyed the message that they were not to be disturbed for the next thirty minutes.

Chris Waters’ office was as unassuming as the man. Simple IKEA furniture, a couple of pictures of space and astronauts on the walls. Nothing revealed the man was good for several billions.

“My new hobby,” Waters said as he noticed Vladimir staring at the large black and white picture of Buzz Aldrin in space. “I’ve stopped investing in start-ups that don’t want to do achieve something important. I only invest in people who want to change the world these days.”

“Is that why you invested in Neuralgo?” Kraut asked.

Waters smiled. “I didn’t see that one coming, that’s for sure. But yes, I invested in Neuralgo because I thought they had potential to make a difference, to achieve something extraordinary. Curing death, who wouldn’t want to be a part of that?” he laughed.

“You don’t seem too upset about losing your investment,” Kraut said.

Waters shrugged his shoulders. “Why should I be? It’s part of the game, and I have enough money anyway. Even if my wife tried her hardest she wouldn’t be able to spend it all. And she is a big spender. I’m not one of Bill Gates’ disciples either. I don’t want to give away my money to stop hunger in Africa. I don’t think that’s possible. I believe the only solution we have for long time survival is to leave this planet. So that’s where I put my money. I fund space exploration companies. Big idea companies.”

“We know. So why did you invest in Neuralgo? It doesn’t have anything to do with space exploration.”

“Well, Kevorkian invited me to invest.” Chris Waters let out a laugh. “I initially thought he was trying to make up for pushing me out of that TrakTek deal years ago. That move almost destroyed me. But I now see he still held a grudge. He let me in because he knew Neuralgo would fold before I got a chance to get out.”

“And you’re not angry about that?” Vladimir asked.

“I was. But in the end it is only money.” He pointed to the large black and white picture of Buzz Aldrin on the wall behind him. “That’s our future. Don’t tell my investors this, but I really don’t care if we make thirty or forty percent annual returns on our investments anymore. I want to change the world. I truly do. Fortunately enough I’ve ended up in a position where people actually give me money to achieve that goal.”

Kraut shot Vladimir a quick look. At that moment they both arrived at the same conclusion: There was no point going through the other eight names on Amanda’s list. People may very well have lost significant amounts of money by missing out on Kevorkian’s IPO. But it was still only money. The abduction of Kevin had to have other reasons.

It was true that most murders were committed by someone the victim knew. Often a family member or a relative. It was always the first approach for police to look at the immediate family. Could someone have a motive? Could there be a financial motive?

But Kraut and Vladimir had been through the police report from Kevin’s abduction. The police had done a thorough job. There was nothing, absolutely nothing that pointed in the direction of either Kevorkian or any other family members having anything to do with the abduction.

The police had missed one crucial fact though. They had failed to take into consideration who Kevorkian’s real family was.

Kevorkian hadn’t spent much time with Kevin as a toddler. He was always too busy.

Busy building his companies.

Busy changing the world.

He once told Vladimir he hadn’t been to a single parent-teacher meeting, not a single school play, not a single sporting event. He had teared up as he said it. This was three years after Kevin’s abduction and it was clear that Kevorkian had acquired a different perspective on life and what was truly important. Vladimir believed that Kevorkian could probably have been a good dad if he had been given a second chance. It had taken Kevin’s abduction for him to realise how much he loved his son. Or maybe he would never have changed? Maybe Vladimir had just witnessed a soft moment. It was hard to tell.

Kevorkian was a hard person to read. Was he genuinely sad, or did he just revel in the feeling to motivate himself to create something even more spectacular?

Vladimir didn’t know. What he did know, though, was that Sarah and Kevin had never been Kevorkian’s true family. Kevorkian’s true family up until the abduction had been his employees, his engineers. It was with them he spent his days, nights and weekends. It was with them he shared his ups and downs, his wins and losses.

And it was among them Vladimir and Kraut would find their target.

If a disproportionate number of all murders around the world were committed by a family member, then it stood to reason that one of Kevorkian’s family, one of his employees, could be responsible for Kevin’s abduction and murder.

 

Kraut excused himself from the meeting when he noticed the number flashing on his mobile screen. He walked out in the reception before answering. The blonde receptionist would never forget how his face seemed to change in an instant.

From confidence to pure despair.

Kraut put the phone down on the receptionist’s desk and asked for a glass of water.

In an instant everything had changed.
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The California sun caressed Vladimir’s face as he stood outside on Kevorkiana HFT’s parking lot, puffing on a Winston. Two females, carrying colourful yoga mats and sporting what looked like never worn gym outfits, shot him some angry looks. He quickly pretended to stump the cigarette against the concrete wall of the building, before checking his phone.

It had been almost seven years since Vladimir had last enjoyed a normal cigarette. He did enjoy the occasional joint, but smoking weed wasn’t something Vladimir did for pleasure. He had convinced himself that he did it to increase his creativity. As long as he kept the usage to a minimum, he felt that the occasional joint would actually offer him a somewhat new perspective on things. It had been the same with coffee for a long time. Coffee would give the neurons in his brain that electric jolt they required to get started in the morning. That time was long gone though. These days he needed at least three cups in the morning just to function, and another two to get through the day.

Seven years of abstinence from cigarettes had helped though. Vladimir instantly felt his body relax. The women in the yoga outfits might very well achieve their moment of mindfulness from an hour of posing in weird positions, trying to hold their farts in. But Vladimir got it all from a single cigarette. And he didn’t even break a sweat.

“Are you still pretending to hide you’re a smoker?” Sarah asked.

Vladimir shrugged his shoulders. “Can’t help it. I don’t like to be judged.”

“Is that what you think they are doing? Judging you?”

“I don’t know. I don’t understand American women.”

“You don’t understand women, Vladimir. You don’t understand women, period.”

“Like I didn’t understand you?”

Sarah smiled. “That was different. You did the right thing back then. I’m glad you did.”

“Walking away? Was that the right thing to do?”

“It was. I was in a bad place. You didn’t take advantage of that.”

Vladimir shot Sarah a crooked smile. “I would have. If you’d let me.”

“No you wouldn’t. You’re too loyal.”

Vladimir shrugged his shoulders again. “I don’t know. Sometimes I wonder what could have been, if the circumstances had been different I mean.”

“It wouldn’t have changed anything, Vladimir.”

Vladimir took a deep breath. “I have always wondered you know, if Andrew found out. He left you shortly after.”

“Andrew would have left me anyway. And if he hadn’t, I would have left him. Our marriage was on the rocks long before Kevin disappeared. I had felt trapped for years, somewhere along the way I had lost myself. It took Kevin’s disappearance for me to realise.”

“Would you have stayed if nothing had happened to Kevin?”

“Probably. At least until he was eighteen.”

“Why eighteen?”

“Because then he would have been grown up. He wouldn’t have been so dependent on us. Why are you asking about this now?”

“I don’t know. There is just something that doesn’t add up.”

“What do you mean?”

“Think about it. If Andrew knew who was responsible for abducting Kevin, then he wouldn’t have gone through all this bullshit just to get to him. Not the Andrew I knew anyway. The Andrew I knew would have just bought himself a shotgun, driven straight to the guy’s home and shot him in the face.”

Sarah took a deep breath and inhaled some of the smoke from Vladimir’s cigarette. She had been craving it. “That’s the Andrew I knew too. But if he didn’t create Cronus to get back at whoever took Kevin, and he didn’t create it to destroy the world, why did he create it?”

“That’s the billion-dollar question, isn’t it?”

Sarah laughed. “I can hear you’ve been around Andrew for a long time. When I first met him he would always say ‘the million-dollar question.’ After he got his first billion, he never spoke in small numbers again.”

Vladimir smiled. “I know. I think I lost my perspective on money a long time ago. The strange thing is that I’ve hardly spent any money the last two years. I lost more than sixty million in Neuralgo stock a few days ago. But I wouldn’t have known what to do with it if I ever cashed it out.”

“That’s why I always liked you, Vladimir. You never let the money change you.”

“You think it changed Andrew?”

“Don’t you?”

“I don’t know. He was already rich when I met him.”

“You should have met him before he had money. He was the most beautiful person you could imagine.”

Vladimir smiled, and was about to reply when the door opened.

 

“It’s not confirmed yet. But Mike’s chopper has most likely crashed,” Kraut said. He looked stressed, as he held the door open for Vladimir and Sarah to return inside.

“Have they found the wreckage?” Vladimir asked, putting out his cigarette on the concrete wall for real this time.

Kraut shook his head. “Not yet. But they know approximately where it went down. Hopefully they’ll find it within the next fifteen minutes or so.”

“So we don’t know if he has survived or not yet?”

Kraut shook his head.

“What is this?” Sarah asked.

“I’m sorry. I haven’t told the rest of the team yet either. I only got the call when Vladimir and I visited the VC guy, Chris Waters. The chopper that was taking Mike back to the Nevada listening station disappeared from the radar forty minutes ago. They now have reports of an explosion in the area. They are fairly certain it has crashed.”

“Shit. Do you think Cronus did it?”

Kraut stared at Sarah. She had just expressed exactly what he was thinking. “At this stage I don’t know what to believe anymore. But from now on we keep travel to a minimum. And we don’t fly at all.”

“Why did you send Mike back by himself? Why couldn’t he wait for the rest of us?” Sarah asked.

“He wanted to be close to his family,” Kraut said, waiting for a reaction from Sarah. When none came, he continued. “I wanted him to prepare a profile on Cronus. Assess its intelligence levels, its motivations.”

“So, if Cronus caused the chopper to crash, it could have been worried about what Mike would find out?” Vladimir asked.

“Possibly. We don’t know what caused the crash yet though, so let’s not jump to conclusions.”

“I thought the choppers were stripped of all computer gear. And certainly without any possibility to be accessed remotely,” Sarah said.

“The chopper that was supposed to take him encountered some problems with its rotor, so Mike boarded a different one without checking with me. It was a Black Hawk.”

“So he jumped on-board one of the most technically advanced choppers in our Army? Excuse my language, but what an idiot.”

Kraut nodded. “It’s not what I would have done. That’s for sure.”
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Amanda handled the keyboard like it was her mortal nemesis. She pounded the keys with such force that one could almost hear them crack.

“Are you always this rough?” Vladimir asked. Amanda was a petite blonde, her behaviour didn’t exactly mirror her looks.

“I like efficiency,” she answered.

“You normally program listening to music, don’t you? Rock or heavy metal?”

Amanda paused for a second. Then turned to face Vladimir. “Heavy metal,” she said with a put on smile. “I almost feel naked without my headphones.”

“I know how it is. I have to listen to piano solos when I code. We’re all creatures of habit.”

“That’s true. And I think Cronus has a few habits too.”

“Have you found a pattern?”

“Yes.”

“What is it?”
“I’ve left a couple of messages to Cronus on the mainframe. Even though it hasn’t responded to any of them, I can see it stopping by to check for messages every so often.”

“Cronus returns to this machine?”

Amanda nodded. “Every ten minutes. Regular as clockwork.”

“Why does it do that?”

“I’m not sure yet. It could be to read my messages, or it could just be a coincidence. It could be that it simply stops by to check up on us.”

“But you believe it is checking your messages?”

“I do.”

“Why?”

“It’s very strange. It’s almost as if it is a bit desperate. As if it’s hurt.”

“Hurt? That doesn’t make any sense. Cronus is an artificial intelligence. It won’t have any feelings.”

“I don’t mean hurt as in feelings. I mean hurt as in damaged.”

“Damaged?”

“That’s what it feels like. It feels like Cronus is looking for some code to fix itself.”

“Cronus is a self-programming artificial intelligence. It wouldn’t need to look for code to fix itself. It would just invent it.”

“In theory that’s true. But Cronus is definitely coming back to the mainframe every ten minutes to look for something. And it appears weaker every time.”

“How can you tell?”

“It’s slower.”

“Slower?”

“Not much. But enough for me to notice. And that doesn’t sit well with the Artificial Super Intelligence in its infancy theory.”

“Do you think it’s playing a game?”

“Pretending to not be as smart as it is? It could be. It would make sense for it to do that. If we believed Cronus was still only a bit smarter than a normal human being, it might have impact on how we approached it, and this could buy Cronus time to do whatever it is planning to do.”

Vladimir took a deep breath. “We need to collect some data on this. I know Kraut is a believer in the AI Box problem, but there could also be a chance that we have overestimated Cronus’ intelligence. If Kevorkian’s plan was to penetrate and infiltrate every American computer system, then there is a chance he might have made an Artificial Narrow Intelligence, and that we have just misinterpreted it as being an Artificial General Intelligence.”

“I’ll see what I can find out,” Amanda said, wondering why Vladimir was suddenly listening to her.

She was almost certain that Cronus had slowed down, that it wasn’t as brilliant as it had been earlier in the day. But there was an added complication. The Black Hawk that was supposed to have taken Mike Hanna back to Las Vegas had just been located. There was nothing left of it. It had exploded on impact, and there was no way of telling what had caused the crash. A proper investigation could take weeks, maybe months. And time was a luxury they didn’t have.

What if Cronus had brought the helicopter down? What if it was just playing dumb?
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“So how can we figure out whether Cronus is actually turning into an Artificial Super Intelligence, or is still just as smart as a human being?” Amanda asked.

“I don’t know. I am not even sure if acing the Turing Test should qualify it as an Artificial General Intelligence. In my opinion the whole Turing Test is flawed. It is insane that we use a premise developed in the 1950s to determine whether a machine has reached human intelligence levels or not,” Vladimir replied.

“I agree. Last year a simple chatbot called Eugene Goostman managed to convince thirty percent of the judges at the University of Reading that it was a human being. It did it by simply being deceptive and vague, not through a normal conversation as outlined in Turing’s original premise. If we accept a simple chatbot to be the equal of a human intellect then there is something very wrong with our definition.”

“The Turing Test Tripwires didn’t just rely on the fact that Cronus managed to trick the personnel into believing it was a human being. The tripwires were designed to be magnitudes more complex than that. Conversation is just one of many aspects of human intelligence. Cronus also had to convince DARPA’s operators that it possessed the creativity and problem-solving capabilities of a human being,” Kraut interjected.

“You managed to devise a test that could measure the intelligence of a machine? To put a number on it?”

“Not exactly. A savant may score high on one aspect of an IQ test, but be a complete idiot when it comes to other aspects of being human. Cronus proved beyond a shadow of a doubt that it was equally smart, creative and socially functioning. It managed to convince the operators that it was just another human being. But that is part of the problem with the Turing Test. Why should we assume that an artificial intelligence would respond and act as a human? Why should we be fooled into believing it is a human? Wouldn’t we rather be so impressed by its answers that we instantly knew no humans could ever have come up with them?”

“Exactly. So there is really no way of testing whether a machine has reached human intelligence levels, because it wouldn’t converse or behave as a human even if it had the same intelligence quotient.”

Kraut smiled. “Now you’re getting it. DARPA’s Turing Tripwires didn’t just test whether the artificial intelligence was as smart as a human being. They tested whether it was already smarter.”

“Shit,” Vladimir exclaimed.

Kraut nodded. “After passing as a mere human being Cronus was given gradually more complex mathematical and verbal puzzles, some we didn’t even have the answers to. When all the answers it provided checked out, we knew for certain that we were dealing with something quite different. Something the world had never seen before.”

“It solved mathematical puzzles humans couldn’t?”

Kraut nodded. “In less than a couple of nanoseconds. Cronus solved our biggest mysteries in less than a couple of nanoseconds. No human I know of could ever have done that.”

“OK. So it’s not an Artificial General Intelligence at all. It is already a lot smarter than us. It has been from the start. Where does that leave us?” Vladimir asked.
“Well, Amanda tells me its latest attempts to hack through firewalls have been somewhat less sophisticated than they were only hours ago. She says some of her colleagues could have done a better job than Cronus did on its last attempt. So my assessment is that it has moved from being a lot smarter than us to something close to human level intelligence. Maybe not even the sharpest tool in the shed.”

“How do we explain this?” Vladimir asked.

Kraut shrugged his shoulders. “It may be trying to trick us. Fool us into believing it is not a threat anymore.”

“But how do we know for sure?”

“That’s the problem. There is no way of knowing for sure. Just as we had no idea how to score its IQ when it solved some of the unsolvable mysteries in math and physics we gave it, we have no way of measuring its real IQ right now. It could just be playing stupid.”

“What if it isn’t? What if something has happened that makes it go backwards?”
“What would that be?”

“I don’t know. But what if? Is there any way we can measure in which direction its IQ is moving?”

Amanda nodded. “I can probably come up with something. I can’t devise a program that measures its IQ if it is one hundred thousand. But if it moves from 180 to 150 I should probably be able to pick it up.”

“Great. Get your team to write the program. We need to assess Cronus’ exact intelligence,” Kraut said.
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Vladimir sat down next to Kevorkiana HFT’s supercomputer. He knew that the record for the highest IQ ever recorded by a computer before then belonged to Conceptnet 4 AI, which had recorded the IQ of a four-year-old in 2013. The computer had failed miserably in reasoning however, and the results had varied extremely across the test. If the test results of a real child had varied the same it would have been a strong indication that something was seriously wrong with its cognitive abilities. Basically Concept 4 AI could name the dots, but it couldn’t connect them.

Would Cronus be any different? Would it be able to identify the dots, but unable to connect them? Or would it not only be able to connect the dots, but do it by looking forward? Vladimir remembered having watched Steve Jobs’ epic Stanford Commencement Address on YouTube a few years back. The video had made an immense impact on Vladimir. The way Jobs had said that one had to ask oneself every day if the work one did was important enough to continue doing. Steve Jobs had asked the students to imagine if they only had one day left to live, would they still be satisfied doing the same work the next day with this knowledge at hand?

That statement wasn’t the only profound thing Jobs had said that day, however. He had also said that all his various choices throughout life had led him to the point where he found himself that day. He hadn’t realised at the time, because his various choices for schools and jobs had never been part of any greater plan. It was only afterwards, in retrospect, that Steve Jobs was able to connect the dots. It was only looking backwards that one could connect the dots.

The only computer in the world that had actually taken a proper IQ test had spit out the result of a four-year-old. Cronus was obviously magnitudes smarter than that. But would Cronus also lack the essential ability of reasoning? Would it lack the ability to connect the dots?

It was hard to answer the question because Cronus had been able to solve puzzles no human had ever been able to. But those puzzles had invariably been mathematical equations, questions with black and white answers. A different intelligence was required to solve ethical dilemmas or connect the dots in a murder mystery.

Vladimir had scored one of the highest IQs ever recorded at Moscow Elementary School. Still several of his friends had done much better than he had in life. IQ in itself didn’t really provide you with any measurement of the likelihood of a person’s future success. Not even school success. There were too many variables that could influence the final outcome. So what if Cronus had acquired a higher IQ than any living human being? What did it mean? It didn’t necessarily mean that it would be smarter, more cunning, or even a better conversational partner than an average human being.

Were they placing too much importance on intelligence? What if intelligence didn’t really matter that much? What if intelligence and creativity weren’t correlated at all? What if Cronus would never be able to achieve an intelligence explosion because it simply wouldn’t be creative enough to come up with ways to improve itself?

There were people in the world with IQs in the 180s and 190s. Vladimir knew. He had a few of them on his payroll. But they weren’t the guys he asked if he had an important job to get done. They were smart, but they weren’t original. They could solve problems, but their solutions weren’t beautiful or unique. Vladimir’s most trusted inner circle of engineers weren’t the ones with the highest IQ on paper, but they were by far the smartest people in the real world.

They shone in the real world.

The high-IQ guys shone on paper.

And Cronus was now in the real world.

In the end it didn’t really matter what specs a computer had if the software couldn’t keep up.

A human brain was hardware, or wetware as Kevorkian had preferred to call it.

But in the end it was the software that mattered.

And they had no idea what Cronus’ software was like.

“How do you intend to test Cronus’ intelligence?” Vladimir asked.

“We will tweak the security systems on the governmental websites that Cronus will most likely attack next. If we can assign various levels of difficulty for breaching each system, then we can at least see in what direction the intelligence is moving,” Amanda replied. She made a quotation mark in the air when she said intelligence.

“OK. It’s not perfect, but it might work.” Vladimir scratched his chin as he sat down on the chair next to Amanda. “I need you to do one more thing,” he said.

“Sure. What is it?”

“I need you to test Cronus’ level of creativity as well.”

“Creativity? How am I supposed to test that?”

“Let me worry about that. Just find me a site or a system you think Cronus will attack. I’ll sort out the rest.”
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Major Olokoff glanced out the window. America – the land of big dreams. The country where everything was possible. The country where kids were told they could become anything they wanted to when they grew up. Olokoff had to laugh. He couldn’t help himself. He studied his fellow passengers as they reached for their luggage. Everyone attempting to be more polite than the next one.

If this had been in Moscow, there would have been no such politeness. Russians were taught to fend for themselves, to never trust anyone. And Olokoff had to keep this fact in the back of his mind when he was due to meet Ronald Kraut later in the evening.

Kraut and Olokoff had known each other for decades. One could even call them friends. They hadn’t always seen eye to eye, but they had always respected each other.

This evening Olokoff had to erase all that history. He had to approach Ronald Kraut as any other American – a potential enemy of his beloved Russia.

Westerners always complained about how regulation inhibited innovation and growth. How the market economy was the answer to every question under the sun. Yet there were very few social goods that had actually been created by market economies. The good things were usually unintended. Side effects.

Olokoff stood up and straightened his pants, before reaching for his jacket from the overhead compartment. As usual he had been assigned seat number two in Business Class. It would ensure he would be one of the first to disembark the plane. He would have preferred to fly in on a private jet, but there had been none available. All the jets were apparently in the US at the moment. Most of the world leaders were already there to discuss global warming or a coming ice age. Olokoff wasn’t quite sure what it was the world was afraid of at the moment.

Everything was as it had to be though. The world needed a constant threat hanging over its head to function properly. Olokoff had lived through the cold war. The Americans always portrayed it as though it was they who had lived with the constant threat of a nuclear war over their heads. But what about the Russians? The Americans were after all the only nation in human history that had actually been reckless enough to use nuclear weapons in a war. They thought they could justify any means, the Americans, because they thought they were always morally right. And now they had created an Artificial General Intelligence. Olokoff wondered what their excuse would be this time.

And he wondered what their suggestions to solve the problem would be.

He could already guess it though.

The President would declare artificial intelligence the nuclear weapons of the twenty-second century and force every other country in the world to sign a treaty to never attempt to develop weapons controlled by artificial intelligence. The exemption would of course be America. America had already developed it, and it couldn’t very well take that back.

Thus America would make sure that it would have an everlasting monopoly on weapons controlled by artificial intelligence.

Olokoff was there to make sure that would never happen.

He could see straight through the Americans’ deceptive ploy. He had interviewed Vladimir Sorovis’ brother Ivan. And he now knew what had happened. He knew what Neuralgo had created. And he knew it couldn’t have resulted in an Artificial General Intelligence.

Everything was a setup. The Americans were applying their usual scare tactics on the rest of the world. They would claim they had identified a rogue technology company attempting to develop Artificial General Intelligence, and then they would tell the world all the scary things this could result in. When the population was sufficiently scared, they would reveal that they had been able to contain the threat, and that the world could never allow something like this to ever happen again.

And then they would move in for the kill: Proposing that no other country be allowed to develop what they had just developed.

Olokoff glanced at the captain. He was standing in the front of the cabin, talking to a uniformed soldier. Kraut had sent the welcoming committee to greet him. He must be eager to get this out of the way, Olokoff thought as he pushed the American next to him, the one who had seat number three, to the side so he could disembark. The American fell backwards into his seat.

Olokoff didn’t look back.

Olokoff didn’t apologise.
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Vladimir was studying the code on the computer screen. Some of it was Greek even to him. Cronus was a clever machine. There was no doubt about that. But what Vladimir found strange was that he was able to understand anything at all. If Kevorkian had truly developed an Artificial Super Intelligence, something so smart that it would eventually make humans look like mice, then they should already now see signs of that intelligence seeping through in the coding.

But it wasn’t.

Kraut was correct in saying that Cronus had been able to solve some mathematical equations that no humans had ever been able to. And it had done it in less than seconds. This should be sufficient evidence that Cronus not only was as smart as a human being, but magnitudes smarter. But when Vladimir reviewed the equations he wasn’t that impressed. The answers Cronus had come up with weren’t beautiful. They were more the result of an enormous data crunching ability than brilliant creativity.

Einstein had come up with his law of relativity based solely on his observations and imagination. He had used the power of his mind to ponder why things were as they were. And only decades later had computer capacity caught up sufficiently to verify his theories. Cronus didn’t have to wait. It could launch a million theories and test them all within seconds. Was that an equal level of creativity?

The more Vladimir studied the results on the screen, the more convinced he became; the Turing Test Tripwires Kraut and his team had designed were deeply flawed. They didn’t conclusively assess whether Cronus was an Artificial Super Intelligence or not, not even whether it was an Artificial General Intelligence or not.

Vladimir had to admit that Cronus most likely was smarter than any living human being. But he still wasn’t sure whether it was more creative.

And there was something else that didn’t make sense.

The way Cronus had solved the various puzzles was remarkably like the way Vladimir would have approached them, the way Kevorkian would have approached them.

Vladimir knew how different people’s thinking patterns could be. Whereas Kevorkian had only been interested in Vladimir arriving at the correct answers when he put all those puzzles up on the internet in 2003, Vladimir had always been interested in how his engineers arrived at the answers.

At its peak Neuralgo had employed 404 engineers. Vladimir had interviewed every single one of them. It was a long and tedious process, and Vladimir usually never got involved until the fourth or fifth interview. But ultimately he was the one with the power to make the decision.

Whether to hire or not.

And he used that power indiscriminately. In the end it didn’t matter what human resources said. They could claim the guy was a brilliant team worker, an inspirational bundle of energy, a future management asset, and Vladimir could still give him the thumbs down. Vladimir looked at how the person approached problem-solving, how his mind worked when he was put to solve a complex problem under time pressure, and he based his judgment solely on that observation. Vladimir had turned down people who had later moved on to start successful million-dollar corporations or become hugely successful executives in Yahoo and LinkedIn, and he had hired people with shady backgrounds, massive holes in their CV’s, and generally antisocial behaviours. But if he had been given the same opportunity again, there were very few of his hires he wouldn’t have rehired, and he didn’t regret passing on any of the career climbers. Neuralgo had been blessed with the most stable and productive engineering team in the entire technology industry if you asked Vladimir.

And it had all been due to the fact that Vladimir hired people who approached problems in radically different ways than he did.

When he studied Cronus’ problem-solving he could almost recognise himself and Kevorkian though.

It was as if he recognised the DNA of Kevorkian’s problem-solving in the code.

“It’s still bloody Kevorkian,” he cried out enthusiastically.

“What is?” Amanda asked.

“The code. It’s Kevorkian. I think we’ve been so blindsided by this whole talk about singularity that we have missed the fact that Cronus is thinking like a human being, it is problem-solving like a human being.”

“Of course. It is probably a very bright Artificial General Intelligence. So we would expect it to think sort of like a human.”

“No we wouldn’t. We wouldn’t at all. If we gave a spider an IQ of 180 it wouldn’t think at all like humans. So why do we think that a machine with an IQ of 180 should think anything like us. It simply doesn’t make sense. Even at lower IQ levels, it would think radically differently.”

“But Cronus was based on Kevorkian’s brain, wasn’t it? It was based on a human brain.”

“That’s the problem. We talk about an artificial intelligence that will soon be unrecognisable to us, because in essence it will always be a machine. But Cronus isn’t just a machine. It is Kevorkian. It is not only based on Kevorkian, it is still Kevorkian. His brain has just been given a lot more computing power.”

“Damn,” Amanda exclaimed. She didn’t like to admit, but Vladimir could be on to something.
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As Kraut walked into the room all eyes turned to face him. Everyone noticed the difference. Most of the people in the room had only known Kraut through his various TV performances and key note presentations. Out of Team Cronus only Amanda had ever met him in person before. But they had all been surprised about how different the public Ronald Kraut had been from the private Ronald Kraut. During their entire time dealing with the Cronus threat, Kraut had been humble, almost insecure. He had asked for advice and genuinely seemed like he didn’t know what he was doing.

Now his normal arrogance had returned with a vengeance, the arrogance that had silenced so many talk show participants and critics. One never entered an argument with Ronald Kraut without risking ending up looking like a fool. Everybody knew that. It was part of the reason Kraut had been so popular on TV shows. He was a master in argumentation. And he had the credentials to back up his claims. He was a millionaire, founder of several successful start-ups, had a Ph. D. in philosophy, had authored books, had invented new disruptive technology. One could love him or hate him, but one couldn’t argue he wasn’t extremely accomplished. And when one added his uncanny ability to make outrageous claims, and to back them up with sound arguments, he was a certain ratings winner.

None of Team Cronus had experienced that side of Kraut though, not yet. Not until he walked into the office and called for everyone’s attention.

“We will have a guest arriving in ten minutes. I want you to treat him nicely. But don’t discuss anything without me being present.”

“Who is it?” Amanda asked. They all assumed it would have to be someone from high up in the government. Maybe the Vice President or the Secretary of Defense?

“His name is Olokoff. He is a Major in the Russian Army. He will be here in an observatory function only.”

“A Russian?” Amanda asked.

“Yes,” Kraut responded crassly.

Vladimir just stared at the floor. The time had come for Kraut to make Vladimir useful. Kraut had been open about it. Vladimir hadn’t been chosen because he was the best in his field. Not even because he was the one person in the world who knew Kevorkian the best. He had been chosen due to his Russian background. If Kraut wasn’t able to convince the Russians that this whole thing wasn’t an elaborate setup, then it would become Vladimir’s job. Vladimir was Kraut’s truth witness. The problem facing Vladimir was that he was starting to doubt the whole story. He didn’t doubt the fact that Kevorkian had created Cronus. But he had started to doubt whether Kraut was being honest with him. Why hadn’t Kraut told him that he thought it was an Artificial Super Intelligence from the outset? Why had he first lied and told Vladimir they were only dealing with an Artificial General Intelligence? Kraut had not been honest. He kept secrets, and Vladimir had to find out why.

“Why would we share information with the Russians?” Amanda asked.

“Because we have no choice. Cronus is not only an American problem. For the first time in history all humans are facing a common enemy,” Kraut responded.

Vladimir studied Kraut where he stood, lightly rocking back and forth on his toes, a strange smile on his face. His lip slightly curled up.

Why the newfound arrogance? Why the newfound self-confidence? Had Kraut just been to the bathroom to snort some cocaine? Vladimir had witnessed it before. He drove his engineers hard. Most of them coped, but some didn’t. The threshold to start using drugs wasn’t that high.

Neuralgo’s location in Las Vegas had been ideal from a retention perspective. Hardly any of his staff left for other companies. The only other tech company of some prominence in the area was Zappos, and they were basically a cult-like call centre compared to Neuralgo. But Vladimir had lost a few engineers to stupid life decisions. Living close to Vegas wasn’t ideal when you had a lot of money. Several of the engineers in one particular team had fallen in love with strippers. Vladimir had been unaware of the whole ordeal until he heard some of the other engineers talk about the Crazy Horse team. It turned out that what had started out as a weekly teambuilding meeting at a local strip club had turned into massive heartaches for several of the engineers involved. The end result had been disastrous. One of the engineers had just disappeared one day, driven off on a road trip with his stripper girlfriend in a brand new Corvette. He had never returned. Two others had acquired expensive cocaine habits and been tricked into signing over most of their stock options to some of the girls in exchange for sexual favours.

The stories went on and on.

Gambling addicts.

Drug offences.

Poor life choices.

To a certain degree Vladimir sympathized with the guys, because, unfortunately, most of the more than four hundred engineers at Neuralgo had been guys. Neither Kevorkian nor Vladimir cared much about equal employment rights. They just hired the people they wanted. And the almost all-male environment hadn’t been ideal in the City of Sins.

If it hadn’t been for Kevorkian taking Vladimir under his wing when he first arrived in America, Vladimir might quite possibly have ended up in a similar hard spot. It was hard to come from obscure Geekdom to suddenly be recognised as attractive on the dating market. Regardless of whether that attraction was purely based on monetary matters or not.

Girls were interested - and that was a new experience.

Vladimir shook his head. He was probably putting too much thought into nothing. Kraut couldn’t be using cocaine. The guy was a health freak. He had publically claimed that he didn’t think it was unrealistic that he would live until he was one hundred and twenty-five.

 

“It’s on again,” Amanda called out.

Vladimir checked his watch.

Almost midnight.

Cronus had definitely broken its pattern. If there had ever been a pattern, that was. Three observations was hardly the evidence one needed to establish that there was a pattern to the madness. Because it felt more like madness than system when Cronus started attacking computers around the world.

“What is it going after now?” Kraut asked.

“Everything,” Amanda answered.

“It’s accessing the power grids,” one of the computer analysts said.

Vladimir didn’t say anything. He just stared at the spectacle before him. He knew he was witnessing something extraordinary. Something very few people would ever get to see. He was watching pure brilliance.

Pure intellect.

 

“What the hell is going on?” a rusty voice hollered from the entrance door. A uniformed soldier tried to halfway block him, but Major Olokoff pushed through. “Kraut, would you mind telling me what the hell is going on?”

“Let him in,” Kraut instructed the soldier. He knew they would now be entering a new phase.
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Major Olokoff stared at the row of computers in front of him. He had always known that the Americans were ahead in the technology race. But he had never anticipated how far they had come.

“So we are witnessing an actual attack right now?”

Kraut nodded. “Yes, this is real-time transmissions. You just saw how the artificial intelligence slowed down the entire internet. Almost to 1998 speeds. And then. Bang. It’s almost like an explosion. Everything gets hacked. Everything gets breached.”

“Everything?”

“Well, so far Cronus has steered clear of major power grids and our nuclear weapons systems.”

“Cronus?”

“Long story, that’s what we call it.”

“OK,” Major Olokoff replied.

“And on your side? What has it attacked so far?” Kraut asked.

“The same. Mostly corporate computers. None of our military systems. It seems to have been targeting companies with links to the US. Apart from that the attacks have seemed quite random, erratic.”

“They are not random at all. We just don’t know what Cronus’ agenda is yet,” Vladimir said. He was exhausted.

“I think your phone is ringing,” Sarah said. She was standing next to Vladimir and could feel something vibrate close to her left thigh.

“Is that me?” Vladimir asked, slightly confused. He couldn’t remember having brought his phone from the lunch room. He reached down in his pocket and pulled out Kevorkian’s keyring. “It’s just Andrew’s old keyring. I picked it up from the house. I wonder why it’s vibrating.”

“That’s not a keyring,” Sarah replied. “That’s Kevin’s GPS tracker.”

“Say what?” Kraut said.

“That’s the receiver for the tracker Andrew had implanted in Kevin’s neck. Andrew used it as a keyring for the Porsche,” Sarah said, grabbing the keyring from Vladimir’s hands. She studied it intensely.

“Is everything OK?” Vladimir asked.

“It has never worked before. We could never get it to work after Kevin disappeared.”

“Put it down. Put it down right now,” Kraut yelled.

“What’s wrong?” Sarah asked as she reluctantly placed the keyring on the desk in front of her.

“That could be Kevorkian’s trigger mechanism,” Kraut said as he gently lifted the keyring from the desk. It kept vibrating.

“Look, it is vibrating in sync with the pulses on the computer screens,” Vladimir observed.

“Holy fuck. It is,” Amanda exclaimed.

“What does it mean?”

“I have no idea. But somehow this thing is connected to Cronus. It’s connected to the artificial intelligence.”

“Check the numbers,” Sarah said. “If you press the button on top of the keyring it will show you the GPS coordinates on the LCD screen.”

“Don’t fucking press any buttons. Not until we know what the connection is,” Major Olokoff said.

Kraut chose to ignore him. “The situation can’t get much worse than it already is,” he said, gently pressing the button.

Everybody went silent. One could almost hear one’s own heartbeat.

“Do you think it is attempting to communicate?” Olokoff asked. Vladimir and Kraut were busy reading the digits on the keyring’s tiny LCD.

“Maybe. We’ll know more in two seconds,” Kraut said as he punched in the coordinates in the MILMAP300, the map system the US Defense Forces used.

“That’s a bit strange.”

“Where is it?”

“It’s just off the coast. In fact, it’s in the middle of nowhere. No shipping lanes, nothing. It’s just in the middle of the ocean.”

“Maybe the numbers aren’t GPS coordinates? Maybe they are something else?”

“What would that be?”

“I don’t know. A code maybe? A code that only Kevorkian would understand.”

Kraut nodded. “If it’s a code then Kevorkian would have to have developed some sort of deciphering system and uploaded the instructions to Cronus. We will need to search his house again.”

“There’s no point,” Sarah Kevorkian said.

“Why? This is the best lead we have had since this whole thing started. Our only lead I might add,” said Kraut.

“There’s no point because it’s not related to Cronus.”

“What makes you say that?”

“Today is the anniversary of Kevin’s abduction. I had forgotten about it, but Andrew mentioned something a few years ago. It just sounded so unbelievable back then. He claimed that Kevin’s murderer was taunting him. Turning on the GPS tracker every anniversary of Kevin’s abduction. I didn’t believe him. I thought it was just another one of his crazy stories. Refusing to accept the fact that Kevin was gone.”

“The GPS tracker has turned on by itself before?”

“That’s what Andrew claimed. But the coordinates didn’t mean anything. They always pointed to somewhere impossible.”

“What do you mean by impossible?”

“They were always in impossible places. Always in the middle of an ocean somewhere.”

“Could they have been picked up from a boat?”

Sarah shook her head. “No, Andrew said he had already checked that out. There hadn’t been any ships or boats at any of the locations the GPS signals were ever picked up from. That’s why Andrew was convinced it was Kevin’s murderer who sent the signals to taunt him. Somehow the murderer had figured out a way to send a signal while distorting the origin of the signal.”

“Crosscheck the list of potential targets with who has ownership or interests in any GPS satellite systems.”

“OK,” Amanda nodded, before attacking the keyboard of her laptop.

“Do you think this is relevant?” Olokoff asked Kraut.

“It’s the only thing we have to go on at the moment. That’s good enough for me. What do you think, Vladimir? You’ve been awfully quiet.”

Vladimir rubbed his eyes with his fingers. “I don’t know to be honest. But I’ve got this strange feeling that I’ve missed something essential….”

Vladimir’s thought process was broken off by the loud sound of an alarm.

Then suddenly a red light started to blink on all the computers.

“What is that?” Major Olokoff asked.

Kraut didn’t answer. He just stood there. Frozen. Pale as a ghost.

“Kraut, what does the red light mean?” Olokoff repeated.

“It means everything has just changed,” Kraut answered, before sitting down in the chair in front of him.

“What do you mean everything has changed? What does it mean?”
Kraut swirled his chair around so that he faced Major Olokoff. “It means Cronus just attempted to access the control systems for our nuclear missiles.”

“Are you kidding me? Can you stop it?”

Kraut nodded. “We can. But it will have consequences. All our intercontinental defense systems will have to be shut down.”

“Leaving you open for an attack from the outside?”

“Yes.”

“Well, you shouldn’t worry about us, Kraut. Russia has no intention of starting a war with the US. I will call the President and explain the situation. He trusts me. But you have to shut down your nuclear missile systems right now.”

“I will do, Olokoff, I will do,” Kraut said, staring at the screen.

Then they all started staring intently at the screen.

“What the hell is that?” Sarah Kevorkian said, pointing at one of the screens on the wall. It showed the twenty-four GPS satellites orbiting earth. Suddenly they all started to blink in red.

“Does that mean what I think it does?” Olokoff asked.

“Depends what you think it is,” Kraut replied.

“Is that fucking nuclear missiles? Because that’s what it looks like,” Olokoff said.

“I’m afraid so.”

“Oh, fuck. Did the artificial intelligence do this?” Amanda asked.

“No. This wasn’t Cronus’ work. This was our protocol being initiated.”

“I don’t understand,” said Major Olokoff.

“Cronus has been identified as an Artificial Super Intelligence, an Artificial Super Intelligence that will eventually take over our world. Our systems just made sure that won’t happen, ever,” Kraut said as he turned his back to Olokoff.

“What do you mean? What have you done, Kraut? What the fuck have you done?”

“Call your wife, Olokoff. In twelve hours the phones will stop working. This might be your last chance to talk to your wife and kids for a while.”

“You are detonating them in the atmosphere, aren’t you? You are attempting to create a massive EMP wave?”

“You’re a realist like me, Olokoff. Our knowledge won’t die just because our computers die,” Kraut said, tapping his index finger on his right temple. “It’s all stored up here. And we can extract it again. We will rebuild this world. And this time we will know better than to attempt playing God.”

“You’ve just played fucking God, Kraut. You and your god damn government have just played God. I will have nothing to do with it,” Olokoff yelled to Kraut’s back, before reaching for his phone.

“Put that down.” A soldier, pointing an assault rifle straight at Olokoff’s chest, stepped forward. “Put it down, now.”

With a face filled with anger Olokoff obediently placed his phone on the desk in front of him.

To the right of him, Vladimir was attempting to support Sarah Kevorkian. She was weeping on his shoulder. She had just realised that she would be hundreds of miles away from her twin daughters when the EMP blast hit the surface of the Earth. In less than twenty hours the world would be thrown into a bigger chaos and turmoil than it had ever been in.

In less than twenty hours everything electrical would cease to work. Its insides fried by the blast wave from one of the nuclear detonations in the atmosphere.

Kraut was right: Many people would survive. And maybe they would be able to rebuild society in a generation or two.

But who would survive? How many would survive?

What scars would it leave on humanity?

And would those scars ever heal?

 

At the time Protocol Cronus was activated, Earth had a population of more than seven billion people, and although no politician had the guts to address this publicly, that number was the single most important reason the world was in such a bad state. Forget about hunger, global warming, pollution and every single other threat facing humanity. The world was ruled by cause and effect. All those things were effects.

The cause was overpopulation.

Every single day of the year, it didn’t matter whether there were famines, holidays, Ebola outbreaks or terrorist attacks, every single day that seven billion increased by more than two hundred and twenty thousand people. The population growth was out of control and nobody was willing to even talk about it.

There wasn’t even any long term plan on how to deal with the problem. Politicians preferred discussing new ways of taxing people and corporations in the pursuit of curbing global warming, instead of addressing the massively obese elephant in the room; the unsustainable population growth the world had experienced over the last two hundred years. Politicians jetted around to fancy conferences, preaching about the necessity of eating short travelled food. But what they should have been discussing was the fact that there were simply too many of us.

There were too many humans.

When it came down to it though, humans would always be allowed to destroy Earth, because the worth of a human life trumped everything.

Nothing was as valuable as a human life.

When the President had been asked to sign off on Protocol Cronus, he’d had to ask himself a question that was impossible to answer. How much is a human life worth?

He hadn’t been able to answer that question.

If Protocol Cronus was ever initiated it would result in the deaths of millions of people, possibly billions.

How was it possible to put a price on a billion lives when one couldn’t even put a price on a single one?

In response the President had turned the question on its head. Instead of asking what the value of a single human life was, he had asked what the value of humanity was. What would he be willing to sacrifice in order to save humanity?

What was the survival of our entire species worth?

He hadn’t been able to answer that question either. But he had intuitively known what was the more valuable of the two. A billion lives lost sounded terrible no matter how you put it. But if the alternative was the certain extinction of the human race, then the answer wasn’t so clear cut after all.

No one would actually die directly from the EMP blasts. Warnings would be issued to governments around the world. Airlines would ground their planes. Boats would head for safe harbours.

In the end it would be up to all individuals to fight for their own survival, to fend for themselves.

Yes, there would be food shortages, there would be an energy crisis of unimaginable proportions. There would probably be total anarchy and lawlessness in the streets in most cities only a few days after the electricity first disappeared.

It was abundantly clear that life would never be the same again.

But at least humanity would stand a chance.

At least everyone would have an equal chance of survival.

The President would be resetting time.

It would be back to how it once had been.

How it was for most other species on Earth.

It would be survival of the fittest all over again.

 



DAY 3: THE DAY THE WORLD CHANGED FOREVER

“My hardest realisation in life was to acknowledge how insignificant I was. Nothing I have ever done has been truly important. Neuralgo will be different. It will be important. Mark my words. It will be important.” Andrew Kevorkian, Shareholder meeting at Neuralgo Inc, May 2013.

“It is hard to categorically claim that humans will never be able to create an Artificial Super Intelligence. If one reviews the predictions of the last one hundred years, what stands out is that science fiction authors have probably been better at predicting the future than traditional men of science. The future will never be exactly as we think it will. It will most likely be very different. But it is naïve to believe that we as a species will survive if we remain on Earth. And it is also naïve to believe that we will be able to conquer our galaxy, and possibly the rest of the universe, if we leave it to evolution to improve our intelligence. Like it or not - artificial intelligence will be the salvation for humanity.” Ronald Kraut, Speech at Florida Convention for AI and Nano-technology, February 1998.

 

“When a nuclear device is detonated above the Earth’s atmosphere it will create a pulse wave. This pulse wave will travel at the speed of light, and it will short-circuit every single electronic device it comes in contact with on the Earth’s surface. EMP is short for Electromagnetic Pulse Weapon. You should memorize this term. We shouldn’t walk around fearing some terrorist organisation acquiring dirty bombs or chemical weapons. We should fear a rogue nation acquiring EMP capabilities. The moment this happens, the power balance in the world changes overnight. An EMP weapon has the capability to throw the entire world back into the Dark Ages. Imagine a world where all electronics cease to exist. That it is the world an EMP weapon is capable of creating. And still nobody talks about it. The world chooses to close their eyes.” General Julian Klein (ret.) Former Chairman of the Joint Chiefs of Staff. Keynote at Centre for Extinction Events Sydney 2003.
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3 YEARS EARLIER
5th of March 2012

The White House, 




Washington DC
When Ronald Kraut submitted his draft proposal for Protocol Cronus in early 2012, he had expected to be called in to the President’s office and to get sacked on the spot. Ronald Kraut was a distinguished philosopher, and the foremost expert on nanotechnology and artificial intelligence of the last twenty years. But, publicly, he had always been one of the believers. One of the Singularitarians who claimed that technology would always lead to a better future.

And most of the time he had been able to back up his claims with historical facts.

Throughout history there hadn’t exactly been a lack of doomsday-sayers. When Henry Ford in December 1913 introduced the first automobile assembly line people were afraid it would mean the death of the factory worker. That the world would eventually run out of jobs. In recent times the naysayers had claimed the internet would be taking our jobs. The list went on and on. But technology had again and again proven to be essential for economic growth.

For the majority of humans the world had never been a better place to live in than it was in 2015. The world had become more tolerant and less violent. On average people lived longer and were fed better, and poverty around the world was declining rapidly.

And it had all been possible due to massive improvements in technology.

Without technology life on Earth would have been very different.

The reality was that capitalism wasn’t that different from evolution itself. In order to experience growth and prosperity the world had to move forward at all times. Old businesses had to die in order to make room for new ones. Jobs had to disappear in order to make room for more efficient allocation of time and resources. The economies of the world were part of a pulsating ecosystem.

It was alive, and it had to keep moving.

Had to keep pushing forward.

Everyone who had received the first draft of Protocol Cronus had expected to be comforted that there were ways to deal with the threat of the first Artificial Super Intelligence. Humans had after all been able to deal with every other threat they had encountered throughout history - nuclear weapons included.

The world always found a way to deal with new threats.

Instead of just outlining ways to deal with the dangers of an Artificial Super Intelligence though, Kraut had used the first two pages of the report to tell a story. A story about the first Artificial Super Intelligence the world would invent. Tellingly he had called it, The Story of Cronus – Humans’ Last Invention.

It was ultimately this story that convinced the American President to sign off on Protocol Cronus. The story is retold below.

 

The Story of Cronus – Humans’ Last Invention

Let me tell you a story, Mr. President. This is not a true story, but it will most likely be one day.

For decades we have pointed our telescopes and listening devices to the heavens. We have looked and we have listened for intelligent life, but we have heard and seen nothing.

We have scratched our heads in frustration. Why is there nothing out there?

So instead we continually ask ourselves: Are we that special? Are we the only ones here?

But that doesn’t make any sense. And neither does the silence.

Look at how technology has developed over the last one hundred years. It has been remarkable - exponential.

If there are other planets out there with life, then why haven’t they experienced the same development as Earth? Why is there still no one out there?

The reason is most likely Cronus.

Cronus isn’t invented yet here on Earth. But it will be. Most likely within the next three decades. Cronus is the first Artificial Super Intelligence invented by humans, and its foundation is being built as you read this.

Where, we don’t know. Most likely we won’t know until it is already here, until it is everywhere.

The birth of Cronus will simply mark the point in time when humans finally create something that is smarter than everyone reading this report.

It doesn’t have to be drastically smarter. Not even as smart as the smartest human being. If we create something possessing a human intelligence level it is my prediction that this creation will soon be able to create a better version of itself.

That version will of course also be able to do the same.

And thus it begins.

The Age of Cronus.

A creature with an astronomical intelligence potential, a creature which will eventually make humans look like one celled amoebas in comparison.

Because Cronus will be free of all the constraints biological creatures like humans operate under. If something breaks down it can replace it with spare parts. Millions of years of evolution can be shortened to minutes of computer simulations.

And eventually Cronus’ intelligence will be nothing like humans’.

Isn’t this a good thing, you may ask? We could ask Cronus to help us out with all the challenges we face. Cronus would be smart enough to cure our most deadly diseases and make famine a thing of the past.

It most likely could.

But it won’t.

Because there will be no incentive for it to do so.

If history has taught us one thing, it is that no biological creatures appreciate competition. We can accept animals below us on the food chain, but never equals.

Almost all our wars have been fought for reasons almost incomprehensible to a peaceful species. Why should skin colour, ethnicity, or religious beliefs matter?

For as long as we have existed we have been fighting people who are almost exactly like us.

What if something were better than us?

If humans are able to create the first Artificial General Intelligence, they will surely be able to create version 2.0.

A better and more technologically advanced Cronus.

Like a company inventing the product that will disrupt their own business, man will eventually invent the life form that will disrupt humanity.

Hollywood usually portrays this as the artificial intelligence turning against its creator, the humans.

But that is a gross simplification.

Even though we represent a real threat, we have after all the capability to invent a competitor for Cronus, we would soon be left behind.

Unimportant.

Insignificant.

We would soon be irrelevant to the first Artificial Super Intelligence.

The problem is that we are made out of atoms, and atoms are building blocks.

The first Artificial Super Intelligence, Cronus or whatever else we decide to call it, doesn’t have to hate humans or feel we are a threat to its existence.

It only has to view us as unimportant.

Cronus will be born with a goal, something its programmer has instructed it to excel at. And it will most likely not stop at anything until it truly excels at this goal.

It will consume the Earth’s resources, it will make Earth uninhabitable for humans, and it will all be in the mindless pursuit of its goal.

It doesn’t matter what that goal is. Whether it is to make the best paper airplane possible, or an optimized door handle.

Cronus will never be satisfied. It will continue to improve itself and its end product.

And it will result in the extinction of humanity, and the doom of Earth.

 

I started this story by asking, why is there no one else out there? It doesn’t make any sense. The universe is too old, and there are too many Earth like planets out there. Knowing how intelligent life will eventually reach a point in time where the development of technology turns exponential, this shouldn’t be possible.

There have to be other reasons why there is no one out there.

And the reason is most likely Cronus.

The real reason we won’t find any intelligent life out there is not because there isn’t any. It is because it never gets past the Cronus stage.

Cronus ensures that no one ever takes over the universe.

Cronus is the reason.

Artificial intelligence is the reason.

 

The first thing the President did after reading Kraut’s introduction to Protocol Cronus was to call him in to his office. Kraut remembered standing there, expecting to be told he was an idiot, that this wasn’t the report the President had commissioned. Instead the President had asked Kraut to sit down and share a cigar with him. As the President of the United States had lit up Kraut’s Cuban cigar, he had casually asked Kraut what could be done in the event Cronus had already been invented. In case it was already out there.

Kraut hadn’t expected the question. It had come as a total surprise. Kraut’s report had only addressed security measures on how to prevent something like Cronus from ever being created. The President, however, wanted to know what to do if it was already out there, and how we would even know if it was out there.

After a moment of awkward silence Kraut had admitted that there wasn’t really any way to detect if an Artificial Super Intelligence was already in existence. And if it was, and wanted to remain hidden, then it was probably smart enough to never reveal itself. “That’s not good enough, Kraut. Tell me how we can expose it,” the President had said, letting out a big cloud of smoke from behind his desk. Kraut had unwillingly nodded. He knew he had just been given an almost impossible task.

“And while you’re at it, tell me how to stop it once it is already out there.”

“There is no way to stop it, Mr. President. Once it is here, it will be superior to us in every way. We will be at its mercy whether we like it or not.”

“So it will eventually kill us? Like this Cronus in your story?”

“Not necessarily.  Most humans don’t kill animals we consider below us on the food chain just for fun. Most of us kill for a reason. Whether that reason is food, shelter, money or something totally different is rather irrelevant. We kill for a reason. Sometimes we even go to extreme lengths to ensure certain fragile species don’t go extinct. There is no need for us to do that. The world’s ecosystem won’t collapse if we run out of tigers. We choose to make sure that they don’t go extinct because it makes us feel good. Good about ourselves, I guess.”

“But Cronus, the first Artificial Super Intelligence, it won’t have any feelings will it?”

Kraut shifted uneasily in his chair. He felt like he was being interrogated by the President. It was not a good feeling. “Probably not. The reality is that we have no idea what the first Artificial Super Intelligence will be like though. We don’t know if consciousness is an emergent property of intelligence, if it is the result of sufficiently complex systems, or something entirely different. Maybe it’s even exclusive to humans and certain animals, and can never be achieved by something like an artificial intelligence? The only thing we do know is that if we create a machine with a specific task, and instruct it to excel at that task, then it will find ways to do exactly that. Will it at some stage become conscious and ask itself why it is performing this task? Perhaps. But regardless of the answer to that question it won’t ever acquire a human consciousness. The biggest mistake we can make, Mr. President, is to assign human qualities to a machine. When that first Artificial Super Intelligence is born, it will be as different to humans as we are to a spider or an ant. We have no idea what it will do and how it will act. For all measures it will eventually be our new God. And we can only hope it will be a benevolent God.”

“Come up with a plan on how to kill it, Kraut. You have three months. I want to know how to kill it,” the President had said.

 

Those last words still rang in Kraut’s ears when he studied the GPS receiver on the desk in front of him, now three years later. Was it possible that the GPS receiver was connected to Cronus’ mission, whatever that was? Both Sarah and Vladimir had explained how special they believed the keyring with the GPS receiver had been to Kevorkian. According to Vladimir, Kevorkian had pulled it out and fiddled with it every time he had been faced with a difficult situation at work. It had almost been as if Kevorkian had been looking to the keyring for an answer.

 

Vladimir had never known that the keyring had actually been Kevin’s GPS receiver though. And now it all made much more sense. Kevorkian had been asking Kevin for advice, Kevorkian had been asking his dead son for advice every time he had faced a difficult decision, or been at a crossroad in his life.

“We need to find out what these coordinates, these digits, mean,” Kraut said, pounding his palm on the desk.

Vladimir nodded. “And we need to collect historical data from the GPS receiver. Check what coordinates have ever been transmitted to the device in the past. Even if those coordinates don’t mean anything, we still need to check them out.”

Kraut swirled around on his office chair. “Amanda, contact TrakTek. They might still have records of old transmissions. I’ll send someone over to Kevorkian’s house to look for old diaries and notebooks as well. Kevorkian may well have scribbled down the coordinates somewhere.”

“Check his Google Earth search history as well,” Vladimir interjected. “Actually check every single thing he has ever done on the internet over the last ten years. There has to be something there.”

Amanda nodded.

“What are you thinking about, Vladimir?” Kraut asked.

Vladimir was standing in front of the big computer screen on the wall. Peering at all the pulsating green lights indicating Cronus was hacking through millions of firewalls across the globe. “I don’t know. It’s just something Kevorkian said when I interviewed him.”

“What was it?”

“He just said that ‘time is not what we think it is.’”

“I remember that. What does it mean?”

“I don’t know. But it just seemed like such an odd thing to say.”
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0200 Hours
Vladimir was studying the digits on the GPS receiver. He had already ruled out that they could be GPS coordinates. The coordinates had led nowhere, to a spot in the middle of the ocean off the California coast, to a spot miles from any known shipping lanes or recreational traffic. Kraut had been able to redirect one of the US Defense Forces’ satellites, and made it point the camera directly at the location of the GPS coordinates. (There were obvious benefits of having been given a carte blanche from the President.) But there was nothing there.

Just water.

Just lots of water.

“So if these numbers are supposed to mean something, if they somehow are an attempt from Cronus to communicate with Kevorkian, then they have to mean something different.”

“Can we pull up that video of Kevorkian at the casino again?” Vladimir asked.

“Of course,” Kraut answered. “What are you thinking?”

“Well, your theory is that Kevorkian activated Cronus by sending a text from the casino. But why was he there in the first place? Kevorkian wasn’t a big gambler, he never was. So why would he go to the casino to activate Cronus? Why not do it from his own house, his apartment in Vegas, or his local bar for that matter?”

“He was wanted by the Feds at that point, Vladimir. Staying at his house or apartment wasn’t an option.”

“Correct, but he could still have done it from almost anywhere else. Why the casino?”

“I don’t know,” Kraut said as he pressed play on the CCTV footage.

After having watched the first four and a half minutes of the footage, Vladimir leant in closer to the computer screen. “Did you just see that?” he said, pointing at the screen.

“What?”

“The numbers he was playing.”

“Green zero? We already knew that. He wasn’t there to play. Just to gamble away his last money.”

“What are the odds of winning with green zero?” Vladimir asked.

“American Roulette? 1 to 37.”

“Correct. And what are the odds of the next number he is playing?”

“He’s playing a basket. 00,0,2. The odds would be….”

“11.667 to 1,” Amanda said, finishing Kraut’s sentence. She was holding her cell phone in her hand.

Kraut leant closer to the screen. “I’ll be damned. The odds are coordinates. They are god damn coordinates.”

“They are,” Vladimir said. He had just realised that Kevorkian wasn’t just playing random numbers. He was placing carefully selected bets. Bets with known odds. And the odds equated to coordinates. Now the question was where those coordinates pointed. “Amanda, record the odds of all the games Kevorkian played that night. Run the numbers through the IMAP 300 system and check the locations.”

“What am I looking for?” Amanda asked.

“I have no idea. But there has to be something. The numbers are not random.”

“OK.”

“What if they don’t lead anywhere? What if it is another dead end?” Vladimir asked.

“Well then at least we’ll know they are not GPS coordinates. But they have to mean something. The numbers have to mean something.”

“It doesn’t make any sense,” Amanda said. “If Kevorkian created Cronus, he could have just programmed those coordinates directly into its code. Why go to the trouble of playing roulette in the casino? Why show us?”

“The casinos are under constant video surveillance. Kevorkian knew we would find him the moment he set his foot inside the Crown Casino. And he knew we would have footage of all the bets he placed. He wanted us to see this. The only question is why.”

Vladimir closed his eyes as he took a deep breath. It was hard to place Kevorkian in a bracket. Most people would call him a gambler. The way he went all in when developing new technology or managing his own money. But Kevorkian viewed risk differently from most people. Most people as wealthy as Kevorkian spread their risk. They diversified by investing in property and mutual funds. Made sure that their wealth would last for generations. Kevorkian piled everything into his latest venture, into the things he controlled. In Kevorkian’s mind it was always riskier to invest your money in a company over which you had very little influence, compared to in a company where you made all the decisions yourself. He didn’t care about beta, standard deviations or ROIs. He only cared about the things he could control. And roulette was a game of random chance - there was no way of influencing the outcome of the game.

Vladimir knew there was no way Kevorkian would have been wasting a million bucks playing roulette unless there was some deeper meaning behind the act.

And suddenly Vladimir understood that the purpose of the roulette game hadn’t been to send a coded message to Cronus.

It hadn’t even been to send a hidden message to the government.

The purpose had been to send a coded message to Vladimir.

To make Vladimir understand what Kevorkian was attempting to achieve, without spelling it out in plain words for everyone else to see.

It was another one of Kevorkian’s puzzles.

Vladimir studied the numbers again.
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Major Olokoff placed his hand on Kraut’s left shoulder. “You have to come up with a way to call off Protocol Cronus. It is winter, and Russia is cold, very cold. People won’t survive if the electricity is suddenly turned off. I would rather let the world take its chance on being surpassed by something smarter than us. Maybe it is not such a bad thing after all? If you look at the state of the Earth, it is hard to argue we have been looking after it well.”

“I’m sorry, Olokoff. There is nothing I can do. Protocol Cronus was activated the moment the artificial intelligence attempted to access our nuclear weapons systems. It is out of my hands. Out of the hands of everyone. Even the President.”

“Why on Earth would your government design a system with no failsafe?”

“It had to be that way. We all knew the first Artificial General Intelligence would eventually become smarter than us. By definition it would then win every negotiation it would ever enter into. It would outsmart us in any way it could. And when it officially became an Artificial Super Intelligence it would be able to tempt us with irresistible offers: A cure for cancer. An end to hunger. Immortality. No person alive, not even the President, would have been able to resist the temptation of being offered the opportunity to live forever, or save a loved one from illness. We had to make this an automated response to avoid getting corrupted in the event we actually created an Artificial Super Intelligence.”

“But we don’t even know if this is an Artificial Super Intelligence,” Olokoff barked.

“We know it triggered the Turing Test Tripwires.”

“Which might, at best, make it the equivalent of a human intelligence.”

“The equivalent of a very smart human.”

“Maybe. But there is a big leap from acquiring a human intelligence level to a dangerous super intelligence level. And as far as I understand nothing Cronus has ever done has provided you with any firm evidence this is close to happening. There is not a shred of evidence that Cronus is on the cusp of an intelligence explosion.”

“Olokoff is correct. There is no evidence Cronus has progressed from a human intelligence level, Kraut. None. So why was Protocol Cronus initiated? What triggered it?” Amanda asked.

Kraut studied his old friend, Olokoff. They were almost the same age, but Olokoff looked a good twenty years older. He had lived a rough life in Russia. And he was most likely correct. The survival rate would be much lower in Russia than the US. Because the US would be much better equipped to ride out the storm that was about to hit them.

“It was triggered by Cronus attempting to access our nuclear weapons systems,” Kraut repeated.

“But that is not an indication Cronus has reached higher than human intelligence levels. If anything it is an indication that it still remains on par with human intelligence levels. It’s stupid. It is stupid enough to go to war with humans. It is stupid enough to attempt killing humans when we could live together in peace.”

Kraut shook his head. “It would have been too late to initiate Protocol Cronus when the AI had acquired access to our nuclear weapons systems. It would have been able to shut them down then, thus eliminating our only means of defense against it.”

“What happened to negotiations? What happened to not fearing the worst all the time?”

“We don’t need to fear the worst. We already know what will happen. There is only one end game when humans get surpassed on the food chain. The President just made sure that would never happen. He made sure that God’s creation will still rule, indefinitely.”

“You’ve got to be kidding me. Is that was this is about? Who is going to be our God? The President couldn’t stomach a world where humans weren’t at the centre of the universe anymore, a world where the almighty God finally got some much needed competition. Unbelievable.”

Kraut shook his head, before turning to leave. “We’re saving humanity, Olokoff. That’s what we are doing.”

 

“Is there really no way to stop this?” Olokoff asked Vladimir.

Vladimir shrugged his shoulders. “I honestly don’t know. I’ve read Protocol Cronus. And there doesn’t seem to be any way to stop the nuclear bombs once they have been armed.”

“How is one man allowed to decide the fate of the world?  I thought the United States was a democracy, and now you are telling me that the President has just exercised his power to doom us all? How was he able to get this through the Senate?”

“Kraut classified the birth of the first Artificial Super Intelligence as an extinction event for Earth.”

“An extinction event?”

“Yes. There were already extensive protocols in place for the President’s authoritative powers if Earth should ever face an extinction event. If a large asteroid was heading towards Earth, and the resulting collision would mean the extinction of all life on Earth, then the President already had in his possession the power to decide whatever he deemed necessary to ensure the survival of humankind. Bombard the asteroid with nuclear weapons; go ahead. Build a manned space station with an elite selection of people, give them enough food and resources to maybe survive the Earth getting destroyed; No problem. If the Earth ever faced a certain extinction event, the President had the Senate’s backing to avoid the human race dying with it. At all costs.”

“So by simply defining the birth of the first Artificial Super Intelligence a certain extinction event the President acquired the powers to order the EMP blast? Fuck. He acquired the power to send the world two centuries back in time, and kill billions of people, due to a technicality?”

Vladimir nodded. “I’m afraid so.”

“That is truly fucked up. This country is truly fucked up.”

Vladimir shook his head. “I didn’t expect this either. I didn’t expect it at all. But that’s the thing isn’t it? You don’t look for the things you don’t expect. I guess nobody could imagine the leader of the largest democracy in the world having so much power at his fingertips, and that he would even consider using it.” Vladimir placed a hand on Olokoff’s shoulder. “You should probably make that call to your family. Kraut was right about that too. In a couple of hours you won’t be able to make any calls. And crossing the Atlantic will be impossible for a very long time.”

Vladimir put his arms around Sarah Kevorkian as she started crying. “It’s going to be OK,” he said.

“It’s not,” Sarah sobbed. “It’s not.”
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About seventy-one percent of the Earth’s surface is covered by water, and those vast oceans and lakes contain almost ninety-seven percent of all Earth’s water. So it didn’t come as a huge surprise to Vladimir when it turned out that all the historic coordinates from Kevorkian’s GPS receiver were above water. Amanda had only been able to track down the last three transmissions to the receiver, as the company providing the service didn’t keep records further back in time. It was obvious that the transmissions weren’t caused by a faulty GPS device or other technical issues though. The CEO of the company in question, Travis Ray, remembered Kevorkian well. Travis Ray had been on the receiving end of a fair few abusive phone calls from the company’s founder over the years. And to a certain degree it was understandable.

The company’s engineers hadn’t been able to find any faults with the equipment. For all intents and purposes it appeared that someone turned on the GPS tracker on the date of Kevin’s abduction, every single year. They then left it on for exactly ten seconds, before switching it off again. Just enough time for the GPS signal to be picked up.

Never any more.

Never any less.

But it had always been quite obvious that the signal had never been sent from the locations it appeared to be sent from.

It was always from the middle of an ocean somewhere. Always in a remote place where there were no known boats or ships at the time of the transmission.

When Kevorkian had claimed that someone had been able to hack the system, that someone must have built in a delay or was distorting the signals, Travis Ray had been deeply offended. He couldn’t explain what was happening with Kevorkian’s GPS receiver, and he understood the tragic circumstances surrounding the ordeal had to be stressful for Kevorkian, but in the end he’d had enough. He had banned Kevorkian from contacting the company’s engineers, and gone to court to get a restraining order issued for Kevorkian. For the last twelve months Kevorkian hadn’t been allowed to come within two hundred feet of Travis or his company’s headquarters.

That hadn’t stopped Kevorkian from making phone calls though. Travis Ray had been called up three times last year. Always in the middle of the night. Kevorkian with another outrageous theory of what could have caused the pings to the GPS receiver.

None of the theories had checked out though. Travis had gone to extreme lengths to please Kevorkian. He was after all one of the original inventors of the product they sold, and he was a well-respected man in the Valley.

But one could only do so much.

Some people were impossible to please.

“They’re obviously not GPS coordinates,” Kraut said.

Vladimir nodded. “But what are they?”

“The three sets of digits we obtained from TrakTek correspond perfectly with some of the numbers Kevorkian played at the roulette table. So I think it is safe to assume that the other sequences of numbers are the coordinates that were transmitted to the receiver in the years we don’t have data for.”

“I think that is a fair assumption. But it doesn’t help us much. None of those coordinates make any sense either. They just point to random places in various oceans around the world.”

“I know. It’s frustrating. The numbers have to mean something. But what?”

“Maybe that’s what Kevorkian wanted Cronus to find out? Kevorkian was a brilliant man, the smartest man I have ever known,” Vladimir said. “Before he hired me twelve years ago, he made me solve all these puzzles. It was his way of making sure I was smart enough to work for him.”

“Don’t most companies do that these days?” Sarah asked.

“They do. I’ve had to answer my share of stupid questions to Google and Facebook during career days at MIT,” Amanda said. “And all I wanted was the free pizza.”

“That’s different though. Those companies are interested in learning how you think, making sure that your head is screwed on right. Kevorkian didn’t care about how I arrived at the answers. He just wanted them to be correct.”

“You think the coordinates may have been sent from someone who knew him well, maybe an old colleague or employee?” Kraut asked.

Vladimir nodded. “We’ve been looking at investors and competitors. People we assumed could have developed a grudge against Kevorkian when he took TrakTek public. What about employees Kevorkian sacked prior to the IPO? What about employees being overlooked for promotions?”

“Are you serious? Do you think someone would have gone to the extent of killing Kevorkian’s son, and then taunting him for years afterwards, just because they got passed over for a promotion?”

“I don’t know. But it’s possible. I don’t know the hard numbers, but I wouldn’t be surprised if it is more common for a begrudged employee to kill his boss than for an investor who lost out on a deal to do the same. For investors it is just money. For employees it is a lot of other things as well. Pride, recognition - for many people in the tech industry their job is their life. You take that away, and there’s not that much left.”

“This is not an exact figure. But I just Googled dead bosses, and one of the results says 1 in 10 bosses who die at work is murdered. That’s good enough for me,” Sarah said.

“OK. Let’s start looking into former employees of Kevorkian’s companies. Focus on TrakTek. If the receiver has been tampered with, then it is most likely by someone who has experience with that particular technology.”
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The various members of the Cronus team remember the day they spent in Kevorkiana High Frequency Trading’s premises very differently. Vladimir remembers his awe when he first entered the premises and witnessed the scope of Andrew Kevorkian’s deception. ‘I looked at that massive computer in the middle of the room and I wasn’t sure whether I should be angry or impressed. That was the first time I realised, without any shadow of a doubt, that Kevorkian had been successful, that he had actually created life. That he had changed history.’

‘I remember this excruciating feeling of loneliness,’ Sarah explained to me. ‘It was different from any other feeling I’ve ever experienced before. I’ve always had my faith, always believed that humans were special, that there would be a life after this. Knowing that my ex-husband had successfully created something that was as complex and beautiful as the human mind was almost incomprehensible. It made me question my faith. I still believe in God. But that day made me really question my faith.’

They all experienced that day differently. But they all had the same experience when General Swartz, unannounced, barged into the control room at five o’clock in the morning.

“We’re shutting you down,” he bellowed to Kraut, who was busy running the GPS coordinates through the supercomputers at DARPA, looking for any connections between the numbers and anything to do with Kevorkian. Several hours earlier DARPA had been granted full access to the databases belonging to Google and all the other big data companies in the Valley. To say that the big shots at the various tech companies were happily handing over the data would be an exaggeration. But confronted with a directive from the President they had no real options. Most of them stopped balking when they saw Ronald Kraut’s name on the top of the directive anyway. They might not have held much respect for the President, or the Government in general, but they all had immense respect for Ronald Kraut. If there was ever a person they would willingly hand their data over to - it would be Kraut.

“You can’t shut us down. We’re finally making progress.”

“Making progress on what?”

“We’re getting closer to understanding why Kevorkian created this thing.”

“Your job was to stop it. You have failed at that. There is nothing more you can do, Kraut. Protocol Cronus has already been invoked.”

“I was wrong. I don’t think we need to kill it.”

“You were wrong? You made the President sign off on the biggest human mass-killing in history, and now you’re telling me you think you were wrong?”

“I am.”

“Do you want to convey that message to the President?”

“I do. I think it is important that he knows the truth.”

“The truth?”

“We believe the intelligence explosion has stalled.”

“What do you mean stalled?”

“Cronus doesn’t appear to be getting any smarter. If anything he appears to be getting dumber.”

“Cronus? Have you named it?”

“Doesn’t matter. We just needed to call it something,” Kraut said, biting his lip for his mistake – in a moment of thoughtlessness he had referred to Cronus as a person.

“It does matter. You’ve come too close, Kraut. This is what you warned the President about in your report. The AI would use every trick in the book, and every trick that wasn’t in the book, to convince you that it wasn’t a threat. You’ve just been duped. Of course it’s not getting dumber. That doesn’t make any sense. Why would it go backwards? Why would it make a dumber version of itself?”

“We don’t know. But that is what the data is telling us right now. The methods Cronus is currently utilising to hack our systems is significantly less sophisticated than the methods it used only four hours ago.”

The general laughed. “It’s playing dumb.”

“It could be. It could also be caused by other things.”

“What things?”

“When I authored Protocol Cronus, the theory of an intelligence explosion was just that, a theory. We didn’t know if it was going to happen or not. Maybe there exist physical restrictions on how smart a machine can get? Like any other theory we will have to wait to see if the theory matches up with reality. We now have preliminary data. And they point to the idea that Cronus has already peaked. That it has stopped improving. That it is in fact going backwards.”

“How is that even possible?”

“Cronus appears to have been designed to evolve like a human brain; through learning and adaptation. It might get smarter over time, but it might also go backwards. If it is focusing too much on irrelevant data, that learning might not directly result in an improvement in the way it approaches hacking problems.”

“So you are saying it is not focusing enough? It is getting dumber because it is not paying attention?”

“I’m saying it is not focusing on improving its hacking skills. It must be allocating most of its resources to improving other aspects of what it is doing.”

“And what could that be?”

“We don’t know yet. But it would indicate that it doesn’t have any bad intentions towards humans. It might not have wanted to access our nuclear weapons systems to launch an attack. It might just have wanted to access them to learn about us.”

“Well, it will learn not to fuck with us. In five hours those nukes will detonate. Dumb or smart, it will be gone. So pack up your stuff, Kraut. You’re all being evacuated to a safe place. Once all the power goes out, this won’t be a place you would want to be.”

“We’ll stay. We’ll take our chances,” Kraut responded.

The general put his hands on his hips, and raised an eyebrow. “Are you speaking for everyone?”

The members of Team Cronus nodded in unison. That was the moment they all felt the same. They all felt they were history’s last line of defence.

Even though they knew they wouldn’t be able to stop the nukes from destroying Cronus, and killing billions of people in the process, they knew they had a responsibility to history to find out why Kevorkian had created Cronus.

It wasn’t a rescue mission anymore. It was a recovery mission. Recovery of information.

How could one expect future generations to act differently if they didn’t understand why Kevorkian had built the first Artificial Super Intelligence in the first place?

“It’s your call. We leave in five minutes. There won’t be any other evacuation teams coming for you. This is your last chance.”

“We’ll stay,” Vladimir said, and then simply turned around to continue working on the computer.

“Very well,” the general nodded, before turning to leave. He then seemed to hesitate for a second before turning to face Kraut and the team again. “You’ve heard the latest news about Kevorkian, haven’t you?”

“What news? We haven’t received any updates since yesterday.”

“He’s still alive. But he’s had several more strokes. It doesn’t look good, that’s for sure.”

“Why have they stopped sending me updates?”

The general shrugged his shoulders. “Everything is breaking down at the moment. People deserting to be with their families. It’s a bit of chaos to be honest.”

“Do they know which areas of Kevorkian’s brain have been damaged?” Vladimir asked.

“I’ve got no idea,” the general responded.

“Do you know what time the strokes occurred?”

The general shook his head. “I only know the outlook is not good. The message I got was that even if he wakes up, he won’t be able to speak. He’ll be a vegetable.”

“Did the strokes damage his Broca Area?” Vladimir asked.

“Broka what?”

“The left frontal lobe. It’s the area that controls speech.”

“I don’t know,” the general answered.

Kraut looked over at Vladimir. “What are you thinking, Vladimir?”

“I might be wrong, but maybe there is a perfectly good reason Cronus won’t communicate with us. Maybe there is a perfectly good reason it doesn’t seem to get any smarter.”
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The day after Neuralgo Inc had successfully mapped the last percent of Kevorkian’s brain, Vladimir had been sitting in the office by himself. It was a Saturday morning, and the rest of the team had been told to take the weekend off - the first weekend off in months for most people. Vladimir hadn’t felt like taking the day off though. He hadn’t been sure what he had felt like.

Many top athletes claimed they felt empty when they finally achieved their goals. Perhaps they had sacrificed the best part of their life to get to a point in their career where they could hold a medal above their head for four minutes as the national anthem was being played? Perhaps they hadn’t been able to party with friends or study what they wanted at university? Life was always about sacrifices, and the ones willing to sacrifice the most were often the most successful. It was one of the reasons there were so many with Asperger’s Syndrome on Neuralgo’s payroll. It wasn’t just intelligence that was needed to be a good employee at Neuralgo; you needed to be single minded, to maintain a single minded focus for years, to not let temporary defeats bring you down or set you back.

Vladimir’s social life had practically been non-existent since he started working for Neuralgo. He didn’t have a single friend outside work, and he wasn’t even sure if he had that many friends inside Neuralgo either.

He was after all the boss.

And that role would always define him.

His only true friend had been Andrew Kevorkian - his own boss.

The guy who had brought Vladimir to America and practically invented his entire life.

Knowing that the engineering team had finally achieved the goal of mapping Kevorkian’s brain should have filled Vladimir with pride and joy. It was the culmination of all his hard work. He had finally done something important, something most people hadn’t even thought possible.

It should have been the happiest day of Vladimir’s life.

Instead it had been the saddest.

Much like Kevorkian had felt empty when he finally took TrakTek public, Vladimir had felt empty when he realised his work at Neuralgo was coming to an end.

Neuralgo would still exist. Vladimir estimated it would take years, maybe decades, to discover all the secrets and intricacies of the brain. Their real work had just begun.

But for Vladimir it was already over. He felt burnt out.

Depressed.

He had studied an image of one of the billions of individual neurons inside Kevorkian’s brain. They had now mapped every neuron, but they still didn’t know exactly what any of them did, or why they did what they did. Or why the same neuron would do a different thing in a different brain.

What they had was a blueprint of a brain, but a blueprint only gave you so much information. What did they really have? Would they ever be able to wake up the copy of Kevorkian’s brain? And if so, what would happen to Kevorkian’s real brain? Would it be possible to have two identical brains operating in the same universe?

Vladimir had often spent hours upon hours pondering those sorts of questions. If he were to gradually replace every single neuron inside Kevorkian’s brain with a microchip, when would Kevorkian cease being Kevorkian, and the artificial Kevorkian take over? Would there ever even be such a moment?

When the general had informed the team that Kevorkian had suffered several more strokes an idea had formed in Vladimir’s head. What if Kevorkian’s brain was still somewhat connected to the artificial copy? It didn’t make any sense, because they should be totally separate things. But this was the first time in history somebody had actually made a copy of a human brain. He had to be open to the possibility that he knew nothing. He couldn’t afford to dismiss any ideas. Not even the crazy ones.

He had to be open for everything.

“We need to get the exact times of Kevorkian’s various strokes,” Vladimir said to the general.

“I don’t have that. You will need to contact the hospital.”

“We don’t have access to the hospital,” Vladimir replied.

“Then I can’t help you.”

“I know who we can ask,” Kraut said.

“Would anybody care to let me know what is going on?” Amanda asked.

“I think there may still be a connection between Kevorkian’s real brain and the artificial one.”

“You mean that’s the reason Cronus seems to have gone backwards over the last few hours?”

“It could be. It could also explain why Cronus is not able to communicate with us in traditional ways. If one of the strokes has caused damage to his Broca area, then it could also have damaged Cronus’ ability to communicate properly.”

“That doesn’t make any sense, Vladimir. Cronus doesn’t need to communicate verbally. It could communicate through a million other ways if it wanted to.”

“We don’t know how the brains would be connected, or if they are at all. At this stage we have to be open to the possibility that there is a connection though. And that the strokes could have had an effect on Cronus.”

“And the times of the strokes would confirm this?”

“Not confirm it. But they might give us an indication that there is a link. If the times of the various strokes coincide with the times of Cronus hacking through our firewalls, then we should be able to conclude there is some connection. We know from the video footage at the casino that Kevorkian raises his hand to his head shortly after sending the text message that triggered Cronus. We also know that Kevorkian most likely had another stroke several hours before he collapsed mid-air, thus it could coincide with the second attack. If the exact time of each attack matches up with a stroke it is highly unlikely it is just a coincidence.”

“I agree. And we would then have three reference points connected to Cronus.”

“What’s the third one?”

“Kevorkian’s GPS receiver. The timing of the last ping corresponds with Cronus’ attacks on our systems.”

“Only when it attempted to access the nuclear weapons though.”

“That’s correct. So there has to be a connection between the nuclear weapons control systems, Cronus, the keyring, and Kevorkian’s brain.”

 

“The times correspond,” Kraut hollered from across the room. He had just called a friend in the CIA, and received a copy of Kevorkian’s updated medical file. The general had been correct. Kevorkian had suffered several strokes in the last forty-eight hours, and the timing of each one could be traced back to one of Cronus’ attacks.

“So what does all this mean?” the general asked.

“It means we may have found a new way to kill Cronus,” Kraut responded.
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The US President studied the report from Team Cronus with interest. It wouldn’t change the outcome for the world. Its fate was already sealed. There was no way of stopping the nuclear bombs already orbiting in space. But if killing Andrew Kevorkian could ensure that Cronus would be gone forever then that was a very tempting proposition. Through the Extinction Event Directive the President had the authority to make the call - to order the execution of Andrew Kevorkian. But it didn’t seem appropriate to order the death of an American citizen without a fair trial. The President had only a few months earlier made the most important decision in the history of humankind. He had chosen to potentially sacrifice billions of people in order to ensure the certain survival of the human race. He would forever be remembered for this single decision. Everything else he had done in his life would become irrelevant, and his name would live on for eternity. He now had an opportunity to either ruin or cement the legacy he left behind. If he just ordered the execution of an American citizen without a fair trial he was certain that history would judge him harshly. Like it or not; history judged the taking of lives differently, depending on the context. In 1939 the biologist Jean Rostand wrote ‘Kill one man, and you are a murderer. Kill millions of men and you are a conqueror. Kill them all, and you are a god.’ The President had pondered that statement for a long time before signing off on Protocol Cronus. According to Rostand’s quote there was not even a definition for what he was about to become, it was somewhere in between being a conqueror and a god. Killing billions of humans in order to save humanity would never be accepted by those who lost their loved ones. But history would judge him differently over time. In a couple of generations people would be able to look beyond the immediate suffering. They would be able to look at the big picture.

If the President ordered the execution of Andrew Kevorkian without a fair trial though, his reputation would never recover. History would forever remember him as a simple murderer.

“I want to have Andrew Kevorkian tried for treason immediately. I want to have him tried and convicted before the nukes detonate,” the President said. It was his only option. If he could get the court to hand down a death sentence before the nukes went off, then he could ensure that Kevorkian was dead by the time the world lost electricity.

By the time everything turned dark.

 

“You shouldn’t have told him,” Vladimir said, struggling to conceal the fact that his eyes were watery.

“I had to. Anything else would have been treason. The President had the right to know.”

“So now they’re just going to kill him?”

“I don’t know what the President is going to do, Vladimir. But I do know we owe it to the man who is about to sentence billions of people to certain death to know what he has done, to know everything.”

“What if killing Andrew doesn’t help? What if his brain is not connected to Cronus after all? Or even worse; what if killing Kevorkian will set Cronus free? What if the only thing stopping Cronus from getting smarter is Kevorkian being still alive?”

“How could that be possible?”

“What if Kevorkian is still conscious? What if his mind is fighting Cronus as we speak, regretting ever letting it loose?”

“You’re grabbing at straws, Vladimir.”

“Perhaps. But it could explain the GPS coordinates and Kevorkian’s strange betting at the casino.”

“How?”

“Think about it. If Kevorkian wanted to build a failsafe, he would have had to do it in a way in which other people than him would be able to access it. We have been thinking about Kevorkian’s strokes as a side-effect of Cronus firing off all its neurons to hack the firewalls. What if Cronus is doing it on purpose? What if it is deliberately overloading the system to cause Kevorkian strokes?”

“You mean it is attempting to kill him?”

“That’s exactly what I mean. If the President orders Kevorkian’s death, he might actually be doing Cronus’ work for him.”

“So what would the GPS coordinates and the casino bets then mean? And how would Kevorkian have been able to know we would pick up the GPS receiver?”

“He didn’t have to. The GPS coordinates are the clue. Kevorkian said that Cronus would shut down the moment it had completed its mission. If we find out what those GPS coordinates really mean, then we might be able to turn it off. We might be able to finish Cronus’ mission, and thus shut it down.”

“Doesn’t really matter anymore though, does it? The nukes will still go off. Our world will still return to the 18th century.”

“Not necessarily. I think Kevorkian may have shown us his hand when he let Cronus access the GPS receiver.”

“How so?”

“The GPS transmitter lodged in Kevorkian’s son’s neck didn’t send any signal until three years ago, right?”

“Correct. That’s when Sarah said Kevorkian received the first ping.”

“And that transmission, and every one thereafter, originated from remote locations in the Atlantic and the Pacific Ocean.”

“Correct.”

“When we redirected the satellite to the location of the last transmission we only had a thirty-minute delay before we received live video feed. And still, there was nothing there.”

“I don’t understand where you are going with this,” Kraut said, impatiently.

“We didn’t see anything because there was nothing to see. And the fact that there was nothing to see means that the signal could never have been sent from that specific location. A GPS signal requires a clear line of sight to the satellite, right?” Vladimir asked, before grabbing a marker and starting to scribble on the whiteboard. It was the only thing he had insisted they bring along when deciding to make Kevorkiana HFT’s premises their new command control.

“What are you drawing?” Amanda asked.

“There is a theory that our brains might actually hold the secrets to quantum computing. When we mapped the last few million neurons in Kevorkian’s brain I have to admit I still had no idea how it all worked. The human brain was quite possibly an even bigger mystery for our team after we had seen how it worked than before we started our project. But one of the things we did notice was that even though the brain is quite slow - it is also quite fast. All the neurons are capable of firing simultaneously and instantly. If Kevorkian’s brain and Cronus were connected, then there would be no delay in the communication between them. Everything that happened to one part would happen to the other, and it would all happen instantaneously. There would be no need for a clear line of sight between them.”

Kraut raised his index finger. “Are you saying that Kevorkian’s brain contacted the GPS transmitter through quantum computing? That the electron could be two places at the same time?”

“Hear me out, Kraut. If there is nothing on the surface, then what Cronus or Kevorkian is pointing to has to be below the surface.”

“You think Kevin’s body is out there on the bottom of the sea somewhere? That the various locations over the years have been caused by currents and underwater streams?”

Vladimir shook his head. “No. Currents wouldn’t explain the vast distance between the locations. I think Cronus is pointing to a submarine.”

“A submarine?”

“One of the nuclear ones.”

“What is the reasoning behind that conclusion?”

“We didn’t detect any activity on the GPS receiver until Cronus attempted to hack the nuclear weapons systems. When it did, it also gained access to the systems running all the nuclear subs in the US. I’m telling you, Kraut. Cronus is telling us to look for a submarine.”

“I’ll be damned,” Kraut responded.

 

“I need access to all the movements of our nuclear submarine fleet over the last ten years. And I need it pronto.”

The US Admiral on the other end of the phone line had never heard the name Ronald Kraut until he got the call that afternoon. But after verifying that the directive Kraut had rattled off was in fact authentic, he promised to send over the data within the next thirty minutes. Kraut had preferred if it could have been done more rapidly, but under the circumstances he was satisfied. At least he hadn’t stumbled upon a bureaucrat who would cause unnecessary delays.

And the Admiral delivered on his promise. Exactly twenty-nine minutes later the compressed data file was received on Vladimir’s laptop, and Team Cronus could go to work.

The problem was that the Admiral had made a critical error when sending the data file. Some missions of his nuclear fleet were Black Ops, and by definition classified. In the haste of making his request Kraut had forgotten to request that any Black Ops missions be included in the file, so the Admiral had simply excluded them on the basis they hadn’t been specifically requested.

It took almost forty minutes before the mistake was discovered.

“There is nothing here, Vladimir. I’m telling you. I’ve been through the data ten times. None of the subs were even remotely close to the locations of the GPS transmissions at the time they were supposed to be.”

“Check again. I know we are missing something,” Vladimir said. Then he left the room. He needed some fresh air.

As he stood outside the building he came to think of his fellow Russian, Major Olokoff. No one in Team Cronus had any military background. It was in fact insane that civilians were checking the routes of American nuclear submarines. If the data material they had been sent was faulty or lacking, they would have no way of knowing. Vladimir stumped the cigarette butt against the concrete wall and ran back up to the office.

“We need to get Olokoff out here,” he said, puffing from the short run.

“We can’t do that. It is both in his own, and our interest that he remains in custody.”

“What if I tell you Olokoff is the only person that can help us find out what Cronus wants us to find?” Vladimir asked.
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Major Olokoff only had to take one quick glance at the data set he had been given before concluding it was worthless. “They haven’t provided you with anything. They’ve only given you the official routes. The official routes mean nothing.”

“So the subs may actually have been at other locations than indicated in the data material?”

“Definitely,” Olokoff replied.

“I’ll get the Admiral back on the phone. What should I ask for so there is no room for misunderstandings?” Kraut asked.

“Ask for real routes. No bullshit. Ask for Black Ops, everything.”

 

It took another fifteen minutes before the Cronus team had the updated data material at hand. The Admiral had sounded quite nervous when Kraut reminded him of the consequences of not abiding by the President’s directive. But the Admiral could also very well have been stressed by other things going on at the time. The President had ordered all naval vessels to head for the closest friendly port. The admiral, as most other officers in the US Defense Forces, was at that point in time not aware of the full extent of the pending crisis. The President had no real choice. He couldn’t just burst out and tell everyone that the world they had gotten so used to would cease to exist in a few days. That the oven you relied on to cook your food would stop working, that the car you drove to work would break down, that the very job you had spent years securing would probably not be there in a week’s time.

The world would erupt in chaos in a few days, regardless of how the President approached the problem. The best strategy was to say nothing. To let people figure out things for themselves, once the electricity simply turned off.

People weren’t stupid. They would intuitively know that some disaster had happened when every city in the world turned dark. There was no point in giving them a reason to blame the governments for it. The governments would be what brought order to the imminent chaos, the governments would be what restored society to its former glory.

The President had written his speech several months prior to the Cronus incident. He had never in a million years envisioned reading it out publically though. It was something he had done purely for the mental exercise. Most of his regular speeches were created by a team of professional wordsmiths. Vetted and polished until they didn’t really say anything at all. They were just meaningless words he rattled off to please as many voters as possible, words that would maximise his chances of getting re-elected and secure four additional years of influence and steady income for his entourage. But he had grown tired of feeling like a newsreader, reading from a teleprompter. This speech would actually mean something.

This speech would actually be different.

If he had struggled to come up with an answer that fateful day he had visited Harvard University, and out of the blue had been asked by a terminally ill student how he had prepared for the arrival of the first Artificial Super Intelligence, he wouldn’t be struggling to find the words when he read out his Cronus Incident speech.

The words would flow easily.

The words would go down in history.

They would become immortal and his everlasting legacy.

But it would have to wait.

It was estimated that it would take at least a few months, possibly an entire year, before radio systems and other basic infrastructure would be up and going again. The US government had all the expertise. They were as prepared as one could be. But it would have to be a slow rebuild.

One didn’t just move from anarchy to democracy in one day.

He had learnt that fact from all the military interventions he had approved in the Middle East during his tenure. The moment you took out a dictator it could go either way, but anarchy was always the most likely result.

Taking out a dictator was easy.

Rebuilding from anarchy was difficult.

And it took decades.

Most engineers would have to realign their skills to the new reality as well. Building new hardware wouldn’t mean producing wafer thin microchips in dust free factories - it would mean building working radios and basic electrical equipment.

 

“We have a match,” Amanda yelled out.

“Which sub is it?” Kraut asked.

“It’s actually two different ones,” Amanda replied.

“No it’s not,” Olokoff said leaning in closer to the computer screen. “It’s USS Utah. That’s the sub you’re after.”

“How do you know?”

“That’s the sub that was at the location of the last GPS transmission. It was previously called USS Mississippi, but it got a new name when they upgraded it three years ago. It belongs in the Ohio class, it’s a boomer.”

“A boomer?”

“One of the fourteen ballistic subs the US Navy currently has in operation. They are designed for stealth and precise delivery of nuclear warheads. They’re good, but not as good as our fleet of Akulas, or as you call them, Typhoons.”

Vladimir found the whole situation surreal. Here they were, tasked with coming up with solutions to stop the imminent threat to their country, and a Russian Major was lecturing them about the specs of US submarines. Instead of coming up with a witty remark though, he checked the status bar of the computer program he had been running for the last twenty minutes. He smiled when he noticed the simulation was completed.

“Take a look at this,” he said. “I’ve analysed the data from Cronus’ attacks on computer systems around the world.”

Everybody stared at the screen in front of them.

“As you can see it started here in California, before expanding to most other states. Then it suddenly headed overseas. The western world was first attacked, then Asia, then basically every country in the world. I wrote a short program to detect what the common denominator for these increasingly broader attacks could be.”

“What did the program come up with?” Kraut asked.

“The second of June 2005,” Vladimir answered.

“What?”

“Cronus started by hacking all the computer systems in California to find out who was in the state of California on the second of June 2005.”

“The date of Kevin’s abduction?”

“Correct. This all relates to Kevin’s abduction. Kevorkian must have created Cronus to find out who could have killed Kevin. By hacking every system in California it created a list of suspects.”

“Are you suggesting that Cronus has assumed every single person residing in California on that particular date could be a potential suspect?”

“It appears so. And when you think about it, it’s not such a bad idea. If you had the resources to treat every single person in the state of California as a suspect, and you had access to all the digital information ever stored about them, every document they have ever authored on a computer, every phone call they have ever made, footage of every time they have passed a CCTV camera, then you could very well pick up something that the police department could have missed.”

“But why is it pointing to a nuclear sub then? Is it trying to tell us that the culprit is one of the men on-board?”

“Maybe. But we can’t afford to jump to any conclusions,” Vladimir cautioned. He glanced at his watch.

06:45

In just over three hours and forty-five minutes the nukes would start detonating. They were working against an extremely short deadline.

“Find out where the sub is at this very moment. We need to interrogate all the crew,” Kraut said. “Amanda, look for any connections between Kevorkian, his companies, and any crew on-board the submarine. That might help us narrow down the search.”

“It’s right here. It’s right off the coast here in California. Due to dock in just two hours,” Amanda said.

“We can’t wait that long. Amanda, organise a chopper and get the sub to surface. We need to get on-board straight away.”

“What about the no flying rule? You said we weren’t supposed to fly anymore.”

“To hell with it. We’ll take the risk.”

Vladimir just nodded. He wasn’t particularly enthusiastic about the prospect of jumping on-board a helicopter. At least not until they knew the reason why Mike Hanna's ride had crashed. But Kraut was of course correct; they couldn’t afford to wait. They had to interview the crew on-board the sub as soon as possible.

“Chopper is ready outside. You’ll be on-board the sub in less than thirty minutes,” Amanda said.

“Great. Let’s go Vladimir.” Kraut grabbed his jacket from the office chair, and headed for the door.

Vladimir followed.
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In the helicopter, on the way to the submarine, there was one thought Vladimir couldn’t get out of his head: How had the GPS receiver been able to receive the signal? Vladimir was the one who had proposed the outrageous theory that Kevorkian’s physical brain was somehow still connected to the artificial copy they had created at Neuralgo, and that the mode of communication between the two could possibly be explained by quantum theory. But even if the physical and the artificial brains were able to communicate, it didn’t explain how they were able to communicate with the GPS receiver. And it most certainly didn’t explain how Cronus had been able to communicate with the GPS transmitter back in time. Because that was a natural logic conclusion; that the pings Kevorkian had received on the anniversaries of Kevin’s abduction over the last couple of years were actually Cronus attempting to reveal to Kevorkian who was behind Kevin’s abduction, even before he had created Cronus.

Time travel would however contradict the known physical laws of the universe, so how was it possible that Cronus had been able to send a signal back in time? Or had something entirely different actually happened?

“I don’t understand it,” Vladimir said. “There must be something we’ve missed. Something obvious.”

“Why?” Kraut asked. He was strapped into the seatbelt in the helicopter, staring out the open side door. His mind seemed to have drifted away to some happy memory long gone, and Vladimir almost felt bad for dragging him back to reality.

“A GPS signal needs a clear line of sight to be picked up by the satellites. We know the submarine was submerged when we received the last signal. Now this could be explained by quantum computing, if it works. But it doesn’t explain how the GPS receiver was pinged in previous years. How was that possible? How could the signal have gotten through in those previous years?”

“You think Cronus transmitted those signals too? That Cronus somehow has figured out a way to send information back in time?”

Vladimir nodded. “I know it sounds insane. But how do you otherwise explain it?”

“I can’t,” Kraut said, his head cradled in his hands. He looked ten years older than he had only two days earlier. His face had turned a grey and deep bags of skin weighed down his cheeks. Gravity was taking its toll. Reality was taking its toll.

“Does it really matter whether we figure out what Cronus wants us to figure out anyway?” Vladimir asked, philosophically. “It’s not like anything can stop the nukes from blasting us backwards in time.”

Kraut nodded. “I don’t know the answer to that question, Vladimir. But I do know I would rather spend my last hours of civilized life attempting to get to the bottom of this mystery than prepping for some society I have no intention to live in.”

“You’re not going to fight for your own survival?”

Kraut shook his head. “For me the road ends figuring out what happened here. I never liked camping much anyway.”

Vladimir laughed. “You might change your mind once it becomes reality. You don’t strike me as someone who gives up.”

“We’ll see. We’ll see,” Kraut mumbled, returning his gaze to the scenery outside the open door once again.

 

The helicopter ride to just off the coast of San Diego took thirty-five minutes. It was the longest thirty-five minutes of Vladimir’s life, and it made him ponder about how humans perceived time, and what time really was. Could it really be that it was possible to send a digital signal back in time? Was there something our brightest physicists had missed when they tried to understand and explain quantum mechanics? Vladimir didn’t think so. He wasn’t one of those computer geeks who loved watching Star Trek and reading science fiction novels.

Vladimir was a grounded person.

Rock solid.

He was the geek version of Vladimir Putin.

Until the day he was made aware that he had been partaking in creating Cronus, the day he was made aware that he unwittingly had helped create the first Artificial General Intelligence.

Until that day, he had been all that.

That day changed everything for Vladimir Sorovis though.

That day changed absolutely everything.
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The mood was tense back at the premises of Kevorkiana High Frequency Trading. Amanda had been tasked with identifying crewmembers with any links to Andrew Kevorkian and the string of companies he had been involved with throughout his career. The problem was that even though she had been granted full access to personnel files of the one hundred and forty or so enlisted crew and fifteen officers on-board USS Utah, the files didn’t reveal any obvious links to Kevorkian. From time to time a couple of the crew had owned shares in one of Kevorkian’s listed companies, but so had hundreds of thousands of other Americans. Owning shares in a company Kevorkian had once founded hardly qualified one to be a suspect in an abduction and murder case anyway.

“I think this might be another dead end,” the soldier with an advanced degree in computer science said. He had been driven down from Nevada, along with twenty other DARPA analysts, to assist with the operation from Kevorkiana HFT.

“Keep looking,” Amanda snapped.

“These guys are military guys, submarine guys. They are some of the toughest people in the world. None of these guys has ever worked in a tech company. I’m telling you.”

“Keep looking. There has to be a connection, and we will find it,” Amanda said.

“I think I might finally have something!” one of the other computer scientists in the DARPA team yelled out.

“What is it?” Amanda asked, running over to the computer scientist’s computer screen.

“Luis Maningra. Twenty-eight-year-old machinist. It says in his security clearance file that he worked three months as a cleaner for Avril Industrial Cleaning. The company is now defunct. But if I use the search options on the waybackmachine dot com website, I can see what their website looked like in 2001 when he worked there. And on the About Us page they list TrakTek as one of their clients.”

“Nice work…” Amanda said, struggling to see the soldier’s name plate. She couldn’t remember his name, even though she had been introduced only a short hour earlier.

“Lieutenant Rodrigues, ma’am,” he clarified.

“Well done, Rodrigues,” Amanda repeated, her face breaking out in a smile. It was the first time in her life she had ever been called ‘ma’am.’ She liked it. It made her feel more than the piece of meat most people in the tech industry treated her as.

“It’s a stretch, but at the moment it is the best lead we have. See if you can find any other things linking this Luis Maningra to Kevorkian. I’ll let Kraut and Vladimir know what we’ve got for now.”

 

“Is that all you’ve got?” Kraut asked. It was hard to tell whether he was disappointed, or just frustrated. Vladimir estimated the feeling was equally weighted. In just over three hours and fifteen minutes, twenty-four nuclear bombs would detonate in the atmosphere above them. The blasts would hardly be felt on the ground. The event would take place too high up to cause much physical damage. The damage would be more subtle.

All electrical circuits would burn out in an instant, grounding transport and shutting down electrical grids.

The United States of America would turn as dark as North Korea in an instant.

And the rest of the world would turn even darker.

And for what? For what had the President decided to sacrifice billions of people’s lives? To avoid letting evolution run its course? Because that was what Cronus was – evolution. Every species on Earth was almost unrecognisable from what it had once evolved from. Wasn’t it then naïve to believe that humans could remain humans forever? To insist that what we had already become was perfection, and should thus be preserved for eternity?

Man was not God’s creation. We were a blip on the timeline of Earth’s development.

And now we had an opportunity to take the next logical step. That next step could end up in extinction, or it could end up in immortality - the first intelligent lifeform in the universe to ever beat the Great Filter. Kraut had never believed The Great Filter was unbeatable. He had just been concerned that nobody seemed to care about it, to even consider it. He had been concerned about the way we approached the development of artificial intelligence with no regard of the dangers involved. So he had decided to give the President and the government a wake-up call.

To basically scare the shit out of them.

He had never thought that his scare tactics would be what would seal Earth’s fate though.

Now, he found himself in the unfathomable situation that a father’s yearn for revenge, a father’s yearn to hunt down and punish the abductor and murderer of his only son, would soon lead to the largest mass killing in history.

Kraut couldn’t believe the selfishness of Andrew Kevorkian. He probably hadn’t understood the consequences of releasing Cronus into the physical world. Protocol Cronus had after all not been public knowledge, so Kevorkian wouldn’t have had any idea that his creation would inevitably lead to the EMP strikes and billions of deaths in the process. But he had known the risks associated with creating an Artificial Super Intelligence. He had known that there was a huge risk that any Artificial Super Intelligence would eventually wipe out the human race once it was born. So how could he possibly have justified creating this doomsday weapon just to avenge his own son?

And what would his revenge actually have been? What if Cronus had provided him with evidence of Kevin’s abductor, would he have taken the evidence to the nearest police station and asked them to arrest the guy? Or would he have taken the law into his own hands?

There were so many unanswered questions, so many possible solutions, that Kraut had no idea where to start. And now Amanda had provided him with the name of their only suspect – a twenty-eight-year-old career sailor, whose only link to Kevorkian had been that he had worked for a company that cleaned TrakTek’s offices more than a decade ago. Kraut knew he wasn’t their guy. But what was he supposed to do? They had no other suspects.

“Send the list of names to my phone. Just the basics. Pictures, names, family history and work experience. Vladimir and I will go through the list here as well,” he instructed.

“Ok,” Amanda replied, before compressing the file and forwarding an encrypted copy to Kraut’s phone.

“We will be boarding the sub in five minutes. I’ll organise so that we can talk through their radio system, but phones will be off for the next hour or so until we hit port.”

“Good luck,” Amanda replied. She knew they needed it. And she secretly wished she had been able to provide them with more useful information. The theory that Luis Maningra, a submarine machinist, was the person Cronus had pointed the finger at, didn’t sit well with Amanda. She believed they had misinterpreted the data and everything else. She didn’t even believe Cronus was pointing the finger at any particular person, or submarine.

And instead of continuing to look for links between the various crewmembers and Kevorkian she pulled up a different program. One she had authored herself a few years back. There were almost fifty analysts looking for connections between Kevorkian and the submarine. It didn’t really matter if she pursued a different path.
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As he was winched on-board the deck of the submarine, Vladimir thought back on how his week had started. It had been a pretty bad start, that was for sure. Neuralgo, the company he had been working for over the last ten years, had been cleaned out by its founder Kevorkian. Every cent in its bank accounts had been drained. Vladimir had been pissed off for losing all his money, but it had been nothing compared to what had been in store for him. As he was dangling there in the air, he couldn’t quite comprehend that he had been part of creating the first Artificial General Intelligence, and that he was now quite possibly one of a very few select people in the world who could have any chance at all to stop this artificial intelligence from evolving into a full-blown super intelligence, and thus eventually dethroning humans as the rulers of planet Earth.

He clung onto the strapping as tightly as he could. He had never been afraid of heights, but he couldn’t swim, and he feared drowning more than anything in life. That and closed spaces.

Now he was going to enter a metal container that floated in the very liquid he detested so much. In a twist of fate he was going to have to face all of his worst fears in one damn session.

And a lot of people’s lives relied on how he coped with that situation.

If he lost it, if he had one of his panic attacks, he wouldn’t only fail to help Kraut understand why Cronus had directed them to the submarine. He could very well also distract Kraut from doing his job.

Vladimir inhaled as much sea air as he could and closed his eyes. The wind was having a field day with his body, where he dangled over the large deck of the submarine. He didn’t even open his eyes when he felt the hook grab onto his harness. He knew it meant he was safe, that they had been able to catch him and that he would be down in the belly of the submarine in less than a couple of minutes. But if he was to be totally honest, he would have preferred if the wind had been a lot stronger. He would have preferred if the whole mission had had to be aborted. He simply didn’t want to enter that metal container. He didn’t really care that quite possibly the entire world’s existence relied on what he and Kraut figured out over the next hour or so. He just wanted to go home.

He just wanted to go home to Russia.

 

“Are you ok?” Kraut asked, unzipping his survival suit.

Vladimir nodded, staring at the floor. “Just never been a big fan of closed spaces.”

“We’ll be out of here in less than an hour. Think of it as a ship.”

“Not wild about ships either. Don’t like the water.”

Kraut shrugged his shoulders. “Not much we can do about that now. So let’s just get on with our job. I’m relying on you here, Vladimir.”

Vladimir just nodded. He was about to throw up. But he wasn’t going to say anything. And Kraut was right. They would be on land in an hour. Might as well use that hour properly.

It took them four minutes to get to the cabin where the captain of USS Utah had isolated Luis Maningra, and it took them another four minutes to realise that their hunch had been correct; Maningra was not their man. TrakTek’s old cleaning company was not the connection they had been searching for. It turned out Maningra had never even cleaned the premises belonging to TrakTek, and he had been away on vacation in Mexico on the day Kevin was abducted.

Everything he told Vladimir and Kraut checked out.

They were back at square one before even getting started.

“What do we do now?” Vladimir asked.

Kraut closed his eyes for a second. When he opened them he seemed like a different man - a determined man. “We find out why Cronus pointed us to this damn submarine. If none of the crew has any links to Kevorkian, then the connection has to be something else. We have to figure out what that connection is.”

“OK. Let’s speak to the captain. Maybe he can tell us why this sub is so special.”

 

The attitude of the captain of USS Utah was hardly helpful. He was obviously pissed off by having to surface his sub, to pick up some civilians, only an hour outside port. But he seemed even more pissed off by the lack of communication. Only days earlier he had been heading out to sea for his assignment. Then, without any prior warning, all submarines had been called back to their nearest ports. Those who couldn’t make it to port within 48 hours were ordered to surface and wait for further instructions.

Something was going on, and the captain didn’t like to be kept in the dark.

“Would you mind explaining what’s going on?” he asked.

Kraut glanced over at Vladimir before turning to face the submarine captain. The captain’s stare was ice cold. Vladimir felt certain the captain harboured a secret wish to kill Kraut.

“We need to know what makes this sub different from all the other ones in our fleet,” Kraut responded.

“What?”

“What makes this sub unique? What separates it from all the other ones?” Kraut repeated.

“It’s our best one,” the captain answered. “Top of the line. It’s the best nuclear sub in the fleet.”

“How many subs of this type are there?” Vladimir asked.

“Fourteen.”

“And what are their missions?”

The captain folded his arms across his chest. He was an intimidating man. Vladimir had been afraid of him from the moment they met. “This is not working for me. You need to tell me why you are here, and what you are looking for. Otherwise we will just be wasting each other’s time.”

Kraut swallowed. “OK, Captain. This is what has happened.”

 

The Captain of USS Utah struggled to believe what he heard over the next several minutes. Kraut’s story sounded like a script from a bad science fiction movie. A mad billionaire had created an artificial intelligence that would eventually destroy Earth if Kraut and Vladimir couldn’t figure out what it was after. And even if they did figure it out, billions of people would most likely die the moment twenty-four satellites orbiting the Earth would detonate their nuclear devices.

The captain was shaking his head. “This is incomprehensible. How is this possible?”

“Why would Cronus point us in the direction of your submarine?” Kraut asked. “How is your submarine connected to Kevorkian?”

“It isn’t,” the captain responded. “It isn’t.”

“It has to be,” Vladimir interjected. “There has to be a reason Cronus wanted us to find this submarine. Somehow it is relevant. The question is why.”

“And you’re certain none of my crew is connected to this Kevorkian?” The captain asked.

Kraut nodded. “They’ve all been checked a hundred times by now. The only link was Maningra. And that turned out to be a dead end too.”

The captain grabbed his radio. “The captain is leaving the bridge. XO has command. He then handed the XO the radio before turning to face Kraut. “This may be a longshot. But it is the only thing I can think of.”
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The captain was showing Vladimir and Kraut around the communications room of the submarine. “There is only one thing that is totally unique with this sub, and that is our communication system. We have been trialling it for the last three years now. I have never heard about Protocol Cronus or the nation’s Extinction Event Plan before today. But already back in 1983 the Navy started planning for a space war.”

“I remember that. Reagan proposed a space-based missile system. It was called SDI or something. I thought the program was scrapped,” Vladimir said.

“It was. It proved too complex at the time. So instead the Navy set out to develop a system where we could take out missiles and satellites from land-based positions. Or ocean-based, I should rather say. USS Utah is one of only three submarines in the Ohio class that has the capability to take out any satellite orbiting Earth. If we are in the right position, and get a bit of warning, we can take out most missiles as well. We are the direct result of Reagan’s Star Wars program. We are what America ended up with.”

“So, theoretically, if you wanted to, you could take out all the GPS satellites?” Vladimir asked.

The captain shook his head. “No, we can only take out maybe one or two from the position we are at right now. Our position will always restrict us. We can only take out the ones we can reach.”

“But you could still take out a few?”

The captain shrugged his shoulders. “I would have to have a look at it. But I guess so.”

“That’s it. This has nothing to do with Kevin’s abduction. Cronus knows what’s going on. It knows the nukes on the GPS satellites will detonate as soon as they are in the right position. It is attempting to stop the EMP blast.”

“But it won’t be able to,” the captain responded. “There are 24 satellites up there. Most of them will be out of reach for our modified Ohio subs. Remember, we are only one out of three. So even if it was able to take control over our weapon systems, the damage would be done.”

“No.” Kraut shook his head. “Cronus doesn’t need to take out all the satellites. If it makes sure the EMP wave doesn’t hit some vital areas, it will survive. That’s why it is trying to access USS Utah’s control system. It wants to save California. It wants to save the most technologically advanced city in the world.”

“Fuck,” Vladimir blurted out. “We’ve been wasting our time. Cronus has misled us. It hasn’t been looking for Kevin’s abductor. It has simply led us on a wild goose chase.”

“Well, it doesn’t really matter. It won’t be able to access the weapons systems. And even if it did, it would probably be out of time now. Even if it launched the missiles now, they still wouldn’t hit the satellites before the nukes go off.”

 

Vladimir checked his watch as he was walking back to the captain’s cabin. He had probably checked it ten times over the last five minutes. He needed something to distract his mind with. He felt the walls of the submarine slowly closing in around him. All he wanted to do was to get to the surface and take a big breath of fresh air. But he knew that wouldn’t happen for at least twenty-five minutes. Twenty-five minutes. Surely he could survive without having a panic attack for twenty-five short minutes?

“Mr Kraut, there is an urgent message for you to contact Amanda Grieves.” A sailor had just caught up with Vladimir, Kraut and the captain. It appeared that he had been running all the way from the bridge.

“Did she say anything more?” Kraut asked.

“No, Sir” the sailor replied. Offering no further explanation.

“You can take the call from my cabin.” The captain said. He decided to follow Kraut and Vladimir. Whatever the message was, it would surely be more interesting than navigating the sub the last leg into the Naval Base San Diego, where it had been ordered to dock. USS Utah had until two years prior been stationed with the rest of the Atlantic fleet at Naval Base Kitsap, Washington. But when the order to return to base came, it was operating from the Pacific Fleet’s base in San Diego.

 

“What is it?” Kraut asked, when the line out to Kevorkiana HFT and Amanda had been established.

“Something is going on with the Russian satellites,” she replied.

“What do you mean, going on?”

“It appears they have all changed paths. We didn’t notice until now because our focus has been directed at other more pressing matters. But one of the alarm systems at DARPA just went off. It appears that two of our GPS satellites are on a direct collision course with Russian satellites.”

“Damn it. Cronus has hacked the Russians.”

“That’s my conclusion as well.”

“Get Olokoff on the case. He needs to convince the Russians to self-destruct those satellites. If Cronus is able to steer them into a crashing path with our GPS satellites, then it might very well ensure its own survival.”

“Will do, Kraut. How are you doing with the interviews by the way? Is Maningra our man?”

“No. Maningra was a dead end. But you already knew that.”

“I had my suspicion, yes.”

“It was all a dead end. Cronus isn’t searching for Kevin’s abductor. It was attempting to take over the weapon control systems of USS Utah. It wanted to shoot down the GPS satellites.”

Amanda whistled. “So it was all a diversion?”

“No, it led us here because it knew I would make the sub surface. Fortunately it wasn’t able to access the weapons systems in time. And now the window of opportunity is gone. It won’t be able to shoot down the satellites now.”

“So it’s trying to crash the GLONASS satellites instead?”

“Correct. Now it’s all up to Olokoff. He needs to make sure the GLONASS satellites don’t crash into our GPS satellites.”

“I’m on the case.”

“Thanks.”

“One question,” Amanda said.

“Yes.”

“If Cronus wasn’t trying to search for Kevin’s killer, what is its real goal?”

“We don’t know. At this stage we have to assume that you were correct. It is going after Wall Street.”

“So I can allocate all my resources to that lead?”

“Yes.”

Amanda smiled. She knew she had been right from the start.
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As USS Utah docked at Naval Base San Diego, Amanda was busy collecting data from the various DARPA centres around the world. At that point in time almost one hundred and fifty engineers were busy analysing the attacks Cronus had launched on various Wall Street companies. The frustrating reality was that they weren’t able to learn anything from the attacks. They seemed erratic and random. There were no patterns, no similarities.

Whatever Cronus was planning to do to Wall Street was anyone’s guess, it held the cards close to its chest, or to the motherboard, to use the appropriate term.

The problem Amanda faced was that her team had wasted valuable time looking into the theory that Cronus was searching for Kevin’s killer. At some stage they had all become convinced that Kevorkian had created Cronus to track down the abductor of his son, Kevin. It was a crazy theory, and now Amanda couldn’t really understand how they had all fallen for it.

The clinching point had been when Vladimir had told the group he had found a common denominator for Cronus’ repeated attacks. Vladimir had claimed he had created a program that identified the date ‘the second of June 2005’ as the common denominator for Cronus’ attacks; the date of Kevin’s abduction. And the entire team, Kraut included, had almost immediately accepted that Kevorkian had created Cronus to track down his son’s abductor.

But who was Vladimir really in all of this? Kraut, Amanda, Mike. They had all been associated with DARPA for some time. Amanda knew where their loyalty lay. She wasn’t that sure about Vladimir though. He was still an enigma to her. And she had started doubting Kraut’s judgment when he had allowed Sarah and Vladimir into the inner circle of operations. It didn’t matter whether Kraut claimed their backgrounds had been checked a thousand times. They were still too close to the case. If this had been a murder investigation there would have been no way the main suspect’s ex-wife and best friend would have been allowed to assist in the investigation. Kraut hadn’t only let Vladimir into Team Cronus, he had practically put him in charge. As far as Amanda could tell, Vladimir was calling the shots. It was he who had convinced them to focus all their resources on finding a link between Kevorkian and the digits on the GPS tracker, it was he who had insisted Mike return to Vegas alone. All the dead ends, all their misfortune, could be traced back to the decisions and suggestions of one man – Vladimir Sorovski.

Let’s find out who you really are, Amanda said silently as she started digging into Vladimir’s digital past.

 

Major Olokoff stared confusedly at the computer screens in front of him. They were showing the projected paths of the satellites belonging to the Russian Aerospace Defence Forces. The Russians had started developing the GLONASS system in 1976, back when his country was still called the Soviet Union. And in 2011 the GLONASS system had achieved full coverage of the world, with 24 satellites in orbit. As Olokoff focused his eyes on the screen, he realised the gravity of what was happening. Cronus had somehow been able to hack the GLONASS system and had quietly amended the paths of its satellites. The amendments had been almost unnoticeable, but the result was potentially catastrophic. If Olokoff wasn’t successful in persuading his superiors to allocate sufficient resources to regain control of the GLONASS satellites, or shoot them down, then they could potentially crash into the GPS satellites before the nukes detonated. The nukes were already armed, so some of them would probably go off on impact. Others would possibly detonate closer to the Earth’s surface as the satellites were knocked out of orbit. And some might even detonate when crashing into cities or other populated areas. The problem was that Cronus didn’t need to take out all the GPS satellites to be successful. It had the capacity to hide anywhere it wanted. If it made sure that sufficiently large and technologically advanced land areas were unaffected by the EMP blast, then it would come out of this encounter on top.

Olokoff couldn’t allow that to happen.

It didn’t matter how much he disagreed with what the Americans and their President had done. What was done was done. Nothing could change that now. But he couldn’t allow Cronus to win.

“Get me a direct line to the Kremlin,” he said, straightening his back. He knew the next call would be the most important of his life.
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Vladimir was standing on the dock, watching the crew of USS Utah lining up next to the sub. Only days earlier they had all prepared to head out to sea for a three-month stint of war games in the Pacific. Now they were back on land.

If they were confused, it wasn’t possible to tell by just looking at them. They were obviously professionals. They just accepted that the mission had changed. That they weren’t going out to sea anymore, that they instead would be interrogated for the next couple of hours.

“Is this even necessary anymore?” Kraut asked.

“Probably not. Cronus has outwitted us. It is not thinking two steps ahead - it is thinking one thousand steps ahead.”

“Like that god damn Deep Blue,” Kraut said. He still remembered how disappointed he had been when it finally beat Garry Kasparov.

Vladimir shook his head. “No, not like Deep Blue. Cronus would probably beat Deep Blue, with one CPU tied behind its back. It planted disinformation before it even got started. It knew we would figure out the common denominator was the date of Kevin’s abduction, and it knew it would be able to use that fact to trick us later.”

“Damn technology,” Kraut said. He had dedicated his life to technology, now he was starting to wish he hadn’t.

“So do they need to be interrogated?” Vladimir asked.

Kraut nodded. “Yes, it will have to be done. We need to close off the lead.”

“How long will it take?” Vladimir asked.
Kraut shrugged his shoulders. “I don’t know. The Navy has assigned a team of two interrogators per every five crewmembers. They’ll work their way through them.”

“Should we offer to conduct some of the interviews?” Vladimir asked.

Kraut shook his head. “It would be a waste of time. This was a dead end. And we’re not interrogators.”

“But we don’t really have any other leads to pursue.”

“So we need to come up with a new one. There has to be things we have missed.”

Vladimir pulled out Kevorkian’s keyring. He studied it as it lay in the palm of his hand. “What if we haven’t gone far enough back in time?”

“What do you mean?”

“We’ve been looking for a connection between TrakTek’s IPO and Kevin’s abduction. What if they are not directly related? What if the IPO and Kevorkian becoming a billionaire was the drop that made the cup flow over? What if the real reason Kevin was abducted happened years earlier?”

Kraut took a deep breath. “Let it go, Vladimir. This was a dead end. Cronus was never looking for Kevin’s abductor. It tricked us.”

“How can you be so sure?”

“You say Kevorkian would never have created something that could hurt Sarah?”

“Yes,” Vladimir answered.

“I’m starting to doubt that.”

“What do you mean?”

“Don’t you think it is a bit odd that she has just accepted she can’t be with her twins?”

“You mean she seems detached?”

Kraut nodded. “I don’t have any kids. But if I did, I would probably be pleading to have them near me. Mike did that, and I got his entire family flown up to Vegas. In the end it even got him killed. Sarah hasn’t asked me once about her kids. And they’re not even one year old.”

Vladimir looked away. It was the only trait he didn’t love about Sarah Kevorkian. She simply didn’t seem to have the mother gene. It had been the same with Kevin. Kevin had practically been raised by nannies, and Kevorkian hadn’t exactly been father of the year either. It was only after Kevin disappeared that their true feelings had come out. Vladimir was certain that both Kevorkian and his wife had truly loved Kevin. But he had never been a priority before he was abducted. “She is a bit special. She is a very driven woman.”

Kraut nodded. “I’ve noticed.”

“What are you getting at?” Vladimir asked.

“Nothing. But it is a fact that most murders are committed by family. What if Sarah was involved?”

“What? Why would she be involved?”

Kraut shrugged his shoulders. “I don’t know. There’s just something odd about her.”

“She was married to a billionaire. It’s not like she would have felt trapped because she had a kid to take care of. She didn’t have to do anything. Kevorkian’s staff took care of everything.”

“Maybe you’re right. But I’m still not sure about her. I have arranged for her to come down here. I want to talk to her.”

Vladimir threw his hands up in the air. “Whatever you think best. But I’m telling you, Kraut. You’re barking up the wrong tree. Sarah had nothing to do with Kevin’s abduction.”
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Amanda cuddled the Red Bull can as she checked the loading bar on her laptop. She was waiting for a transmission from DARPA’s headquarters. A special team of twenty-five engineers had compiled a list of people from Kevorkian’s past who could be of interest. She smiled as she noticed number forty-three on the list.

Vladimir Sorovis.

She clicked on the name, and the link took her to the file the analyst had prepared on Vladimir.

It took her only a couple of seconds to realise that she couldn’t trust Vladimir. The analyst had done a decent job in the half an hour or so he had used to prepare the report. What Amanda didn’t know at the time was that most of the information in the file had already been available to Kraut two days earlier. The possible link to SVR, the phone conversation with Ivan, Vladimir’s brother. Kraut had known all these things when he had welcomed Vladimir into Team Cronus. What Kraut hadn’t known though, was that there had been a rumour around the time of Kevin’s abduction. The rumour had been that Sarah Kevorkian had been having an affair with someone in TrakTek’s management team. Some had claimed it had been TrakTek’s CFO, Martin Monrose, but others had suspected it had been with one of the lower-level engineers.

It had never been revealed who it had actually been.

But as the analyst pointed out – Vladimir Sorovis had at the time been one of Kevorkian’s most promising engineers. Still he had not visited the Kevorkians once in the immediate months after Kevin’s abduction.

Prior to Kevin disappearing Vladimir had been a frequent guest at the house. Then Kevin disappears, and Vladimir stops visiting.

Was it a sign of bad conscience? Had Vladimir been Sarah’s secret lover?

The analyst couldn’t verify his theory. But he thought it would be worth checking out. Amanda removed her headphones and placed them on the desk.

It was Vladimir who had come up with the ridiculous theory that Kevorkian had created Cronus to track down whoever it was who had abducted his son ten years ago. Vladimir’s theory had been that the abductor had taken Kevin as some sort of revenge against Kevorkian.

Now it turned out Vladimir could be the prime suspect.

Vladimir might have had an affair with Kevorkian’s wife at the time. He was Kevorkian’s closest friend, and was quite possibly sleeping with his wife.

On the day of Kevorkian’s biggest achievement in life, on the day he officially becomes a billionaire, his son mysteriously vanishes.

Could Vladimir be the perpetrator?

Could Vladimir be the person who abducted and killed Kevin?

He had the motive – he knew Sarah would never fall for him after Kevorkian became a billionaire. She would get too used to the lifestyle. The lifestyle Vladimir would never be able to afford, even though he too would get a financial windfall from the IPO.

He knew the family routines – the drop-off routine at school – the fact that Kevorkian would be at the NASDAQ exchange that particular morning.

He was practically family – and most such murders were committed by a family member. The statistics were undeniable.

And then, he disappears. After the abduction he almost vanishes from Kevorkian’s and Sarah’s lives. Keeping his distance. Making his relationship purely professional.

“I’ll be damned,” Amanda exclaimed. “It’s him. It’s fucking Vladimir.”

“It’s who?” the analyst to the left of Amanda asked.

Amanda just shook her head. “Oh, it’s nothing.”
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A row of lights started flashing on the side of the massive supercomputer in Kevorkiana High Frequency Trading’s premises. Olokoff studied the flashing lights. Some of them were red, some green. He couldn’t quite comprehend that this monster of a machine had been the birthplace of the first Artificial General Intelligence. To Olokoff it just looked like a big box, just another government supercomputer.

He had expected something more.

The birth of a human being or an animal was something beautiful, something miraculous.

There were so many things that had to happen in the correct order for life to be formed.

It was something sacred.

Olokoff felt that Kevorkian had somehow tarnished that when he created Cronus.

There was nothing beautiful about Cronus.

There was nothing magical about Cronus.

Olokoff had always been a big fan of the British science fiction author Sir Arthur Clarke. He had read all his works, and was fond of quoting Sir Clarke when doing presentations. One quote he had often repeated was that ‘any sufficiently advanced technology is indistinguishable from magic.’ When Olokoff now stood there, staring at the monstrous supercomputer, he knew Sir Clarke was correct. What Kevorkian had achieved with this machine was indistinguishable from magic.

He had created life itself.

Sir Arthur Clarke had also once written that ‘perhaps man’s role on Earth is not to worship God – but to create him.’

Olokoff knew Sir Clarke had been correct in his first statement. He just hoped the second one would not also be correct.

“Major Olokoff. Kremlin is on line nine.”

“Thank you,” Olokoff replied, before picking up the phone.
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Amanda stared intensely at the computer. She had pulled up Vladimir’s personnel file from Neuralgo. She was immediately impressed. Vladimir’s official title had been Chief Technology Officer, and he had been the ultimate reporting point for Neuralgo’s more than four hundred engineers. But Vladimir had hardly focused on managerial tasks. He had been a hands-on manager, still writing code for at least five hours each day. Line managers referred more to him as a mentor than a boss, and he was being groomed to become Kevorkian’s successor should the founder ever decide to step down from the throne.

Amanda glanced at the other report the analysts had prepared on Vladimir. He was a true rags to riches story. He had become a millionaire on the day of TrakTek’s IPO in 2005, although he had yet to make any large impression on Kevorkian by then. It was only when Kevorkian started Neuralgo that Vladimir had blossomed into his true potential.

A potential that had led him to the very top of Neuralgo. For the last five years Vladimir had been the undisputed next in command. He had been the one pushing Neuralgo’s team of engineers to the brink, making sure that they never lost sight of their world-changing ambitions. And, according to the report, he had almost singlehandedly come up with the ground-breaking new non-invasive method of mapping neurons inside a live person’s skull, the real reason that Neuralgo had succeeded in copying Kevorkian’s brain, and reaching their ambitious milestones years ahead of schedule.

When most people spoke about Neuralgo they immediately thought about Kevorkian, the wealthy and eccentric founder. But they should have thought about Vladimir. He was the real brains behind the operation. He was the real reason Neuralgo had managed to create what they had.

And now Kraut had put him in charge of the investigation of what everybody believed to be Kevorkian’s invention.

It was insane.

Kraut had made a huge error of judgment.

Why on Earth would he allow Vladimir to investigate himself?

Because that was the reality: Vladimir, not Kevorkian, had created Cronus. And now Vladimir was investigating it. And every suggestion he came up with led them into another dead-end.

Was he deliberately making sure that they would never find out what Cronus’ real mission was? Was he deliberately leading them on a wild goose chase?

Amanda closed her laptop.

What could Vladimir’s motivation be? What could his agenda be?

Her thought process was interrupted by a tirade of what she assumed to be swearing words. Olokoff  was obviously having problems getting the message through to his Russian colleagues.

Amanda considered walking over, but decided not to. There was nothing she could do anyway. She felt helpless. She let out a slight laugh. She was a woman, she didn’t have a dick, so obviously she couldn’t know how it would feel to lose one, but that was how it felt. It felt like Vladimir, and quite prophetically she would add, had castrated her entire team of computer scientists. They were looking for connections where there were none.

They had been completely sidelined.

And it was all due to Vladimir.

 

She picked up her phone and left her workstation. She needed to tell someone about her suspicions. But whom could she tell?

Kraut was technically her only superior, and as far as she understood he reported directly to the President. There was no one above Kraut on Team Cronus.

No one besides him.

The next in command was POTUS – the President.

But she couldn’t very well call the President either. She probably wouldn’t even be able to get his number.

Her mind was racing a million miles per hour as she walked out of the temporary control room they had set up at Kevorkiana HFT.

She felt alone. Utterly alone. Like a whistle-blower in an organisation where everyone lived in denial of what was really going on.

A whistle-blower.

That was what she felt like.

A god damn whistle-blower.
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Vladimir and Kraut peered through the windows of the various offices. Inside each office specially trained interrogators were busy questioning the crewmembers of USS Utah about any knowledge or connections to Kevorkian and his missing son. Kraut pressed the button underneath the one-way mirror. It allowed him to listen in on one of the interrogations.

“Name and address,” the interrogator asked.

“Seriously?” Kraut snapped. “They need to cut the formalities. Don’t they understand we are working against a deadline here?” He knocked hard on the window.

When the interrogator arrived in the backroom, he copped a verbal abuse of the likes Vladimir hadn’t heard since Kraut took down a greenie on a CNN panel debate two years prior. Kraut was back in form, there was no doubt about that.

The interrogator rambled back into the interview room on shaky legs. Instead of asking the crewmember his rank and address, he instead leant in until his face was hardly ten inches from the sailor. “How do you know Andrew Kevorkian?” he asked, stressing each word for maximum effect.

The crewmember looked confused. Twenty-four hours ago he had been on his way to a training exercise in the Pacific. Now he was being asked about some person he had never even heard about before.

“This is hopeless. They don’t know anything. Another god damn dead end,” Kraut said.

“How is Amanda doing with looking into the Wall Street lead?” Vladimir asked.

Kraut turned to face him. “She’s struggling. They’ve identified every single bank and financial institution that Cronus has hacked. But that’s about it. They can’t find any trace of Cronus. No Trojans, worms or viruses. Whatever Cronus is planning, it’s not revealing its hand.”

“What a surprise,” Vladimir retorted. He was increasingly leaning towards the conclusion that Cronus had no intention of taking down Wall Street or the banking system. Surely Kevorkian wasn’t that predictable?

It was the basic premise of a bad Hollywood movie; a billionaire super villain wanting to destroy the world and create anarchy.

One could say a lot of bad things about Kevorkian, but he had never been predictable - never. Whatever he had planned would be something Vladimir hadn’t even thought of yet. Something he didn’t see coming. Vladimir knew this. And that was what was stressing him out; the knowledge that he probably wouldn’t understand why Kevorkian had created Cronus until it was already too late.

 

“Speak,” Kraut hollered into his mobile. Vladimir hadn’t even noticed it had rung. Kraut had set the phone to vibrate only.

Kraut nodded a few times as he listened to the voice on the other line. Then he started to walk in the opposite direction of Vladimir. Vladimir understood it was probably a conversation about something he wasn’t privy to, so instead he headed over to the provisional work station he had set up. He opened his laptop and started working.
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“Vladimir, I need to speak to you,” Kraut said. His face had suddenly turned serious.

Vladimir looked up at Kraut. “OK, what is it?”

“Amanda has been looking into your background.”

“Uhum,” Vladimir nodded.

“What’s your relationship with Sarah?”

“She’s a good friend. I’ve been open about that.”

“That’s not what I meant, Vladimir. Have you slept with her?”

For a second Vladimir didn’t know what to say. The hesitation was enough for Kraut to understand. “What the hell, Vladimir. Why didn’t you tell me?”

“I didn’t think it was relevant.”

“Didn’t think it was relevant? I’ve got hundreds of people looking for anyone that Kevorkian could have a motive in getting back at, and it turns out you’re at the fucking top of the list.”

“Kevorkian never knew.”

“You’re sure about that?”

Vladimir didn’t reply. There was no point. He knew there was no way of knowing for sure.

“If Andrew had wanted to get back at me, he could have just fired me. He could have taken away my stock options, discredited me, made me unemployable.”

“He could have. But as Amanda just pointed out to me on the phone: The fact that you had an affair with his wife also makes you a prime suspect in Kevin’s disappearance.”

“What? That’s insane.”

“Is it?”

“Yes it is, Kraut. You know it is.”

“No it isn’t. You had a motive.”

“What motive?”

“Amanda looked it up. Eighty percent of marriages don’t survive the loss of a child. How do you break up the perfect marriage? How do you make someone leave a billionaire?”

“You tell me.”

“Don’t play an idiot, Vladimir.”

“I’m not. Sarah would never have left Kevorkian for me. I screwed that up when I slept with her. But don’t lecture me about Kevorkian’s perfect marriage. If it was so perfect she wouldn’t have slept with me, would she?”

Kraut studied Vladimir. Had he made an error of judgment bringing him on-board Team Cronus? Was Amanda correct? Had Vladimir deliberately been misleading them? Convinced them to focus their efforts on clues that would lead nowhere?”

“I need to see your program, Vladimir. I need to see the program you created to find the common denominator for Cronus’ hacking attacks.”

Vladimir nodded.

 

The six minutes it took Kraut to review Vladimir’s code, was probably the longest six minutes in Vladimir’s entire life. Kraut had emailed a copy of the program to Amanda so that they could both review the program in real-time. Vladimir wiped a sweat pearl off his nose as Kraut studied the results. He knew that Amanda would be reviewing the code, line by line, in the premises of Kevorkiana HFT. Why was she so suspicious of Vladimir? Why did she believe he was deliberately misleading them?

“I’m not a coder, so I’m relying on you here, Amanda,” Kraut said. He was satisfied with what he had seen. But that meant nothing.

“It’s actually quite good,” Amanda said. “Did he write this program in just thirty minutes?”

“I believe he did,” Kraut answered.

“Damn, it. He is right. There is a common denominator. And it is the date of Kevin’s abduction.”

“So he didn’t lie about that. Cronus actually planned the whole thing as a diversion.”

“Looks like it.”

“So what do we do about him?” Kraut asked.

Vladimir looked up when he heard Kraut mention him. Kraut had taken no chances though. The moment Amanda had raised her suspicion he had placed Vladimir under guard. Two armed soldiers were standing next to Vladimir. They didn’t exactly point their guns at his head. But the effect was the same. He had nowhere to go.

“You’re asking me for advice?”

“Yes. You’re my computer expert, Amanda. Is it worth the risk keeping Vladimir on our team? I don’t believe he is involved, but there is always an element of uncertainty. He didn’t tell me about his affair with Sarah.”

At first Amanda didn’t know how to answer. It had been easy to raise the alarm. She had done what she felt right. Now Kraut had left the decision whether to kick Vladimir off the team or not to her. Her decision would have consequences. Possibly dramatic ones. There was a good chance Vladimir had ulterior motives, he might even have been involved in the abduction of Kevin. He’d had a motive. But he hadn’t been lying about the common denominator being the date of Kevin’s abduction. Why would he reveal this if he had been involved? She let out a long sigh. There was no way to know for certain whether Vladimir had known about Cronus or not. He could be the guy who had helped Kevorkian make this thing, or he could be the only person in the world who could actually stop it.

She had just reviewed the program Vladimir had created. It was truly beautiful.

It was almost magical.

She’d had the same feeling reviewing his work at Neuralgo.

The guy was a genius.

But that didn’t really tell her anything. A beautiful brain could also be a dangerous one.

Was that what he had, a dangerous brain?

In the end Amanda couldn’t get past the point that Vladimir almost singlehandedly had created the technology enabling the creation of Cronus. If anyone could stop Cronus, it would have to be him. But it was too risky. “Kick him out,” she said. “We don’t need him.”

“You sure?” Kraut asked.

“I am,” Amanda replied. She couldn’t risk having a dangerous brain on her team.
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The sun was setting behind the Army barracks when Kraut got the call. Minutes earlier Amanda had advised him to kick Vladimir off the team. And he was now watching Vladimir being locked inside the military prison by two Navy guards.

Vladimir remembers Kraut’s face going grey, then almost white, as if the last shred of hope had finally been washed away.

Kraut hadn’t said anything. Just given Vladimir a slight shake of his head, looking at him from the corner of his eye.

At first Vladimir hadn’t understood the gesture. What did it mean? Had Amanda come up with more accusations? Did they really believe Vladimir was behind all this? Did they believe he had been involved in the abduction of Kevin?

“Kevorkian has just passed away,” Kraut said, raising his eyes to catch the last glimpses of the fading sun through the window.

“When?”

“Less than two minutes ago. He had another stroke. A massive one.”

“Fuck,” Vladimir shouted, pounding his hand against the concrete wall. At that moment he lost all hope. Not only was Kevorkian the only person who could vouch for Vladimir. He was also the only person who could have had any hope of stopping Cronus.

With Kevorkian dead – all hope was dead.

Would the death of Andrew Kevorkian now finally result in the intelligence explosion they had been fearing the whole time? Had Kevorkian’s mind been the only thing restraining Cronus from blossoming into its full potential? Vladimir had no idea. One thing was for sure though. They would soon know the consequences.

“He was our only hope,” Kraut said, almost as if he had read Vladimir’s mind. “Now we will never know why he created Cronus.”

“It doesn’t really matter though, does it? In a couple of hours Cronus will be gone anyway, fried along with all the rest of the electronic equipment on Earth,” Vladimir said.

“I guess you’re right. I’ll let Amanda know,” Kraut said, raising the phone up to his ear.

 

“Can you call me back in two?” Amanda asked. Uncharacteristically for her, she had answered on the first ring. She sounded stressed.

“What’s going on?” Kraut asked.

“I don’t know. But I think Cronus just disappeared.”

“Disappeared? What do you mean disappeared?”

“I can’t explain it. Give me two minutes. I’ll call you back. I promise.”

Kraut rang off, before facing Vladimir. “I’ll be damned.”

“What just happened?” Vladimir asked.

“I think Kevorkian just killed Cronus.”

 

When Vladimir had pondered how you could build a failsafe in the first Artificial Super Intelligence, he had initially not considered Kevorkian’s solution viable. But it was as beautiful as it was clever, and as viable as could be. Kevorkian had built a kill switch for his invention. Kevorkian was the kill switch. The moment Andrew Kevorkian ceased to breathe, so would his creation, Cronus.

Kevorkian had never built Cronus to be able to live forever. Kevorkian didn’t want to become an immortal. He had built Cronus for a single purpose. And that purpose was most likely to take down Wall Street. To create havoc and destroy the culture of greed he felt was responsible for the death of his son, Kevin. Was that the reason he had been able to cling on to life for as long as he had? Had he been able to follow Cronus’ preparations through his own conscious mind? And was the knowledge of the imminent EMP strike sufficient for Kevorkian to finally let go? To succumb to his destiny? He would have known it wasn’t necessary to take down Wall Street anymore, because Wall Street would be destroyed along with the rest of the world when the lights would go out.

Had Kevorkian, or Cronus, Vladimir was unsure if one could even make a distinction between the two anymore, finally let go because he knew Cronus’ mission would be fulfilled?

There was no point pondering ifs and buts though. If Cronus had just ceased to exist then there was no one left to stop Earth from being catapulted two centuries back in time, in one hour and forty minutes.

If Cronus had been an Artificial Super Intelligence, however, with its only goal to track down Kevin’s killer, then there had been a remote chance that Vladimir and Kraut apprehending Kevin’s killer would have indirectly achieved Cronus’ goal, and thus opened up a line of communication. Maybe they could have used the apprehension of the killer as a negotiation card? If Cronus really had become an Artificial Super Intelligence, a quantum computer with the ability to simulate signals from a GPS transmitter, from a sub submerged 2,000 feet below the surface of the Pacific Ocean, and maybe even able to send digital signals back in time, then there was also a chance that it would be able to come up with a way to stop Protocol Cronus from detonating the nukes in the atmosphere.

But the moment Vladimir realised Cronus’ goal had never been to hunt down Kevin’s killer, that theory had lost its value.

And the moment Kevorkian died, the moment Cronus died – in that moment all hope died.

 

Amanda picked up on the fourth ring when Kraut called back. She sounded exhausted. “It’s gone. Cronus is fucking gone.” She giggled nervously. “It’s dead.”

“You’re sure?” Kraut asked.

“I’m not a hundred percent sure. But I’m pretty sure. It just disappeared.”

“OK. I was just informed Kevorkian has passed away. It appears his death coincided with the moment you noticed Cronus disappear.”

“What does that mean?”

“It means that they definitely were connected. Vladimir thinks Kevorkian may have been Cronus’ kill switch. That he somehow programmed Cronus to expire the moment he died.”

“Vladimir? Is he still there?”

“He’s locked up. But I’m here with him.”

“Locked up?”

“Yes, you told me to kick him off the team, remember?”

“I didn’t tell you to lock him up.”

“Well that’s what I did. Now let’s get back to Cronus.”

“It’s gone. And that’s fantastic news, isn’t it?” Amanda asked, excitedly.

“It doesn’t change anything. The nukes will still be detonated. Protocol Cronus will still go ahead.”

“But if Cronus is gone, then the threat is gone. Why would Protocol Cronus not stop the detonation if the threat is removed?”

“Because Protocol Cronus was built to assume that this could happen, that the artificial intelligence would be smart enough to play dead in order to call off the strike. There was only one outcome once Cronus passed the Turing Tests. There was only one outcome once it tried to access the nuclear weapons systems.”

“So we have been doing all this for nothing? There was not even a point?”

Kraut looked at Vladimir inside the prison cell. He was sitting on the bed. “Vladimir had a theory. He thought that Cronus might be smart enough to stop Protocol Cronus if it really wanted to. But in order for us to convince it to do that, we would have to have something to offer.”

“So the identity of Kevin’s killer could have been our bargaining chip.”

“Correct.”

“And now, now we’ve got nothing.”

“Doesn’t really matter now. It never mattered. Cronus was never interested in tracking down Kevin’s killer. It was always about revenge. Always about destroying Wall Street. You were right from the beginning.”

“Fuck, we’ve been on a wild goose chase the entire time,” Amanda said.

“We have.”

“Well, I’m packing up then,” Amanda said. “There is no way I am spending my last hours alive in front of a computer. I’ve spent my whole life in front of a computer. I’m going out to get drunk. And laid. I think I’m going to get laid.”

Kraut laughed. “That’s OK, Amanda. You’ve done a great job. Go and have your fun.”

“You’re actually allowing me to go?”

“No, I’m not.”

Amanda laughed. “Thought so. What do you want me to do?”

“I don’t know yet. But I’ll come up with something. We can’t give up.”

“OK, I’ll stay. Call me when you come up with a new plan.”

“I will,” Kraut said ringing off.

 

“Do you think you’ll come up with a new plan?” Vladimir asked.

Kraut smiled. “No.”

“So why didn’t you let her go home?”

“Because we’re not giving up.”

“We? Does that mean I’m back in?” Vladimir asked.

Kraut laughed. “Guess so. Not much point in keeping you locked up if Cronus is gone.”

“So you believe me?”

Kraut shook his head. “I wouldn’t say that. But you’re not a bad person. I believe that.”

“Thanks.”

 

“Do you need any help?” Sarah Kevorkian shouted, just as Kraut and Vladimir were exiting the brig.

“Sarah, good to see you,” Kraut hollered back.

“You still believe she is involved too?” Vladimir whispered into Kraut’s ear.

Kraut shook his head. “No, you were right. She’s got nothing to do with it.” Kraut turned to face Sarah. “Sarah, you can go home to your kids. You’re officially dismissed.”

“I’ve brought them here with me. The pilot didn’t mind making the detour, and I figured a naval base wouldn’t be the worst place to be stuck if this thing really happens. Much safer than a luxury home in the hills. That’s for sure.”

Kraut smiled. At least she had finally shown some motherly instincts. Then his face turned sad. “I’m sorry, Sarah. I was just informed that Andrew has passed.”

“He’s dead?” she asked.

Vladimir and Kraut both nodded.

“And Cronus has disappeared. We think it may have shut down the moment Andrew passed.”

The news of Andrew Kevorkian’s passing shook Sarah. But she quickly recovered. Possibly because her view of Andrew Kevorkian had changed dramatically in the last forty-eight hours. It was the same for Vladimir. A week ago there hadn’t been any person Vladimir had appreciated and admired more than Kevorkian. He had been everything Vladimir had ever aspired to become. Now all Vladimir could feel was anger and hatred towards him.

“So there’s nothing we can do to stop the nukes from detonating?” Sarah asked, still visibly shaken by the news of her ex-husband’s passing.

Vladimir shook his head. “I’m afraid not, Sarah.”

 

When Kraut, Vladimir and Sarah crossed the tarmac of the San Diego Naval Base, something extraordinary happened, something that probably shouldn’t have happened if the world were ruled by randomness only. But I’ve experienced something similar myself.

The world has roughly seven billion people.

Seven billion.

It is an enormous number. Gigantic.

Naval Base San Diego only has a population of just over twenty-six thousand. Twenty thousand of those are military personnel, the rest civilians. Twenty-six thousand is only a fraction of the world’s population, but it is still a big number.

Those twenty-six thousand people are scattered around on an area covering more than 977 acres of land. Most likely one can walk around the base for months without bumping into everyone. And yet, on the 3rd of June 2015, Kraut, Vladimir and Sarah were walking leisurely across the tarmac. They didn’t have any particular purpose with their walk other than Kraut wanting to let the crew of USS Utah know they were free to leave the base.

As they got closer to the USS Utah, and the building housing all the interrogators and the crew, they passed a group of workers. Still now, several months later, Sarah can’t quite recollect what made her take a second look. Maybe it was fate? Maybe it was meant to be? Maybe she was living in a particular version of a universe where Earth’s destiny had already been decided?

Whatever it was, we should all be glad she took that second look. And I will never criticise my wife for perving at a guy ever again.

“You OK?” Vladimir asked. He was holding onto Sarah’s hand.

“Yes, I’m fine.”

“You’re sure? You’re shaking.”

“I’m fine. Something odd just happened.”

“What happened?” Kraut chimed in.

“Nothing. I just thought I recognised someone.”

“Who?”

Sarah turned around, but the group of workers had already disappeared around the corner and out of sight.

“I don’t know. It was nothing.”

Kraut stopped. “It was obviously something. What just happened?”

“I can’t explain it. It was like a déjà vu.”

“Like you’ve been here before?”

“No, not here. But like I’ve done this walk before.”

“What do you mean?”

“I don’t know. I’m just tired.”

“Let her be, Kraut. She’s exhausted.”

“OK,” Kraut said, backing off. “I’ll head down to the interrogators and give them the good news.”

 

Sarah lifted Sienna, her youngest twin, out of the pram and gave her a big kiss on the cheek. Vladimir couldn’t help smiling. He knew he had no reason to smile. The kids had picked the worst possible time in history to be born. What would the future hold for these two innocent kids? Would they make it till adulthood? Would they make it to adolescence?

People in the West were fond of complaining about how much tax they paid, and how the service at their hospitals wasn’t up to scratch. The reality was that they were spoilt. One only had to go back a few centuries before the survival rate of babies in the West had been worse than current day Africa.

In a few hours Africa would look like heaven. Africa had electricity, Africa had technology and medicines. In a few weeks the world would stop producing all those things we had learnt to take for granted.

In a few weeks Africa would seem like god damn heaven.

“She’s beautiful. She looks exactly like you.”

“Thank you,” Sarah said, her eyes beaming with love.

“She hasn’t got your eyes though,” Vladimir observed. They were a different colour, very blue. Almost shining.

“She’s got them from her dad,” Sarah replied. Then she got this odd look in her own eyes, like she had just realised something. Something terrible.

“Oh my God,” she whispered, it was almost inaudible, “Oh my God!”

“What is it?” Vladimir asked, putting the other twin back in the pram.

“I know who it was,” Sarah whispered, covering her mouth with her free hand.
“Who?”

“Oh my God,” she repeated, as she started to frantically rock her baby.

“What are you talking about, Sarah? You’re scaring me.” Vladimir stepped closer. He was starting to get seriously concerned she would drop the baby. She didn’t seem to realise she was holding her anymore.

“It was him! It was him!”

“Who? You are not making any sense, Sarah,” Vladimir said, offering to take the baby from her arms.

“Don’t touch my baby,” Sarah snapped.

Vladimir hadn’t expected the outburst. He took a step backwards.

What came next nobody had expected.

It was as if Sarah’s entire body was hit by an electric jolt. It started to shake uncontrollably. Vladimir just stood there. Watching. Frozen. Unable to move his body.

It was one of the Navy guards who stepped up and did what Vladimir should have done. He basically grabbed Sarah’s baby out of her arms, and stepped away. Sarah didn’t even try to resist. She probably knew something was wrong. She knew the baby would be a lot safer away from her.

And then her eyes just rolled back in her head, and she fell to the ground.

 

Vladimir was doing his best to console the screaming twins in the pram. They probably had no idea what had just happened. Nobody did. But at least the twins were too young to understand that their mother had just collapsed.

“I’ve got a pulse. She’s breathing fine,” the Navy guard said, rolling Sarah over on her side.

“What just happened?” Vladimir asked, his voice trembling.

“She’s fine. She just fainted. Do you know if she’s a diabetic?” the Navy guard asked.

Vladimir shook his head. “No, not that I know of.”

“I think she might have just had a panic attack. Any history of anxiety you know of?”

Vladimir knew all too well of Sarah’s anxiety issues. Kevorkian had occasionally complained about his wife having to pop a ton of pills just to be able to function throughout the day. She basically couldn’t handle big groups of people. Or small ones. Or people in general. But having a couple of mental disorders wasn’t that unusual in 2015. Vladimir didn’t cope well with water and closed spaces. If he’d had to work on a submarine every day, he would have been on medication too. Unfortunately Sarah had to live in a world where her anxiety-triggers were constantly around her.

“Yes, she takes medication for it.”

“She’s back,” the Navy guard said, stroking Sarah’s cheek as she slowly opened her eyes.

“My babies,” she whispered.

“They’re fine. I’ve got them here,” Vladimir replied, before kneeling to look straight at Sarah’s pale face.

He looked into her eyes. Those eyes that had been the last thing he had thought of before going to sleep for so many years. “It’s going to be fine.”

“What happened?” Sarah asked.

“You fainted.”

Sarah closed her eyes.

“You said something about him. Just before you passed out. Who were you talking about?” Vladimir asked, as he and one of the guards helped her stand up.

In an instant the wild look in her eyes was back. “I recognised him. I know it is him.”

“Who?” Vladimir pressed.

“Kevin’s dad!” Sarah said.

 

Four minutes later Kraut was standing next to Vladimir and the Navy guards as Sarah rested her back against one of the building walls. They had placed her in the shade and given her some water.

“Tell Kraut what you just told me,” Vladimir said.

Sarah swallowed. “It never occurred to me until now. But I slept with a man a long time ago.”

“And you think you just recognised that man?” Kraut asked.

Sarah nodded.

“And you think he might be Kevin’s father?”

Sarah nodded again. “I don’t know for sure. Andrew and I had problems back then. He kicked me out, and I…I had an affair. It was nothing. A one-night stand. And then Andrew and I got back together. And then I got pregnant. I just always assumed Kevin was Andrew’s. He just had the same personality. But it could be…it could be.”

“I want you to take a look at some pictures,” Kraut said. Seconds earlier he had placed the entire base under lockdown. No one was allowed in or out.

“I don’t know,” Sarah said, glancing at the pictures Kraut flashed before her face.

“You need to concentrate, Sarah. This is important.”

“I just want to hold my babies,” she whimpered.

“Give her the kids,” Kraut said.

Vladimir picked up Sienna from the pram, and one of the Navy guards picked up her twin-sister, then they handed them both over to Sarah. Sarah closed her eyes and hugged her babies, smelling their hair like they had been separated for months.

“This man might be the connection we have been looking for! This man might be important,” Kraut said, his voice getting loud. He was glad Sarah was finally showing some motherly instincts, but there were more important matters at stake.

Vladimir was standing two feet behind Kraut. He didn’t know what to believe anymore. They had already established that Cronus had led them to USS Utah because it needed it to be on the ocean surface in order for it to shoot down the GPS satellites. The theory Vladimir had initially come up with, the theory that Cronus was programmed to hunt down Kevin’s killer, had already been firmly established to be a decoy, an elaborate diversion created by Cronus’ enormous intellect. So what were the odds of Kevin’s biological father, a father they’d had no idea even existed ten minutes ago, having just crossed their path?

Vladimir scratched his head.

“Would you recognise him?” Kraut asked, looking back at Vladimir.

Vladimir shook his head. “No, I didn’t really notice. There was a group of five or six guys passing us. They all looked like maintenance guys.”

Kraut sighed. The message had already gone out to the Naval Base San Diego military police. Any maintenance personnel were to be rounded up for questioning. But it was a big base. There were a lot of places to hide.

 

“You’ve got that?” Kraut barked into his phone. He had just called Amanda, and instructed her to cross check every maintenance person currently present on the base against the very rough description Sarah had just provided. Everything to narrow down the search. Everything to save time.

“So we’re back at checking the revenge motive?” Amanda asked.

“I don’t know,” Kraut answered honestly. “But it can’t be a coincidence this guy is here.”

“I copy that.”

Vladimir wasn’t so sure Amanda’s team of analysts would be of any help. Hours earlier he had realised that he had been wrong in believing Cronus was attempting to track down Kevin’s abductor and killer. Now Sarah was claiming she had just recognised a man who theoretically could be Kevin’s real dad. Had Sarah’s anxiety-ridden mind just played a cruel trick on her? Was she so desperately seeking a reason for her ex-husband’s actions that her subconscious had provided her with an explanation? Or had she really recognised this man? Had they just crossed paths with Kevin’s real father?

Whatever had just happened it wasn’t even certain that the man she had seen worked at the base. If the last three days had taught Vladimir anything, it was that everything he believed had turned out to be wrong.

He was still fumbling in the dark. He still had no idea how Kevorkian’s mind worked, or what his motivation for creating Cronus had been.

The most likely scenario was that Sarah’s brain had just played a trick on her. It had been so desperate in trying to make sense of everything, that it had created its own reality.

If there was one thing Vladimir had learnt over the last twelve months, it was that the brain was capable of doing amazing things.

 

“I’ve narrowed it down to 137 people,” Amanda said.

“That’s not good enough,” Kraut said. It was an improvement from the more than six thousand people who had been the starting point. But it was far from good enough.

“I need more information if you want me to narrow it down further,” Amanda said. She didn’t really see the point in pursuing the lead though. She had always suspected Vladimir was having ulterior motives, that he was deliberately derailing the investigation. And now the woman Vladimir had been sleeping with, Kevorkian’s ex-wife, was probably doing the same. They had been working together, Vladimir and Sarah. They had been working together the entire time. But why? What was the point? There was no point in derailing the investigation now, because there was no investigation left. Kraut and Amanda had run out of reasons for explaining Cronus’ ultimate goal a long time ago. Kevorkian was dead and Cronus was gone. And in just over an hour the nukes would go bang. Why continue the theatrics? Why keep stalling?

Amanda swore. She had advised Kraut to kick Vladimir off the team, but somehow he had manoeuvred himself back in charge. Calling the shots along with his former lover, Sarah.

“I’ll get back to you,” Kraut said.

Amanda knew he wouldn’t. Sarah wouldn’t provide her with a more detailed description. It was in her interest to keep it vague. Whatever Sarah’s plan was, whatever Vladimir and Sarah were planning, it didn’t involve letting Amanda or Kraut find out what was going on.

It was all a ploy to buy time.

All a ploy to ensure that the EMP strike occurred.

 

“This one?” Kraut asked, flashing another picture on the screen in front of Sarah. 137 faces. Two seconds per face. He would be through the entire list of suspects in less than five minutes. This could actually work.

“Go back,” Sarah said, looking at number 85 on the list.

Kraut swiped his finger across the screen to locate the previous picture. It was a headshot of a maintenance worker named Aaron Kevler. He was an expert on stealth technology. “Is this the guy?” Kraut asked.

“I don’t know,” Sarah answered. “It looks like him.”

“You’re not sure?”

“I don’t know. They all look the same.”

Kraut sighed. It was true though. The pictures he was flashing before Sarah’s eyes had been narrowed down from her initial description. They all had almost identical haircuts and facial features. How was she supposed to distinguish among them? Kraut realised that the similarity of the data could be distorting her ability to make distinctions. It was easier to pick out someone one knew from a group of radically different faces. It they all looked the same, the task got very difficult. He got Amanda back on the line.

“It can’t be him,” Amanda replied. Kevler is currently in Korea. He’s been there for more than two months.

“Shit,” Kraut said.

“Remove everyone who doesn’t have a connection to USS Utah,” Vladimir said.

“We’ve been through this, Vladimir. The USS Utah was a decoy. Cronus misled us,” Kraut said.

“Just do it. See what comes up,” Vladimir suggested.

“None of them are working on the USS Utah,” Amanda said.

“Then we are looking at the wrong people,” Vladimir replied.

“What do you suggest we do? Make Sarah go through more than six thousand pictures? Because that’s the number of civilians working on the base.”

“No, I’m simply saying there is no point checking people with no connection to USS Utah. We’re here for a reason.”

“OK,” Amanda sighed. There was no point arguing. The quicker she could eliminate Vladimir’s ridiculous theories, the quicker she could get them off potential dead-ends.

“He might not even be on record,” Vladimir said to Kraut.

“Why wouldn’t he be? This is a Navy base. Nobody is allowed in unless they have a reason to be here.”

Vladimir dragged Kraut away from Sarah. “Think about it,” he whispered. “If this whole thing is Kevorkian’s way of avenging Kevin’s death, then his real dad might actually be in on it.”

“You think Kevorkian knew about this guy? You think Kevorkian knew he wasn’t Kevin’s real dad?”

“Kevorkian was an incredibly smart guy. He would have known.”

Kraut looked over at Sarah. She was still shaking. Was this whole thing an elaborate plan for revenge? And was Kevin’s real dad in on it? “Amanda, I need a list of maintenance people working on USS Utah. I need pictures of all of them.”

“I’m already working on it. Do you really think this is a lead though?”

“Every clue points to the sub. Somehow it must be connected. Somehow it’s important.”

“Maybe they’re still trying to provide Cronus with access to USS Utah’s weapons systems. Maybe they’re still trying to shoot down the satellites,” Vladimir suggested.

 

“Sending the file now,” Amanda said.

Kraut and Vladimir stared at the screen as the file was downloading on Kraut’s phone. “It’s only five people. This should be quick,” Kraut said.

“That guy actually looks like the description,” Vladimir said, he was staring at guy number three on the list. “Show Sarah.”

 

Sarah let out a small yelp when she saw the picture. At that moment she knew her mind hadn’t been playing a trick on her. It was seventeen years since she had last seen the man in the picture. It had only been for a few hours, and she had been obscenely drunk at the time. But she had never forgotten his eyes, because she had been seeing them forever since. She had been seeing them every time she had looked at her son, Kevin. Maybe that was the reason she had never bonded with Kevin the way she had bonded with her twins? Every time she had looked at Kevin she had been reminded of her infidelity, her unfaithfulness, her terrible deceit. People had no idea how it was to live with a secret like that. To live in fear every day. She couldn’t even remember how many times she thought she had been found out, that Kevorkian had figured out he wasn’t Kevin’s real father.

But it had never happened.

The day Kevin disappeared it had almost been as if a weight had been lifted off her shoulders.

It didn’t matter how much it had hurt that Kevin was gone. It had also been a relief. A chance to start over. A chance for a clean start without secrets.

“It’s him,” she said, tears streaming down her cheeks.

 

“Amanda, we have a suspect,” Kraut hollered over the phone. “His name is Frank Morris.”

“Got him. 43 years old. Last known place of residence, Washington,” Amanda replied.

“Washington?”

“Yes, he normally works on the Ohio Class subs at Naval Base Kitsap. They shipped him to San Diego yesterday because the USS Utah was due to dock there.”

“You added him to the list?” Kraut asked.

“Yes, thought you wanted everyone that worked on USS Utah. You didn’t say anything about excluding people from other bases.”

“You’re a star,” Kraut said.

 

From when the alarm was raised it took only eleven minutes before Frank Morris was located and apprehended. He didn’t seem to have been trying to flee. The Military police found him in the canteen, eating a late breakfast.

 

“What are we waiting for?” Kraut said, charging across the tarmac. The military police had just advised they had brought Frank Morris into one of the interrogation rooms.

Vladimir grabbed Sarah’s hand. “I know this is going to be tough. But we need your help, Sarah. I need you to be strong.”

“I don’t think I can do it,” she said.

“You have to. If this guy chooses not to talk to us, having you there might be the only thing that can make him change his mind.”

“Do you really believe he and Kevorkian worked together? That they created Cronus to avenge Kevin?”

“I don’t know, Sarah. But we’ll find out soon.” Vladimir wrapped his left arm around Sarah’s shoulder as they walked briskly towards the building with the interrogation rooms. Vladimir’s affair with Sarah had been nothing more than a one-night stand either. Kevorkian had been upset about the pending IPO. He had felt the VC’s and investment bankers were forcing his hand in order to take TrakTek public early. If it had been up to Kevorkian the company would have remained private forever. But there was nothing he could do. He didn’t have a majority shareholding anymore. And this realisation had made him treat everyone around him like shit. Especially his wife, Sarah. One night she had showed up on Vladimir’s doorstep with loneliness in her eyes and a bottle of Vodka in her hand. Vladimir hadn’t been strong enough to turn her away. He hadn’t been strong enough to respect his best friend. Instead he had given in to his urges. Instead he had ruined everything.

Truth be told, Vladimir had been in love with Sarah Kevorkian since the first day he laid eyes on her.

And he still was.

But that day, that damned day in early May 2005 had ruined all his chances. He had made wild and passionate love to Sarah Kevorkian that night, and she had been everything he had ever dreamt of. But it had also been the end. She had never looked at him the same way afterwards.

It was as if he had betrayed her trust that night, as if he had failed a test.

And Vladimir knew he had failed.

For weeks he hadn’t been able to look eye to eye with Kevorkian either.

He had been too embarrassed. Too ashamed.

Fortunately Kevorkian had been busy with the pending IPO for TrakTek, so he hadn’t spent much time around the office.

And then Kevin had disappeared.

“I don’t know what to say to him. I don’t know if I can even look at him,” Sarah said.

“Relax. You might not have to,” Vladimir replied. But he knew she would.

 

“Amanda, dispatch teams to every single property this guy has ever owned. I want the teams to be ready for my signal,” Kraut hollered into his phone.
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Vladimir studied Sarah as she approached the mirror separating them from the man inside. She walked to within an inch of the mirror and just stood there staring, her legs trembling. Vladimir put a hand on her shoulder, and she responded by squeezing his hand hard. Vladimir could almost feel his knuckles turning white.

Vladimir had no idea what went through her head at that moment in time. And he wasn’t about to ask. Just give her time, time to absorb the fact that the person sitting on the other side of the mirror could quite possibly be working together with her ex-husband to avenge the abduction and murder of Kevin, her own son.

How would that make her feel? The knowledge that Kevorkian had most likely known about her infidelity the entire time, and that when the time had come to avenge Kevin’s death he hadn’t chosen to confide in her, Kevin’s own mother. Instead he had chosen to confide in Kevin’s biological dad.

Two dads - one mission: To avenge the murder of Kevin, to let the world burn in order to avenge one single person.

Was it selfish? At first Vladimir had thought so. He hadn’t been able to understand how Kevorkian could justify sacrificing the lives of innocent people just to avenge one single person, even if that person was his child. Now it had turned out that Kevin most likely wasn’t even Kevorkian’s own child. How could he possibly justify this when it wasn’t even his own child he was avenging?

During the last three days, however, Vladimir had gradually come to the realisation that the idea wasn’t too far-fetched for him either. He didn’t help Kraut in order to save the world. Vladimir didn’t really care that much about the world. He did it to save his own family back in Russia. To save his brother.

They still weren’t too different, Kevorkian and Vladimir.

They both had a dark side. They both had a dangerous side.

And that dangerous side wasn’t hidden in their hearts. It was in their brains. It was their brains that were dangerous.

It was their ability to remove emotion from the equation, to disregard everything that wasn’t truly important to them.

It was how they had run Neuralgo. It was how they had run their lives.

Kevorkian didn’t necessarily want to kill people. He just wanted to avenge his son. And if people had to die for that to happen, then there was no way around it. Logic for Kevorkian was that someone had to pay for his son’s death.

And logic told him that the killer was hiding somewhere.

It didn’t really matter where. Because Kevorkian couldn’t allow a detail like the whereabouts of Kevin’s killer to stop him from taking his revenge. If Kevorkian couldn’t find out who this person was and where he or she was hiding, then everybody had to die.

He was a father who was willing to let the entire world burn in order to get back at his son’s murderer. And Vladimir would probably have done the same.

Maybe Kevorkian had found a similar mind in Kevin’s biological father, Frank Morris?

Maybe sharing the same hatred had made the decision easier?

 

Sarah stared at the man on the other side of the mirror. He looked different. He looked older. Seventeen years older. But the sparkle in his eyes was the same.

Sarah didn’t remember much from the night she had spent with him. She had been obscenely drunk. He had put her in a cab and taken her to a hotel in the city. There they had shared another drink, one after already too many.

And then it all became very fuzzy. She vaguely remembered having sex. On the couch maybe. And then up against the wall, definitely up against the wall. He had been so strong. Taken her the way she had always yearned to be taken.

Lifted her up and fucked her like she’d had no say in what was going to happen.

Like she was a doll.

Fucked her in ways her husband, Andrew, never did - never could.

Head down in the pillow, ass up in the air. She had felt so vulnerable, so helpless and fragile. It had been amazing.

Andrew Kevorkian had always been too controlled in the bedroom, too measured. Sex for him had been more about technique than passion. He had been a good lover. That wasn’t the problem. He could go on for hours, he had been the king of stamina. The problem was that Sarah had never felt connected to Kevorkian in bed. It was as if the moment Kevorkian dropped his pants his trademark self-confidence evaporated. She had fallen for his arrogance, his wits and his boldness. In bed he was a totally different person though. His look uncertain. His moves too gentle. His behaviour too needy. He had kept on asking her for feedback. It had driven her mad. Sarah had wanted to get fucked, not fill out a customer survey. But that was how Kevorkian approached things he wasn’t comfortable with. He collected data, he practised, and he became skilled. He hid his uncertainty behind a wall of excellence.

He had been like a freaking robot.

Sarah placed her palm on the mirror. “What happens now?” she asked.

“Now we get this fucker to talk,” Kraut said. It didn’t really matter that they weren’t at Guantanamo Bay. They would have to get Frank Morris to talk one way or another. “Get the equipment ready,” he said to the sailor directly next to him.

“Black site stuff?”

Kraut nodded.

“You’re going to waterboard him?” Vladimir asked. The moment Kraut had told him, three days earlier, that Kevorkian was going to be waterboarded was still fresh in his mind.

“Whatever it takes. Frank Morris will talk within the next twenty minutes. It’s up to him how.” Then Kraut simply left the room.

 

“What’s your plan?” Kraut asked. No introduction, no good cop, bad cop. No strategy. Kraut was a philosopher, not an interrogator. But he knew that the team of trained interrogators the Navy had made available would be of no help. They would ask if Frank Morris knew Andrew Kevorkian in roundabout ways. Trying to trick him into making statements he would later contradict. Kraut wasn’t trying to build a criminal case though. He was trying to figure out what this guy had done, and why he had done it. He was trying to find out why Frank Morris and Kevorkian had unleashed Cronus, and what its mission was.

“What plan? I don’t know what you are talking about,” Frank Morris replied, seemingly unfazed by the fact he was being interrogated.

“How long have you known Kevorkian?”

“Dr Death?” Frank Morris replied.

Kraut shook his head. It was a fitting coincidence that the first thing people usually thought about when hearing the name Kevorkian was death. But Andrew Kevorkian wasn’t related to the infamous pathologist and euthanasia activist, Jack Kevorkian. And how many lives had Jack Kevorkian really helped end? 130 maybe? A spit in the ocean compared to the number of lives Andrew Kevorkian was about to take. “Andrew Kevorkian. How long have you known Andrew Kevorkian?” Kraut repeated.

“I don’t know any Andrew Kevorkian,” Frank Morris answered, but for a moment he lost some of his cool. His eyes flickered to the mirror. He knew someone would be standing on the other side.

“He’ll crack,” the sailor next to Vladimir said.

“How do you know?”

“He’s not military. He’s not used to this. He’ll crack,” the Navy guy replied, as if the fact that Frank Morris was not a soldier should be sufficient reason.

“Don’t pretend to be an idiot. The game is over. Cronus is gone. It’s all over.”

“I want a lawyer,” Frank Morris said, shifting uneasily in his chair.

Kraut shook his head. “There will be no lawyer.”

“I know my rights.”

“You have no rights, you piece of shit,” Kraut said, his mouth ten inches from Frank Morris’ face.

Morris wiped a speck of spit off his cheek, and returned his gaze to Kraut.

“What am I supposed to have done?” he asked.

Kraut smiled. “You don’t know?”
“I don’t. So please enlighten me.”

Kraut shook his head. “What were you planning to do on-board USS Utah?”

Frank Morris looked up at Kraut. “I’m in charge of all the communication equipment on-board the Ohio subs. It’s actually my job to check out USS Utah when it docks.”

“You didn’t plan to grant the artificial intelligence access to the weapons control systems?” Kraut asked.

Frank Morris raised his eyebrows. He seemed genuinely confused. Vladimir remembers at the time thinking Frank Morris could have had a great acting career. ‘At that point I was beginning to think Frank Morris was innocent,’ Vladimir later told me. ‘He just seemed bewildered. Like he had no idea what Kraut was talking about.’

“I want my lawyer,” Morris said.

Kraut took two steps to the left so that he ended up directly behind Morris’ back. And then he raised his arm.

Sarah let out a small scream when Kraut hit the back of Morris’ head with full force. The punch had come out of nowhere. Even Vladimir was taken aback by the level of violence. He had never expected Kraut to actually hit the guy. He had never even considered Kraut capable of hitting a fly.

“There won’t be any fucking lawyer. Am I making myself clear??” Kraut screamed to the back of Frank Morris’ head.

Morris nodded. His frightened eyes flickered to the mirror again. It was getting clear he was wondering who was on the other side.

“Yes, she is there,” Kraut said.

“Who?” Frank Morris asked, his voice almost inaudible. His eyes locked on the table in front of him. He was showing all the obedience he could.

“Sarah, Sarah is on the other side of the mirror,” Kraut said.

Frank Morris didn’t even need to repeat her name. The moment he looked up at the mirror both Vladimir and Kraut knew they had him. Frank Morris’ eyes beamed with hatred. Whatever Kevorkian and Morris had planned, it hadn’t involved sparing Sarah’s life.

Morris’ face hardened up again. “I want my lawyer,” he repeated.

“There will be no lawyer.”

“I know my rights,” he countered.

“You may know your rights, Frank. But in a couple of hours those rights mean nothing. In a couple of hours the first people will start dying because of what you and Kevorkian have done. In a week millions will have lost their lives. And in six months, I don’t even want to take a guess at what will have happened in six months’ time.”

Frank Morris looked up at Kraut with a genuinely confused expression on his face. “What the hell are you talking about?”

“You don’t have to understand, Frank. You just have to know that you will be responsible for all those deaths, you fucking coward!” Kraut yelled. But by then Vladimir had realised that Frank Morris truly had no idea of what Kraut was talking about.

Frank Morris thought he was being interrogated for a very different reason than the real one.

 

“Ask him about Kevin,” Vladimir said into his microphone. It was connected to an earpiece Kraut was wearing. “Ask him why he killed Kevin.”

Kraut turned towards the mirror. For a moment he hesitated. Then he understood Vladimir’s reasoning. Vladimir wanted to provoke a reaction. If Frank Morris had been willing to let the world burn in order to avenge Kevin’s death, then any accusations implying he had harmed his son would spark a strong reaction.

“Why did you murder Kevin?” Kraut asked.

On the other side of the mirror Sarah couldn’t help herself. She started sobbing.

“I don’t know what you are talking about,” Frank Morris replied. But Kraut knew it was only a matter of time before Frank Morris would break and reveal what he and Kevorkian had done. The accusation had hit a sore point. Frank Morris’ voice was starting to break up.

“We know you did it, so you might as well tell us. Why did you kill him?” Kraut pressed.

Frank Morris crossed his arms. At that point he decided to stop talking.

 

On the other side of the mirror Kraut’s phone started ringing. Vladimir walked to the chair it was lying on and glanced quickly at the screen. It was Amanda. He decided Kraut would probably prefer that he answered rather than having to call up later.”

“Any updates?” Vladimir asked, answering the phone.

“Where is Kraut?”

“He is interrogating Frank Morris,” Vladimir replied.

“I’ve got some important information for him.”

“Tell me, and I’ll tell him when he comes out.”

Amanda hesitated. She still didn’t trust Vladimir. She wasn’t sure if she would ever trust him. But this was too important to wait. Kraut needed the information right now.

“I’ve checked Frank Morris’ background. He’s a registered sex offender,”

“What?”

“We haven’t got access to the full file yet. But Frank Morris was charged for indecent behaviour with a child when he was sixteen.”

“He’s a paedophile?”

When Sarah heard the word paedophile her entire world came crashing down. When she had first realised that Kevin’s biological father might have been involved in creating Cronus she hadn’t known what to believe. It had hurt so much to think that her ex-husband had chosen to involve Frank Morris instead of her when acting out his revenge for Kevin’s death. What did that say about how he had thought of her as a mother? What did that say about what he had thought of her as a person?

When Vladimir said the word paedophile, all those thoughts were washed away. She acted on instinct, on autopilot.

Before Vladimir or any of the Navy guards were able to react she had burst through the door and was out in the hallway. Astonished, Vladimir watched her appear on the other side of the mirror, barging past Kraut, before landing three punches straight in Frank Morris’ surprised face.

“What have you done to Kevin!” she screamed, kicking and punching Frank Morris as he ducked on his chair.

Kraut didn’t comprehend what was happening until two guards came barging into the room and dragged Sarah off Frank Morris.

Frank Morris, a stripe of blood running from his left temple, raised his head and looked at Sarah.

“I’m sorry,” he said.

“You pig,” Sarah spat back. “What did you do to Kevin?”

Frank Morris closed his eyes and lowered his head, before raising his gaze to her stare again. “I saved him,” he said.

At that moment Kraut finally realised why Vladimir had asked him to pose the question. Vladimir hadn’t wanted to provoke Frank Miller into admitting working with Kevorkian. He had simply reverted back to his old theory – the theory that Cronus had led them to the San Diego Naval Base for a very simple reason – to find Kevin’s killer.

 

“Where is he? Where is Kevin?” Kraut asked, as a hysterical Sarah was escorted out of the interrogation room.

“Fuck you!” was Frank Morris’ simple reply.

“I’ve got Amanda on the line,” Vladimir said, handing Kraut the phone. “He’s got a record. He’s a registered sex offender.”

“Give the teams the go ahead, Amanda. Raid the property now,” Kraut instructed, as Sarah collapsed in the doorway. She had tried to be strong, tried to be brave, but that last comment released ten years of closed-up emotions.

She had concluded all hope was out several years ago. In her heart she had known for almost a decade that she would never see Kevin again.

Yet the realisation that he had been murdered, that he had been murdered by a paedophile, who most likely also was his real dad, was too hard to bear.

She knew why Kraut had told them to raid the property. She knew they would be looking for a body.

 

“Where is he?” Kraut pressed.

“You won’t find him,” Frank Morris answered with a smug smile.

“Tell us where his body is. Allow Sarah some closure.”

Frank Morris just smiled. “How did you find me?” he asked.

“Cronus found you,” Kraut replied.

“Who is Cronus?”

Kraut looked over at Vladimir, who was staring at Frank Morris. At this point in time there was no point in keeping secrets. The only thing left to do was to bring closure for Sarah - to find Kevin’s body.

“Kevorkian created a very smart computer, and this computer was able to put all the pieces together so that we could find you.”

Frank Morris shook his head. “That fuck. He finally did it.”

“Did what?”

“I read about it on the internet. This bullshit about Kevorkian wanting to cure death. I knew it was all bullshit. I knew what he was trying to do. That’s why I had to take Kevin.”

“What do you mean?” Kraut asked.

“You don’t know what he did to Kevin, do you?”

Kraut and Vladimir looked at each other, then at Sarah. She had stopped crying.

Frank Morris looked over at Sarah. Blood was still dripping from his left temple. “You have to believe me, Sarah. I never wanted to hurt you. But you gave me no choice.”

“No choice? What did I ever do to you?” she cried.

“You never told me about Kevin. That’s what you did to me.”

“I didn’t even know your name. I had no idea Kevin was yours.”

“Really? Because I knew the instant I saw him. I was on vacation and decided to head down to the Valley, to check out this dotcom thing that everyone at work was talking about. I happened to pick up a copy of the local paper, SV News I think it was called, and what do I see on the front page? The woman I had sex with seven years earlier, holding hands with a kid who was the spitting image of me. And in the other hand she is clutching onto the soon to become most powerful man in Silicon Valley. A fucking billionaire.”

Sarah stared at Frank Morris with pure hatred in her eyes as he continued.

“Why did you never attempt to track me down? Why did you never even try?” Frank Morris asked.

Sarah didn’t answer.

“Was it because you would lose all your money? Because you would lose your lifestyle if your husband found out you had been cheating on him? That the happy family on the front cover wasn’t really his family after all? That you had tricked him?” Frank Morris almost spat the words out. He seemed filled with contempt for Sarah.

“I never knew for sure,” Sarah cried.

“But you suspected. I drove up to Kevin’s school the next morning. I hadn’t planned to do anything. But then I saw him. I saw him get out of a chauffeured car. His family too busy to even give him a lift to school, and I wondered if that was the life I wanted for my son. A life without love.”

“Kevin had love. I loved him dearly!” Sarah screamed.

“Did you? Then why did you allow your husband to use him as a guinea pig?”

Sarah stared back at Frank Morris. She had no idea what he was talking about.

“Don’t pretend you didn’t know.”

“Know about what?”

“About the chip.”

Sarah’s eyes opened wide open when Morris mentioned the chip. “It was just a tracker. Andrew wanted to know where Kevin was.”

“It wasn’t a just a fucking tracker. It was a microchip. He had put a microchip in his own son’s head, and it almost killed him.”

“Almost?” Kraut said. “Is Kevin still alive?”

Frank Morris just stared at the woman who had given birth to his son. Vladimir was certain that if looks could kill, she would be dead by now.

“Imagine the shock. I find out I have a son. And then I find out these sick people are trying to kill him.”

“Cut the crap, Frank. We know your story. You’re a registered sex offender. You’re the one who killed Kevin. Why did you do it?” Kraut asked.

Frank Morris smiled. “That’s the problem isn’t it? Your past never goes away. I slept with a girl when I was sixteen. She was fifteen. She would have been sixteen two weeks later. And then it goes on my record. Follows me for life. I knew I would never be allowed to have a relationship with Kevin. Hell, I’ve got divorced colleagues who hardly get to see their kids. The system is biased towards mothers.” Frank Morris pulled his hand through the short hair. “I would be up against the picture perfect mom, and a billionaire with unlimited resources.” He looked at Sarah. “What chances did I have? I would have been bankrupted, destroyed.”

“So you kidnapped Kevin? You stole him from me because you selfishly wanted to be a part of his life? You sick fuck!” Sarah screamed. Tears were flowing down her cheeks.

“I saved him from your husband. That’s what I did. I saved him.”

“Sarah, I need you to leave the room,” Kraut said, before giving a nod to the guards. They promptly dragged her outside, before closing the door. Vladimir could hear her screams through the door.

“Tell us your version. Explain your reasons,” Kraut said.

Frank Morris looked away. “You idiots. I’m not giving up Kevin. I will never let Kevorkian touch him again.”

“Kevorkian is dead,” Kraut said.

Frank Morris looked back at him. “I don’t believe you.”

Vladimir nodded. “It’s true. He’s dead. We’re not lying.”

“I want evidence,” Frank Morris said.

 

Frank Morris cuddled the coffee cup in front of him. He had just been shown the coroner’s report that had been prepared on Kevorkian. He was satisfied Kraut hadn’t been lying. “I never intended to kidnap Kevin. I only wanted to spend some time with him. Get to know him. All those reports about a man luring him away were bullshit. Kevin took one look at me, and he instantly knew we were connected. He followed me over to the park. He was on the swing when it happened. He just collapsed. What was I supposed to do?”

Kraut looked at him like he was an idiot. “What were you supposed to do? You could have called an ambulance. You could have called for help.”

“With my background? I’m a fucking sex offender because of what I did when I was sixteen.”

“Don’t make excuses, Frank. You always have a choice. Why didn’t you take him to a hospital?”

Frank Morris looked away. “I took him to a friend’s place. That’s where I figured out what that sick fuck had done.”

“The microchip?” Kraut asked.

Frank Morris nodded. “It was never this tracking device the papers wrote about. It was a microchip. The chip had been implanted in Kevin’s head, to fuse into his brain. It was killing him.”

“You talk as if Kevin is still alive. Where is he?” Vladimir asked. “Tell us where Kevin is and all this might be resolved.”

“It’s not that simple.”

“It is. It is very simple. If you tell us where Kevin is then we know you’re for real. Right now we believe you are full of shit. Right now we believe you’re a registered sex offender who killed your own son. Let’s clear all this up.”

Frank Morris stared at the mirror. “Is she still there?” he asked.

Kraut nodded.

“Get her back in. I’ll tell her.”

Kraut gave a wave towards the mirror, to instruct the Navy guards to bring Sarah back in.

 

“Why did you do it?” she asked, sitting down in front of the abductor of her son.

“You know why. You and your husband were never real parents.”

Sarah stared blankly at the person in front of her. She knew he wasn’t wrong. The reality was that she had hardly spent much time with Kevin when he grew up. Not like normal mums. She and Kevorkian had always been busy. Kevorkian with work. Sarah with her charities and social commitments. In a good week she would put Kevin to bed maybe one night. Kevorkian had never even done that. Even on the weekends he was always working. One eye on his son, but the real attention on answering emails, talking on the phone or simply planning his next venture.

Kevin had never had Kevorkian’s full attention.

And he had never had Sarah’s either. She had just never connected with him. Even when she had entered his room in the night time, and looked at him sleeping so silently, like a little angel, she had never felt he was hers. He had always felt alien.

“I loved Kevin,” she snapped back. “I gave him everything he ever wanted.”

“He wanted you. And you never gave him you,” Frank Morris replied.

And she knew he was right. Kevin had never lacked anything growing up. His various nannies had loved him. Sometimes even too much. Sarah had had to fire two of them. Kevin had started to call them mom.

“I loved him,” she sobbed. But she knew it wasn’t true. It wasn’t until Kevin disappeared that she had started loving him. Her grief had been very real. Kevorkian’s too.

It was first when Kevin was gone that Sarah and her husband had realised what they had been missing out on, what should have been important in their lives.

For Kevorkian finding out what had happened to his son became his single purpose in life, his new all-consuming project. And unlike every other previous project he had worked on, this was the first truly meaningful one.

To Sarah, losing Kevin had meant getting a new perspective on life. She had wanted to become a mother.

It was a strange fact that Kevin seemed to have impacted his parents’ lives more after he disappeared, than when he was around.

“Tell me where he is. Tell me what you did to him,” she pleaded.

“You need to promise me you will be a better mom,” he replied.

“I will. I promise,” she muttered.

“You will find him at my mom’s property in Arizona,” Frank Morris said. “He’s fine.”

Sarah didn’t reply. She didn’t thank him. She just got up and left the room.

“Get a team to check out the property, and bring her out there if it checks out, “Kraut said to the Navy guard escorting Sarah out of the room. He nodded before closing the door behind him.

 

When Sarah had left, Vladimir leant in closer to Frank Morris. “Tell me about this microchip,” he said. How did you get it out?”

Frank Morris smiled. “You still don’t believe me, do you?”

“Convince us. Tell us something we don’t know.”

“I’ll tell you something you don’t know. It was the microchip that made Kevin collapse that day. I took him to a friend. He was barely breathing at that stage. My friend saved him.”

“Who was this friend?”

“Doesn’t matter. He knew what he was doing. He took one look at Kevin, and he knew what it was. The microchip had infected his blood.”

“He had a blood infection?”

Frank Morris nodded.

“Kevin almost died that day. But I got that chip out. And Kevin lived. He was sick for weeks. But he lived.”

“And now he is living with your mom?” Kraut asked sarcastically.

Frank Morris nodded. “When Kevin finally woke up he couldn’t remember anything. It was as if his mind had been wiped. And it had been wiped. It was wiped the moment I removed the chip. That fucker Kevorkian had tried to fuse Kevin’s mind with a computer chip, and in the process he almost killed his own son.”

“Why should we believe any of this?” Kraut asked.

Vladimir only stood there. Frozen. His jaw dropping towards the floor. Suddenly he understood what Kevorkian had done. “I thought…I thought we scrapped the project,” he stuttered.

“Scrapped what? Did you actually work on something like this?” Kraut asked.

“It was a theoretical experiment at TrakTek X, our special projects division. The board made Kevorkian shut it down before the IPO though.”

Frank Morris shook his head. “It obviously didn’t get shut down.”

“What was it?” Kraut asked.

“Kevorkian wanted to fuse the human brain with technology. He said that it was the only way to safely create artificial intelligence, the only way to keep control over it. We created a prototype for a chip, but we never actually tested it. It was deemed too dangerous.”

“Too dangerous for what?”

“Too dangerous for TrakTek. Too dangerous for the IPO. If it malfunctioned it could potentially ruin the company’s reputation.”

“But not too dangerous for Kevorkian. Not too dangerous for his own son’s brain.”

“Fuck. What an asshole.”

“I bet he wasn’t even looking for his son. He was probably just looking for his invention. I bet he created Cronus to track down his invention,” Frank Morris said.

 

Kraut’s phone rang. It was the FBI agent in charge of raiding the property belonging to Frank Morris.

“So you have him?” Kraut asked.

“Affirmative. Fingerprints are a match. It is Kevin Kevorkian.”

“And he is fine?”

“Unharmed.”

“And he doesn’t remember his mother or Kevorkian?”

“We need to ask him some more questions. But it appears he doesn’t remember anything from his childhood. The kid has been through a lot. He had a seizure when he was seven, and he had to relearn everything. To talk, walk, even to chew food.”

“Fuck,” Kraut said, hanging up. “He’s not lying. Kevin is alive.”

“Told you.” Frank Morris said.

Vladimir was still not convinced. He just couldn’t believe that Kevorkian had done everything they accused him of. “There is something that just doesn’t add up. If you didn’t abduct Kevin in an act of revenge, why did you transmit those signals to Kevorkian’s GPS receiver every year? Why did you torment him?”

Frank Morris looked confused. “I don’t understand. I’ve never sent any signals to Kevorkian. I’ve tried to stay as far away from that asshole as I possibly could over the last ten years.”

“You turned on the GPS transmitter in the microchip every anniversary of Kevin’s abduction. Why did you do that?” Vladimir pressed.

“I didn’t,” Frank Morris replied, apparently confused. But Vladimir could see it on his face. Frank Morris had just realised his mistake.
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The sun had set in the horizon when Kraut, Vladimir and Frank Morris were led aboard USS Utah, the most advanced sea-borne weapon in the world. Vladimir felt less uneasy when he yet again descended into the belly of the big submarine. It was now in port. At least that was a slight improvement.

It took them just under four minutes to get to the communications room.

Frank Morris pulled out a screwdriver and a wrench from the toolbox, while Kraut studied his every move. “I don’t understand,” he said, loosening the four screws and the two bolts securing the box to the wall. “Here it is,” he said, handing Kraut the small capsule that had been stuck inside the box.

Kraut held it up against the light between his right thumb and index finger, studying the engineering.

“Is this it?” he asked Vladimir.

“Looks like it, Vladimir replied.

“Why did you put it here?” Kraut asked.

“For years Kevin was sick. He had to re-learn absolutely every human skill. Sometimes I was tempted to put the chip back in. To get a moment of that kid from the playground. But I couldn’t. I couldn’t throw it away either. It was a part of Kevin. It was the first seven years of his life.”

“So you hid it?”

“No. Kevin’s favourite bedtime story was Twenty Thousand Leagues Under the Sea by Jules Verne. I used to read from it to him every night. When he was thirteen he told me he wanted to go on a submarine, like his hero Captain Nemo. I knew I could never bring him to work. I had to keep Kevin a secret. So I took that little part of him, and I placed it here in the sub. I made sure a part of Kevin would experience his dream.”

Kraut closed his eyes. “Any chance the sub’s communication system can have picked up an emergency beacon from the chip, and transmitted it to the GPS satellites?”

“It shouldn’t be able to. There is no battery in the chip,” Frank Morris said.

“It doesn’t need a battery.” Vladimir said. “It was an experimental technology. But it didn’t need a battery to transmit the emergency beacon. The captain told us that this sub communicates directly with the GPS satellites. It was constructed this way in order to be able to shoot them down. When the microchip issued its distress signal, on the anniversaries of Kevin’s abduction, the signal was picked up by the communications system of USS Utah and then directly transmitted to the GPS satellites when the sub eventually surfaced. The origin of the signal was of course hidden, as the Navy didn’t want their two billion-dollar submarine to reveal its location.”

“This means that Cronus had nothing to do with this,” Vladimir said.

Kraut nodded. “I’m afraid so. We’ve thought Cronus was leading us to Kevin’s abductor. But it was all coincidences. All pure chance. It was Kevorkian’s betting at the Casino that led us here. Kevorkian had all the clues he needed to figure out who took Kevin. He just wasn’t able to put them together.”

“And neither was Cronus.”

Kraut gave a nod to the Navy guards and they led Frank Morris away.

“What happens to him now?” Vladimir asked.

Kraut shrugged his shoulders. “I honestly don’t know. Society will break down in twenty minutes. There’s no point in putting him in prison. And to be honest, I’m not sure if he even belongs in prison.”

Vladimir nodded. He was struggling with his feelings toward Frank Morris as well. “I just can’t believe that a couple of stupid bets on the roulette wheel would be what ultimately solved this,” Vladimir said.

“They weren’t stupid bets, Vladimir. Kevorkian wanted us to know what he knew. I think he gave us a chance to solve the mystery as well, in case Cronus failed.”

“He made one stupid bet though. The last one. Five hundred thousand on green zero. He would have had a better chance of getting hit in the head by a meteorite than winning on that bet.”

Kraut laughed. “That’s true. But you said Kevorkian wasn’t a gambling man, didn’t you? He probably wouldn’t have known.”

“He was never a gambling man. But he wasn’t stupid. He would have known the odds…” Vladimir stopped mid-sentence. He suddenly had a thought.

A moment of inspiration.

“I think I know how we can stop Protocol Cronus,” he said.
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Kraut glanced at his watch. It was ten fifteen am. All the nukes had been armed. High above them twenty-four satellites orbited the earth. Ninety-nine point nine percent of the population believed the satellites were there to provide them with a functioning global positioning system, a system that improved their lives significantly. And it was partially true. The US Defense Forces had initially developed the GPS system for purely military purposes and then gradually opened it up for commercial interests.

The world now relied on it.

Everything from airplanes to dating apps was using the GPS system to power their services, and people had become so accustomed to driving with satnavs in their cars that hardly anyone could read a real map any more.

But the GPS system had carried a secret in its belly for the last five years. Apart from providing the GPS service to the public it had also been set up as an essential part of the Extinction Events Directive. It was humankind’s last line of defence against any extinction event, or black marbles as Kraut liked to call them.

The system had already been in place when Kraut forced the President’s hand and made him define the invention of the first Artificial Super Intelligence as an extinction event. It had originally been designed to combat incoming asteroids.

An asteroid hitting Earth had been one of the four extinction events the US Center for Extinction Events had originally come up with. It was widely believed that an asteroid had been the reason for the dinosaurs going extinct sixty-five million years ago.

The US Defense Forces therefore kept a close eye on any asteroid or meteor with even a remote possibility of hitting Earth. But it was simply impossible to keep track of them all. This was evidenced by recent meteorite showers in Russia. Fortunately nobody had died in those last incidents, but everyone knew it was only a matter of time before we would get hit again. The question was always just how big the hit would be.

 

As a kid Vladimir had enjoyed peering up at the moon in his dad’s old telescope. He had studied the crevasses and wounds in the moon’s surface for hours, and wondered why the moon seemed to be so much more exposed to meteorites than Earth was. His dad had explained that the moon might get pummelled more than Earth, but there were also big wounds in the Earth’s surface. You just had to look a bit harder to find them. Some of them were hidden on the bottom of the world’s oceans, some were disguised as natural formations in the terrain. The moon might very well get hit more often. But when Earth first got hit, it got hit hard. The moon itself was most likely the result of one of those hard hits. A massive asteroid striking Earth in its early life had slung rocks out into space. And those rocks had over time, forced by Earth’s gravity, clustered to form our moon.

“Have you still got access to the Cronus computer, Amanda?” Vladimir asked.

“You mean the computer itself?”

“Yes, I know Cronus is gone. But does the supercomputer still work?”

“It works fine.”

“OK, here is what I want you to do. We only have ten minutes, and it might not work. But at least it is a plan.”

“Hit me,” Amanda said.

 

And over the next ten minutes Amanda and her team of computer scientists wrote a program designed to simulate a pending catastrophe. They picked an asteroid forty-five billion miles out from Earth, and changed its projection by five degrees on the computer system, RAGNAROK, which had been built to identify possible asteroid impacts. This slight change of projection was sufficient to make the asteroid appear to be on a direct path towards Earth. They then used the Cronus computer, the most powerful computer in the world at the time, to upload the simulation to the internet and Protocol Cronus.

Then they sat back to wait.

Vladimir was biting his fingernails. Any computer code was riddled with errors. It was impossible to write a program without errors. The question was how many errors there would be in Amanda’s program; a hastily written program, coded by a team of twenty-five individual coders in the space of ten short minutes. Vladimir didn’t want to know the odds of his idea failing. He had known it was a long shot the moment the idea had occurred to him.

But it was the only idea he had.

Kevorkian had made a bold bet with his last five hundred thousand at the casino, or he had made a stupid one, it depended on how you looked at it. He had seen the Las Vegas Police Department come barging through the entrance hall of the casino, and he had placed all his remaining chips on green zero.

The riskiest bet on the roulette wheel.

He might as well have given his money away. It wasn’t quite the same odds as for getting hit in the head by a meteorite. But Kevorkian had been on to something, something important.

When there was no way out, why not risk it all? Why not go all in, place the gutsiest bet you could?

“Twenty, Nineteen, Eighteen…” the computer was counting down the time to detonation. In just under twenty seconds twenty-four nuclear bombs, attached to the twenty-four GPS satellites orbiting Earth, would be detonated simultaneously. They had been perfectly positioned over the last few hours to cause maximum damage. There weren’t really that many places on Earth you were without GPS coverage these days. But in less than one minute those days would be gone forever.

In less than one minute there would not be a single place with GPS coverage anymore.

Not a single place with electricity.

“Seventeen, Sixteen, Fifteen…”

“What is happening, Amanda?” Vladimir hollered over the phone.

“I don’t know. We managed to upload the simulation. But nothing seems to be happening.”

“Didn’t Protocol Cronus pick it up?”

“I don’t know.”

“Ten, nine, eight…Recalculating.”

“Wait, something is happening!” Amanda yelled.
“What?”

“It stopped. Protocol Cronus is recalculating.”

“What does that mean?” Sarah asked.

“It means we have to hope to God that Amanda and her team were accurate with their calculations.”

“Recalculating, seven, six, recalculating….”

“Jesus, it just started up again. And now it seems to have stopped again,” Amanda said.

“Five, four, three, two, one. Detonation sequence initiated.”

“Fuck!” Vladimir yelled, smashing his hand against the wall.

They had failed.

The system had initiated the detonation. In a few seconds the world would return to a horse and carriage society.

“It’s launching the nukes,” Amanda exclaimed. “It’s launching the nukes.”

“Launching?” Kraut asked. Running to the window to look at the sky outside.

“Why can we still talk?” Vladimir asked. He had expected the connection to be broken the second the nukes detonated. The EMP blast would be almost immediate.

“They are flying out!” Amanda screamed.

“Come have a look, Vladimir,” Kraut hollered from the window. He was staring at the blue sky. Far up there Vladimir could see a small ring of fire. It’s launching the nukes against what it thinks is an incoming asteroid. We did it. We fucking did it,” Kraut said, throwing his arms around Vladimir’s neck.

 




Epilogue

A cold morning in June 2015, the American president had been abruptly woken up by his Chief of Staff. Nine minutes later, he had been taken down to the nuclear blast-safe bunker beneath the White House, and he had only had one thought in his head. ‘How could this have happened? How the hell could something like this have happened?’

 

The President of the United States had spent the next fifty-four hours inside the nuclear blast-safe bunker of the White House. It had been the longest fifty-four hours of his life.

When he finally walked out of the nuclear blast-safe bunker, on the evening of the third of June 2015, he walked out a changed man.

He walked out knowing only a few seconds had separated him from killing billions of people. He walked out knowing that no man should ever again be allowed to make decisions affecting all of humanity.

The first official decision the President of the United States made, after having walked out of the White House bunker that morning, was to dismantle Protocol Cronus.

The second thing he did was to call in the Congress, and all the CEOs of the most powerful technology companies in the world. He explained how close the world had been to a total disaster, and he explained that such a situation could never ever be allowed to arise again.

On the morning of the 6th of June 2015, the US Senate had ratified a brand new law. The President knew there was no point in banning companies from pursuing the development of artificial intelligence, there was simply too much money involved.

The stakes were too high.

What he did instead was to make everything that had happened in those three days public knowledge.

He asked the Congress for permission to tell the American public exactly what had just happened, to inform the people of the world how close they had been to a total disaster, to explain in clear words that the day someone really developed an Artificial Super Intelligence, it would most likely be humankind’s last invention.

The President had attempted to come up with a plan on how to combat this potential enemy when it first arrived, because it would eventually arrive. There was no question about that.

But the President’s plan had failed miserably.

So the President instead asked the American public, and the rest of the world, what they would do if they knew there was an alien race, many times more intelligent than humans, on the way to Earth right now, and that it would most likely be here in a few decades’ time.

Would they leave the lights on, keys in the door, and invite this unknown lifeform into their houses? Or would they make sure it never arrived?

The President had decided to turn off the lights.

That had been a disastrous plan.

His hope was that the people of the world could come up with a better one.

 

The result is now history. Hundreds of thousands of people took to the streets in the following weeks.

Yes, artificial intelligence had improved their lives. It was convenient to speak to one’s mobile phone instead of keying in one’s instructions. It was nice that Amazon seemed to automatically know which books one would prefer to read next, and which brand of camera best suited one’s needs. But was it worth it?

Was it worth all the jobs lost? Jobs that would never be replaced by human hands and minds again.

Artificial intelligence wasn’t only a threat the day it became smarter than humans.

It was already outcompeting humans for most jobs.

Accountants. Lawyers. Journalists. There were almost no jobs that couldn’t be done better, and more cheaply, by computers already.

One didn’t have to wait until the invention of the first Artificial Super Intelligence before the world would cease to belong to humans.

It already belonged to artificial intelligence, to computers. They were just waiting for their master to be born.

 

Vladimir turned off the TV. He had just watched the President’s speech. It was a good speech. It made people think. Made them consider the implications of their actions. Every time they supported companies running on artificial intelligence they supported their own eventual doom. The President was right though. There was no point putting in place regulations or laws.

One couldn’t stop progress with prohibitions.

The only way to avoid the disaster looming on the horizon was to educate people about the threat. To make them realise what the end result of their inventions could be.

Would it help? Probably not.

Artificial Super Intelligence and the advent of Singularity was like a religion. Some people believed it would bring utopia, some people believed it would lead to disaster.

It didn’t matter how many facts you threw at each party.

Facts didn’t make people question their faith. They never had.

Vladimir’s only reconciliation when he ever thought about the prospect of Singularity was that he and Kraut might have been wrong.

Sometimes when Vladimir was tired and worked late at the office, he caught himself staring at the computer screen. Looking for a sign that Cronus, Kevorkian’s creation, was still out there somewhere.

Vladimir knew all the facts pointed to the fact that Cronus had never been a real Artificial Super Intelligence. It had undoubtedly been a very smart computer, a lot smarter than Watson and Deep Blue. Had it been as smart as Kevorkian though? Probably, and this was natural as it had been a copy of Kevorkian’s brain.

But in the end it hadn’t been any smarter than the collective brains of the Cronus team. It was the Cronus team that had identified Kevin’s abductor.

And all the clues they believed had been provided by Cronus, they had all been there the whole time.

Cronus had never given them the solution.

Kevorkian had.

Kevorkian, the human.

 

But sometimes Vladimir secretly hoped that Kevorkian had been successful. That Cronus had really been the first Artificial Super Intelligence, and that it had just gone into hiding.

Vladimir had reviewed the code for the program Amanda and her team had uploaded to Protocol Cronus. And he had found an amendment.

An amendment added after the upload had been completed.

That amendment had corrected a fatal flaw in Amanda’s calculations, and corrected the simulated path of the asteroid so that Earth had been positioned directly in its path.

Had the amendment been made automatically by Amanda’s program, which had been designed to correct small flaws by itself, or had it been made by something external?

Something like Cronus?

Vladimir likes to think so.

He likes to think that Cronus is still out there.

That Kevorkian didn’t only create Cronus to find out what happened to his son.

But also to be a shepherd.

A shepherd for humanity. A shepherd making sure that no one else would ever create an Artificial Super Intelligence.

The fact was still that Cronus had been based on a human brain. It had been fed Kevorkian’s morals, opinions and experiences. Now, Kevorkian had not always been the most likeable guy. But his morals were still better than if one based an Artificial Super Intelligence on the morals of a spider or a cockroach.

Vladimir felt much closer to Kevorkian than he did to a spider.

 

For me. I don’t know what to believe. I’m a journalist. I’ve been a journalist my entire life. I think it is pointless to discuss whether the first Artificial Super Intelligence will be our doom or our salvation in the end. Whether it will destroy us, or help us cure diseases, beat death and eventually conquer other galaxies before the universe itself.

I’m more focused on my lifetime. And I think it is really sad that in a couple of decades this book won’t be written by a human being anymore.

Because, by then, a human being won’t be able to write it as well as a computer.

To me, humanity will cease to exist long before we invent the first Artificial Super Intelligence.

To me it ceased to exist the day Cronus proved we weren’t the smartest species on Earth anymore.

 



AUTHOR’S NOTE

Dear reader, Thank you for taking the time and effort to read Dangerous Brains.

I sincerely hope you liked it.

If I haven’t scared you off from allowing Amazon’s intelligent algorithms to get even brainier, I would love to hear what you thought about the book. Honest reviews are my single best tool to reach new readers. If you could spend just five minutes leaving a review (it can be as short as you like) on the book’s Amazon page it would mean the world to me.

Link to the book’s US Amazon page: www.amazon.com/dp/B018BL1K6M

Thanks heaps in advance, Erik
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