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        Series Foreword

      
      The MIT Press Essential Knowledge series offers accessible, concise, beautifully produced pocket-size books on topics of current interest. Written by leading thinkers, the books in this series deliver expert overviews of subjects that range from the cultural and the historical to the scientific and the technical.

      In today’s era of instant information gratification, we have ready access to opinions, rationalizations, and superficial descriptions. Much harder to come by is the foundational knowledge that informs a principled understanding of the world. Essential Knowledge books fill that need. Synthesizing specialized subject matter for nonspecialists and engaging critical topics through fundamentals, each of these compact volumes offers readers a point of access to complex ideas.

    
  
    
      
        Preface

      
      Our secrets make us who we are. They are what we know about ourselves and we don’t want anybody else to know. We may project any persona we want against the world, choosing what to keep for ourselves. Our secrets also determine our friends and those we love from mere acquaintances and strangers. It is to our friends that we choose to share them. We trust someone when we render ourselves vulnerable to them, and we make ourselves vulnerable by sharing with them things that are sensitive and could hurt us if they fall into the wrong hands. We have a right to privacy because we have a right to keep something inside. And our need to keep things private goes beyond our personal matters. We need confidentiality in our professional lives. Businesses need to keep secrets. So do governments and armies. And all, ourselves, companies, governments, and armies, choose to share their secrets, but only to those they trust.

      This book is an introduction to cryptography, the art and science of keeping and revealing secrets. That is a blithe definition, but we have enough pages ahead of us to flesh it out. Cryptography is ancient, and the methods of cryptography have changed over the centuries and are changing the moment these lines are being written. As we’ll see, what cryptographers were doing in earlier times bears scant resemblance to what cryptographers are doing today. To understand their craft, we will have to visit the past, follow the path to where we are now, and see the signs pointing to where we may go tomorrow.

      The story of keeping secrets runs parallel to that of breaking them. We devise methods that we believe will keep our confidences private, but others wish to go past our defenses and unveil them. It becomes a race: our adversaries, as we call them in cryptography, may get the better of us by finding methods that open up what we believed we had put under lock and key. Then we must devise new, better methods. These will be attacked in their turn. They may fall, and the race goes on and on.

      In the thousands of years that this race has gone on, many things have changed. From small handwritten messages, our secrets now comprise reams of data about our everyday lives. Any form of electronic communication can be recorded. Most of our daily activities, from texting to video calls, can and should be kept secret. And that’s just our personal communications. No enterprise or state could survive without cryptography. The need to keep secrets during conflicts has driven much of cryptography over the ages.

      Anything that has been evolving for a long time must adapt to remain relevant. Cryptography is no exception. From an endeavor akin to puzzle solving, it has progressed to an amalgamation of solid mathematical foundations and lots of clever engineering. In the past, cryptography could be a gentleman’s pastime. Now it is the playground of mathematicians, programmers, and computer engineers.

      That presents us with a challenge. This is a book that aims to give the reader a wide understanding of cryptography. It is not just a history of cryptography and its applications, although we will go through its evolution in order to understand where we are today. But to really understand cryptography, it is necessary not only to know who did what when but also to understand how cryptography actually works. Modern cryptography is far more technical than cryptographic methods of the past, but should not be hand-waved into facile explanations. That would be a slight both to all the people who have worked hard to make cryptography what it is today and to the readers who deserve a better treatment of a subject that impacts in multiple ways their everyday lives.

      This is definitely neither a mathematical treatise nor addressed to a select audience. Even though modern cryptography can be overwhelming, it is the author’s strong conviction that the basic ideas can be understood based on what we have learned in high school. We can cover a lot of ground using only a few mathematical operations. Sometimes a pencil and paper may help, but we do not need to go into esoteric proofs. The reader should then know not just what cryptography is about but what it really is. And if we grasp the basics, then we can get an intuitive understanding of some advanced material.

      Cryptography offers us a unique opportunity to discuss a spectrum of topics as straightforward as flipping characters of the alphabet to the capabilities and opportunities afforded by such technologies as quantum computers—technologies that are yet to be fully developed! It allows us to appreciate all the hidden machinery that gives us confidence to securely use our cell phones, computers, and home devices. Ironically, while every day we divulge willingly our precious moments to social media, we bristle when we become aware of the power of modern surveillance mechanisms. It is cryptography that allows us to dance this way: give out our information, on the one hand, when we want; keep it close to us when we don’t.

      Our way through cryptography will start with its roots. In the first chapter of the book, we will take a walk in a potted history of classical cryptography—that is, cryptography up to the twentieth century. It’s a fascinating story and could fill (and has filled) whole books, full of colorful characters, plans hatched and foiled, stakes raised high, and challenges thrown that stood for centuries. Classical cryptography is indispensable in order to understand how we got where we are now, but we no longer use its methods, as they offer no security at all today. Something has changed, and this was the mechanization of cryptography. Once machines, then digital computers, were brought into play, the game was up. Cryptography is no longer something that humans do; it is something computers do on behalf of humans.

      There are two main strands of modern cryptography, which we will explore in the second and third chapters of the book. The first of them, symmetric cryptography, hinges on an idea familiar from our everyday lives. To keep something secret, you lock it up and keep the key. Then to reveal the secret, you unlock it, using the same key—hence the adjective “symmetric.” As our secrets are encoded in some digital format, this locking and unlocking is performed by algorithms working on data. We’ll see how this is done, safeguarding our data and communications, from small text snippets to online video communications.

      Once you are able to lock and unlock your secrets, you need to guard against another subtle but treacherous threat. Even if nobody is able to read your secrets, they may still be able to forge them. You send a locked secret, and an interloper, who is not able to unlock it, can substitute it with another locked secret; then there’s scant solace in knowing that the original lock has not been picked or broken. We’ll see how we get around this problem by using message authentication codes.

      Unlocking a secret that is encrypted with symmetric cryptography is straightforward provided you have the key that locked it. Here comes a conundrum: It’s all fine and dandy if you want to unlock your own secrets, as long as you’ve not lost your key. But what if you want to communicate your secret to somebody else? They will need the key to unlock it. If you send the locked secret along with the key to them, somebody could intercept both the secret and the key; everything is up for grabs. That means that you need a secure, confidential way to send the key. If you really had a way to do that, then probably you would not need to lock the secret in the first place; you would have sent the secret through the same secure way. If a secure way to send the key does not exist, then what is there to do? One could not lock the key itself because then you would need a secure way to send the key that locked the key, and this leads nowhere.

      The solution to this catch-22 situation is the subject of the third chapter of the book. We’ll see that it is possible to solve the key exchange problem and agree on a secret key with our interlocutor when our means of communication are not secure. Moreover, we can use two different keys instead of a single, secret one. We can lock our message using one key; once we do that, the message can be unlocked only by using the other key. Then we need to keep only the unlocking key secret; the locking key can be freely shared with anybody. This is public key cryptography, or asymmetric cryptography. The solution to the key exchange problem and public key cryptography really made secure digital communications possible. Daily, unobtrusively, we can communicate confidentially with parties we’ve never met without the need to meet in person to share secret keys. Asymmetric cryptography also gives us other possibilities beyond locking and unlocking secrets: it is the basis of digital signatures, by which we can certify the provenance of digital documents. When we put our signature in a document, we certify that we have acknowledged its content; equally important, it is a commitment: once we have given our digital signature, we cannot repudiate that we have acknowledged the document.

      The basic operations of locking and unlocking are the foundations on which we have built cryptographic protocols and applications, which we adumbrate in the fourth chapter. There are umpteen cryptographic applications; by necessity, we will only see a handful of them, but this will give us an appreciation of their breadth and depth. How do we, for instance, browse the web securely?

      In the final chapter of the book, we’ll go through a smorgasbord of topics that are at the forefront of cryptography. These are new mathematical methods, quantum and post-quantum cryptography, the interplay of cryptography and computer security. We’ll discover that far from being a settled field, cryptography is a vibrant, rapidly developing subject. It is fascinating to witness it evolving before our eyes—the challenges it meets; the mishaps, progress, and perhaps frustrations along the way.

      We’ll conclude by touching on ethics and cryptography, and some of the issues that arise from cryptography in the real world. These issues are too important to be left to be discussed only by experts. If readers partake even slightly of the passion of cryptographers working hard to move cryptography onward and upward, and if they reach the final page better equipped to be part of the conversation than when they started reading this book, then the book will have fulfilled its purpose.

      
        Issues that arise from cryptography in the real world . . . are too important to be left to be discussed only by experts.
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        Classical Cryptography

      
      An oeuvre becomes a classic when it stands the test of time. We return to the classics because centuries or even millennia following their conception, they can still talk to us as if they were created today. Not in this book. When we talk about “classical cryptography,” we mean methods of cryptography that use pen and paper, and perhaps some mechanical aids, that have been developed in the past but are not used anymore. They could lock our secrets at one time, but not now. A secret protected by classical cryptography can be revealed in an instant with today’s technology.

      What does “classical cryptography” have to say to us today, then? Is it only of historical interest? It definitely has historical interest, but it is also more than that. Studying history allows us to understand how we got where we are now. In our topic, even a potted history will reward us with something more than that: a better grasp of what cryptography tries to do, the challenges it faces, and the process by which progress is made. And what a story it is! It is a story that will take us from twentieth-century Paris to Google, from the Islamic golden age to World War II, from ancient Greeks and Latin emperors to spy agencies.

      In 1969, a Parisian author put out a book, La Disparition. It is about a group of individuals looking for a missing companion. But that is not all that is missing in this work; also missing is any word containing a symbol that is fifth from A. That was an amazing task, as no symbol is as common.

      The author of La Disparition (The Disappearance) was Georges Perec, and the previous paragraph (did you notice?) should serve as an indication of how arduous the task of avoiding E is in English, as in French; it is the most frequent letter in both languages.1

      It is not just the letter E that appears with a specific frequency. Limiting ourselves to English, in 1965, an article titled “Tables of Single-Letter and Digram Frequency Counts for Various Word-Length and Letter-Position Combinations” was published in the scholarly journal Psychonomic Monograph Supplements. Under this cryptic title, the article contained tables showing the frequency of letters and letter combinations in English words. Letters in English enjoy different degrees of popularity. In the article, we find indeed that the letter E is the most popular in the language, topping the character frequency rank.2

      The character frequencies were constructed painstakingly by selecting 20,000 words from many texts and tabulating the counts for letter combinations. These were punched on cards and then fed into the card-sorting machines of the time.

      The 20,000 selected words were a feat in the 1960s, but advances in technology can turn a feat into a trifle. Almost half a century later, on December 17, 2012, one of two authors of the article, Mark Mayzner, by now a retired eighty-five-year-old researcher, contacted Peter Norvig, the director of research at Google. Surely Google, with its abundant resources, could put itself to the same task and run it automatically, with a much more extensive corpus?

      Norvig jumped at the occasion and indeed he used a corpus of 743,842,922,321 words, 97,565 of which were distinct. There were 3,563,505,777,820 letters in the Google corpus, and here is the table of frequencies for all the letters of the English alphabet:
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              89.5

            
            	
              2.51%
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              8.04%
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      As you can see, the frequencies of letters in English, and it goes the same in other languages, are far from random. That is the result of the regularities inherent in human languages. A language is based on rules, those of phonetics, and grammar, and syntax. Different languages sound and are written differently, yet in each language, written words are not haphazard bunches of letters. Letters form words according to specific patterns. Yes, there are exceptions, but the evidence is that these over time give way to norms, as “a rule is the tombstone of a thousand exceptions.”3

      All of this means that human communication is not arbitrary. When we communicate with someone, we expect to exchange some information, which has some meaning. We use language (oral or written) to communicate information. As human languages have regularities, rules, and norms (or they would not be languages in the first place), we expect that the message we communicate will be understood by the community of speakers of the language. It is interesting how close the words “community” and “communication” are.

      But sometimes we want to change the rules of the game. We want to communicate with somebody in such a way that nobody else will know what we are talking about. One way would be to create a new language, which would be comprehensible only to the interlocutors and completely unintelligible to everybody else. That is neither easy nor practical, as there should be no easy way to translate between the newfangled language and other normal languages (that is why varieties of pig Latin may have linguistic and cultural significance, but they are not useful for keeping secrets).

      This leads us to cryptography: from the Greek “hidden writing,” it means the study of methods that allow us to communicate securely in the presence of others who can intercept our communications. As they can intercept our communications, we have to make sure that what we say is unintelligible to them. The way we do that with cryptography is by changing our messages so that only our intended recipient can understand them. The process of changing a message so that it becomes unintelligible is called encryption. The initial message, which we want to send, is called plaintext or cleartext. Encryption converts it to something else, called ciphertext. The ciphertext can be read by others, but it cannot be understood by them. When it reaches the recipient, they can revert it back to the original plaintext and read its contents. This is called decryption. A well-defined way to encrypt a message is called a cipher. The issue then is how to encrypt and decrypt a message, how to design good ciphers, and, for the opponent, how to break them.

      
        Cryptography: from the Greek “hidden writing,” it means the study of methods that allow us to communicate securely in the presence of others who can intercept our communications.

      

      Transmuting a plaintext to a ciphertext that cannot be understood by anybody except the intended recipient is a challenge. It’s not easy because the information that is hidden inside a message can be revealed if somebody, a code breaker, finds a way to induce it to come out. The story of cryptography is of codes and code breakers as well as better codes and more astute code breakers. And as we’ll see, in this story, letter counting like we described plays a major role.

      
        Simple Ciphers

        Cryptography has been with us since ancient times.4 According to Plutarch (46 CE–119 CE), the ancient Spartans used a tool called a “scytale” or “skytale” (from the Greek σκυτάλη, meaning baton or cylinder), a rod around which is wound a strip of leather or parchment. The message is written across the length of the cylinder when the strip is wound on the scytale, as you can see in figure 1.5

        
          [image: ]

          
            Figure 1

          
        
        When the strip is unwound, the letters on it do not make sense; you have to wind it on the scytale again so that they align correctly and the message can be read. For instance, suppose that you want to send the message “CROSS THE BRIDGE AT DAWN.” You wrap the strip around the scytale and write the message as shown below in four steps, rotating the scytale by ninety degrees between each step, as in figure 2.

        Then you send the strip, but not the scytale. When the messenger delivers the strip, your recipient, who must have a scytale with the same diameter, will wrap the strip around it and read the message. Without the scytale, though, the message reads “CTITRHDDOEGASBEWSRAN.”
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            Figure 2

          
        
        All that said, we are not sure that the scytale was really used by the Spartans as a cryptographic device. Plutarch wrote his account several centuries after the reported events, so he may have reported fabulations.6 Even if the place of the scytale in cryptographic history is doubtful, it is still relevant today because it introduces us to the most straightforward code-breaking method. In our example, “CTITRHDDOEGASBEWSRAN” does not make sense, but if you know that it is supposed to be read using a scytale, you need only to try out rods of different sizes until the message is revealed. This is a case of the brute-force method for breaking a code. You do not apply any intelligence at all, you only try different possible solutions to your problem until you hit on the right one. You should have to resort to literal brute force here, as you would need to carve out a number of scytalae from pieces of wood. Brute force is usually our last resort because it requires a lot of effort (probably not carving)—in fact, so much effort that it may not work at all in practice. Then we have to put our brains to work, and code breakers have come up and keep coming up with ingenious ways to break cryptographic methods.
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            Figure 3

          
        
        Another old form of cryptography takes a message and changes it in the following way: take every letter in the message, and in its place put the letter that we find by moving a certain number of places forward or backward in the alphabet. If this gets us to either end of the alphabet, we just wrap around it. This is easier to see if you visualize the alphabet put on the circumference of a circle, as you can see on the left of figure 3.

        Then, if you decide to shift every character, say, five places forward, the shift will be clockwise and F will go to K and W will go to B, as you can see on the right of figure 3. For a backward shift, you work counterclockwise.

        This method for encrypting messages is called the Caesar cipher, named after Julius Caesar. According to the historian Suetonius,

        
          If he had anything confidential to say, he wrote it in cipher, that is, by so changing the order of the letters of the alphabet, that not a word could be made out. If anyone wishes to decipher these, and get at their meaning, he must substitute the fourth letter of the alphabet, namely D, for A, and so with the others.7

        

        This is a substitution cipher, meaning that it works by substituting each letter of the alphabet with another one. The rule of substitution is the shift we do along the alphabet. To decipher a ciphertext encrypted with the Caesar cipher, we only need to know the number of characters in the shift so that we can reverse it. We take each letter of the ciphertext and do the inverse substitution: from D back to A, and from C back to Z, for all letters in the encrypted message. If we assign numbers to the letters of the alphabet, so that A is number 0, B is number 1, and so on, until Z and number 25, then the Caesar cipher is straightforward to implement in a sequence of steps forming an algorithm:

        
          	1.	Take the next letter of the plaintext. If there is no letter, stop.

          	2.	Get the numerical value, say x, corresponding to the letter.

          	3.	Calculate the sum x + n, where n is the number of characters to shift. Output the remainder of the division of x + n by 26.

        

        The remainder operation ensures that we stay within the limits of the alphabet. It is a useful operation, and we’ll see it again and again in cryptography, so when we want the remainder of x divided by y we’ll use the notation x mod y. The notation stands for modulo, which is what we call the remainder operator. The modulo is the basis of modular arithmetic. It is arithmetic with integer numbers wrapping around when reaching a certain value, the modulus. If this seems too Latin, or too exotic, it really isn’t. It is a form of arithmetic that is already familiar to you, even though you may not know it by that name. You use it every time you do time calculations. Calculations involving hours are done modulo 12; when we reach that number, we wrap around and start from 0. Calculations involving minutes are done modulo 60; when we reach that number, we wrap around and start again from 0, as in the clock below, when we add 25 minutes to 4:40. The time will not be 4:65. We add the 20 minutes, get to 5:00, and then add the remaining 5 minutes to get to 5:05, as in figure 4.

        
          [image: ]

          
            Figure 4

          
        
        Using our notation, the remainder of x + n by 26 is then written (x + n) mod 26. If we go back to figure 3, the value for the character W is 22; if we add 5 to it, we get the (22 + 5) mod 26 = 27 mod 26 = 1, which corresponds to the letter B.

        The algorithm to decrypt a message written with the Caesar cipher has almost the same steps with the encryption algorithm:

        
          	1.	Take the next letter of the ciphertext. If there is no letter, stop.

          	2.	Get the numerical value, say x, corresponding to the letter.

          	3.	Calculate the difference x − n, where n is the number of characters to shift. Output the remainder of the division of x − n by 26, that is, (x − n) mod 26.

        

        It may happen that x − n is negative; for example, for the ciphertext letter B and a shift of 5, we have x − n = 1 − 5 = −4. That does not create any problem for the remainder operation because the way it is defined, −4 mod 26 = 22.8

        We see that to decrypt a ciphertext, we only need to know the number of positions to shift. In general, when we encrypt something, we take the plaintext and transform it in some reversible way so that the recipient of our message can later decrypt it. The piece of knowledge that the recipient must have to decrypt the message is called the key. In the Caesar cipher, the key is the number of characters n we use to shift.

        Now suppose you intercept an encrypted message that goes like this:

        
          YMJMFQQBFDXRJQYTKGTNQJIHFGGFLJFSITQIWFLRFYXFYTSJJSITKNYFHTQTZWJIUTXYJWYTTQFWLJKTWNSITTWINXUQFDMFIGJJSYFHPJIYTYMJBFQQNYIJUNHYJIXNRUQDFSJSTWRTZXKFHJRTWJYMFSFRJYWJBNIJYMJKFHJTKFRFSTKFGTZYKTWYDKNAJBNYMFMJFADGQFHPRTZXYFHMJFSIWZLLJIQDMFSIXTRJKJFYZWJXBNSXYTSRFIJKTWYMJXYFNWXNYBFXSTZXJYWDNSLYMJQNKYJAJSFYYMJGJXYTKYNRJXNYBFXXJQITRBTWPNSLFSIFYUWJXJSYYMJJQJHYWNHHZWWJSYBFXHZYTKKIZWNSLIFDQNLMYMTZWXNYBFXUFWYTKYMJJHTSTRDIWNAJNSUWJUFWFYNTSKTWMFYJBJJPYMJKQFYBFXXJAJSKQNLMYXZUFSIBNSXYTSBMTBFXYMNWYDSNSJFSIMFIFAFWNHTXJZQHJWFGTAJMNXWNLMYFSPQJBJSYXQTBQDWJXYNSLXJAJWFQYNRJXTSYMJBFDTSJFHMQFSINSLTUUTXNYJYMJQNKYXMFKYYMJUTXYJWBNYMYMJJSTWRTZXKFHJLFEJIKWTRYMJBFQQNYBFXTSJTKYMTXJUNHYZWJXBMNHMFWJXTHTSYWNAJIYMFYYMJJDJXKTQQTBDTZFGTZYBMJSDTZRTAJGNLGWTYMJWNXBFYHMNSLDTZYMJHFUYNTSGJSJFYMNYWFS

        

        You have no idea what it is about, so how would you go about breaking the encryption? If you know that it has been encrypted with the Caesar cipher, then one way to break it is to try all possible shifts and see if you get a meaningful plaintext from the ciphertext. Essentially, this means running the decryption algorithm for different values of n. You start with n = 1; if the ciphertext does not decrypt to something that makes sense, you go on with n = 2; if you fail again to decrypt, you try n = 3; and in the worst case, you will need to check 26 different values for n. This is again a brute-force method, as you just try out all possible solutions.

      
      
        Frequency Analysis

        There is, however, a better method, and it is here that we go back to the letter frequency counts at the start of the chapter. We use them to perform frequency analysis, a staple of cryptanalysis, the process of breaking ciphers. If you take a good look at the message, you will see that not all letters appear as often; some letters seem to appear many more times than the rest. For example, if you take the trouble to count exactly how many times each letter appears, you will find out that E appears only once, while J is the most frequent letter, appearing 91 times in total. This should give you an idea: If J is the most frequent letter, then perhaps it has been substituted for E. Similarly, if E is the least frequent character, then perhaps it has been substituted for Z, which is the least frequent character in English. Both substitutions correspond to a shift of 5 places in the alphabet. So you can try decrypting the message as if it were encrypted with the Caesar cipher and a key equal to 5. Here is what you will get:

        
          THEHALLWAYSMELTOFBOILEDCABBAGEANDOLDRAGMATSATONEENDOFITACOLOUREDPOSTERTOOLARGEFORINDOORDISPLAYHADBEENTACKEDTOTHEWALLITDEPICTEDSIMPLYANENORMOUSFACEMORETHANAMETREWIDETHEFACEOFAMANOFABOUTFORTYFIVEWITHAHEAVYBLACKMOUSTACHEANDRUGGEDLYHANDSOMEFEATURESWINSTONMADEFORTHESTAIRSITWASNOUSETRYINGTHELIFTEVENATTHEBESTOFTIMESITWASSELDOMWORKINGANDATPRESENTTHEELECTRICCURRENTWASCUTOFFDURINGDAYLIGHTHOURSITWASPARTOFTHEECONOMYDRIVEINPREPARATIONFORHATEWEEKTHEFLATWASSEVENFLIGHTSUPANDWINSTONWHOWASTHIRTYNINEANDHADAVARICOSEULCERABOVEHISRIGHTANKLEWENTSLOWLYRESTINGSEVERALTIMESONTHEWAYONEACHLANDINGOPPOSITETHELIFTSHAFTTHEPOSTERWITHTHEENORMOUSFACEGAZEDFROMTHEWALLITWASONEOFTHOSEPICTURESWHICHARESOCONTRIVEDTHATTHEEYESFOLLOWYOUABOUTWHENYOUMOVEBIGBROTHERISWATCHINGYOUTHECAPTIONBENEATHITRAN

        

        It is not difficult to pick apart the different words; this is an excerpt from the opening of George Orwell’s book 1984. This breaking of the encryption is ridiculously easy, and a computer can do the letter counting in just a few lines of code. The Caesar cipher is a weak cipher because it pulls only a threadbare piece of wool over our eyes. It changes the plaintext, but it keeps all the regularities and patterns in it intact. As long as we take notice of this, any notion of secrecy conferred by the cipher is immediately broken.
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            Figure 5

          
        
        You may complain that we cheated because this is a message with no punctuation and all letters have been converted to uppercase. Adding punctuation and case would not make much difference: the frequencies of punctuation marks have also been counted in English, and we know that the space is a bit more frequent than E, so it would be easy to spot word boundaries. In fact, if we find word boundaries, decryption is often easier because you can guess individual words. Also, in most texts, the vast majority of letters are lowercase, so the mixture of some uppercase would not pose too much of a difficulty for the analysis.

        The Caesar cipher is probably the most straightforward substitution cipher; in general, it is not necessary that we substitute with a shift. We could also just shuffle the letters of the alphabet and decide to substitute, say, D for A, C for B, and so on. The key that we use for encryption and decryption is then a mapping table, shown in figure 5.
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            Figure 6

          
        
        To decrypt, we use exactly the same mapping, only reversed, as in figure 6.

        The history of cryptography is really one of creative destruction: cipher methods are invented, then they are broken, then better ones are invented, waiting to be broken, or rather hoping that they won’t. In this spirit, the substitution cipher that uses a mapping table is an improvement over the Caesar cipher, where the key is just a number that we can find by identifying the most common symbol in the ciphertext, or by brute force.

        Indeed, in this cipher, brute force is no longer an effective option to find the cipher key. There are 26 different letters that we can map to A. After we choose one of them for the mapping, there remain 25 different letters that we can map to B. After that, there remain 24 letters that we can map to C. Going on like that, we see that there are 26 × 25 × ⋯ × 1 = 26! different mapping tables. If you have not come across the notation, n! is the product of all integers from 1 up to and including n: n! = n × (n − 1) × (n − 2) × 1, while by convention 0! = 1. The number n! is called the factorial of n. We come across factorials often in cryptography, as n! gives us all the possible combinations of n elements. Factorials grow very quickly. To realize how big factorials can get, 26! = 4.03291461126605635584 × 1026. That is a number with 27 decimal digits. Trying all possible mapping tables until we find the right one does not seem like a good idea.

        
          The history of cryptography is really one of creative destruction: cipher methods are invented, then they are broken, then better ones are invented, waiting to be broken, or rather hoping that they won’t.

        

        Brute force may not be a good option, but frequency analysis is still a formidable ally. If the substitution cipher uses a mapping table, then the most common symbol will give us the way to decrypt only one letter, the most common one. But there is no reason to stop there; we can find the second most common symbol in the ciphertext, which probably corresponds to the second most common letter in English, and so on for the third, fourth, and less frequent letters. Moreover, it is not just individual letters that appear with specific frequencies; we find regularities in combinations of letters as well. Sequences of two letters are called bigrams, and sequences of any number of letters are called n-grams. We have frequency counts for bigrams and n-grams up to a few characters long. For example, TH is the most common bigram in English, so if we find the two most common adjacent symbols in the ciphertext, there is a good chance that they stand for TH.

        True, it is possible that in a given plaintext, letters and bigrams might not follow exactly the frequencies that prevail in English, or the ciphertext may be too short for the frequencies to emerge. But in general, it is unlikely that they differ a lot. If the most common letter is not E, it might be T; you can bet that it is not Q. You may need to do some guesswork to find all the letter mappings, but note that as you find some of them, you can substitute the mapped letters in the ciphertext so that the plaintext will start making sense and you can make out parts of words. The more characters you decrypt, the easier it gets, much like a jigsaw puzzle.

        The efficacy of frequency analysis for code breaking has been known for a long time; the oldest extant source comes from ninth-century Arab scholar and scientist Abū Yūsuf Yaʻqūb ibn ʼIsḥāq aṣ-Ṣabbāḥ al-Kindī (801–873), known as al-Kindi, or under the Latinized Alkindus. Al-Kindi was born in Basra, educated in Baghdad, and active in the House of Wisdom, a major intellectual institution in that city. He contributed to many fields, writing hundreds of treatises. One of the books he wrote is Risāla fī Istikhrāj al-Kutub al-Mu’amāh (On Extracting Obscured Correspondence, or On Decrypting Encrypted Correspondence), where we find the following description of frequency analysis:

        
          One way to solve an encrypted message, if we know its [original] language, is to find a [different clear] text of the same language long enough to fill one sheet or so, and then we count [the occurrences] of each letter. We call the most frequently occurring letter the “first,” the next most occurring letter the “second,” the following most occurring letter the “third,” and so on, until we account for all the different letters in the cleartext sample. Then we look at the cipher text we want to solve and we also classify its symbols. We find the most occurring symbol and change it to the form of the “first” letter [of the cleartext sample], the next most common symbol is changed to the form of the “second” letter, and the following most common symbol is changed to the form of the “third” letter, and so on, until we account for all symbols of the cryptogram we want to solve.9

        

        The Arab world contributed to cryptography in another, perhaps less obvious way. The word “cipher” comes from the Arabic sifr. The original meaning was “empty,” but when the Arabs adopted the Indian numerals, which included zero, they translated the Sanskrit word for zero, sunya, meaning empty, to the Arab equivalent. Once sifr became zero, its corrupted form “cipher” came to mean “number” in European languages (e.g., chiffre in French). The word cipher also came to be used sometimes in the sense of “computation.” Yet the concept of zero was initially so baffling that cipher was also used to denote something obscure and incomprehensible, making the link to cryptography.10

      
      
        Stronger Ciphers

        The problem with substitution ciphers remains that we only substitute an alphabet for another one. Therefore everything that is written in the plaintext is transferred in exactly the same way in the new alphabet—the ciphertext looks different, but it is only a fixed transliteration. Such ciphers are called monoalphabetic ciphers, and frequency analysis will promptly break them.

        The next step in building more secure cryptographic systems is to consider polyalphabetic ciphers, where we do not use a fixed substitution rule—that is, we do not use the same mapping throughout the plaintext. For example, at some point in the plaintext we would substitute X for A to get the ciphertext, at some other point D for A, and we would continue like this, changing the mapping of A to different characters.

        We can create a polyalphabetic cipher by putting two alphabets on a disk so that one of them can be rotated in relation to the other, creating a cipher disk or cipher wheel, portrayed in figure 7.

        The outer alphabet is stationary, but the inner alphabet is put on a rotating plate. The cipher works by substituting letters from one alphabet to the matching letter from the other alphabet. As we rotate the plate of the inner alphabet, the mapping changes. The first cipher disk from the left maps A to F; the second one, to Q; and the third one, to H. If the rotating plate contains a scrambled alphabet, as above, then for each position of the rotating plate we get a different mapping-based substitution cipher. If the rotating plate contains a sorted alphabet, we get a different Caesar cipher.
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            Figure 7

          
        
        Cryptographers like to use fictional characters to illustrate their methods. When two persons take part in an interchange, they are usually called Alice and Bob. If there is a third participant, they are called Carol, Carlos, or Charlie. Particular letters are reserved for specific roles. Eve is an eavesdropper who listens to the conversation between Alice and Bob and tries to understand what they say.

        Now if Alice and Bob want to communicate with a cipher disk, they must agree on the disk settings they are going to use. They can do that by agreeing on a string of characters, such as FQHONRUTDJ. This will be their key. Then Alice takes her plaintext and rotates the plate of the cipher disk so that F is below A. She encrypts the first letter of the plaintext using the resulting mapping. If the plaintext goes MEETYOUTOMORROW, M will be mapped to U, so the first letter of the ciphertext will be U. Then she rotates the disk so that Q is below A. The second letter of the plaintext, E, will then be mapped to J. Alice will rotate the plate so that the third letter of the key, H, falls under A; then the third letter of the ciphertext, E, will become N. Note that the letter E was mapped in two different ways in the ciphertext. Alice will continue the encryption in this manner. When she reaches the tenth character of the plaintext, M from TOMORROW, she will exhaust the key. As the message has more than ten characters, she will continue encrypting by starting from the beginning of the key again. She will rotate the disk to place F under A, and O will be mapped to H. Then she will continue to the end of the plaintext, reusing the key as many times as required (in this example, the key is reused only once). To decrypt the message, Bob will work in the same way, but mapping from the inner to the outer alphabet, rotating the plate according to the key.

        The crucial feature of this cipher is that, as we saw, the same letter can be encrypted differently in the ciphertext. If we count the frequencies of the letters, we will not find a correspondence with the frequencies that we would expect. Even if in the plaintext the letter E is the most common symbol, in the ciphertext this will no longer hold. It is not possible to break a polyalphabetic cipher with frequency analysis as we have described it. For this reason, these ciphers gained a notoriety for being unbreakable and, indeed, it took quite some time to find a way around the problem.

        Polyalphabetic ciphers were developed in the European Renaissance. The first-known cipher to work along these lines was proposed by Florentine Leon Battista Alberti around 1467. Alberti was the quintessential renaissance man, surpassed perhaps only by Leonardo da Vinci in his accomplishments. In cryptography, apart from inventing the cipher disk, he was the author of the earliest extant cryptanalysis text in the West, in which he described frequency analysis.11 The idea of polyalphabetic substitution was taken further by Johannes Trithemius, a monk in the Holy Roman Empire who dabbled in theology, occult writings, and, perhaps unavoidably, the art of hiding secrets. Trithemius’s Polygraphia is the first published book on the subject, printed in July 1518. The ciphers were taken another step forward by an ecclesiastical courtier, Giovan Battista Bellaso, about whom almost nothing is known except for a booklet on encrypting messages, La cifra del. Sig. Giovan Battista Bellaso (The Cipher of Mr. Giovan Battista Bellaso), published in 1553. After Bellaso, a young Neapolitan, Giovanni Battista Porta, published at the age of twenty-six De Furtivis Literarum Notis (On Concealed Characters in Writing), an extraordinary book on ciphers and cryptography in which he further advanced polyalphabetic ciphers. Gerolamo Cardano (1501–1576), a Pavoan polymath and mathematician, also worked on ciphers, although he did not achieve much. Cardano longed to be remembered in the generations to come; indeed, today he is remembered not for his work on cryptography, where he ended up a bit player, but instead as one of the founders of probability theory and for his contributions to the development of algebra.

        In one of history’s ironic twists, the person most associated with polyalphabetic ciphers was none of the above, but rather a Frenchman, Blaise de Vigenère (1523–1596). A polyalphabetic cipher called the Vigenère cipher was long thought to be impervious to any attacks—although the so-called Vigenère cipher had nothing to do with Vigenère himself, who would probably not deign to be associated with it, as the Vigenère cipher is really a weakened version of the ciphers the man produced.

        The Vigenère cipher is a tabular version of the cipher disk. Rotated alphabets are placed in rows, forming a square; we add two alphabets, as seen in figure 8 on the top and left for convenience, to act as indexes.

        If we want to encrypt ATTACKATDAWN, we select a key, which we repeat as many times as needed to cover the plaintext, as we would do with a cipher disk. Suppose that we start with LEMON; our key will be LEMONLEMONLE. We take the first letter of the plaintext and find it in the alphabet at the top. We then take the first letter of the key and find it in the alphabet on the left. We find the intersection of the plaintext letter column and key letter row; this will be the encrypted letter—L, in our case. It does not matter that it happens to be the same with the plaintext letter—in fact, we’ll see later that this is a good thing. We repeat the same process for all the remaining letters of the plaintext. For the second letter, shown in figure 8 on page 31, the result of the encryption is at the intersection of column T and row E, so it will be X. If we continue in this way, the plaintext will be encrypted to LXFOPVEFRNHR.
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          Figure 8
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          Figure 9

        
        Decryption using the Vigenère cipher is similar. If we have the ciphertext LXFOPVEFRNHR, we go to the Vigenère square and take the first letter of the key and first letter of the ciphertext, as you can see in figure 9 on page 32.

        We use the letter of the key as an index to the key column on the left and select the L row. In the selected row, we search for the ciphertext letter, L. Once we find it, we go up the column to get the corresponding letter in the horizontal alphabet on top; this gives us the letter A. We continue with the second key letter, E, and the second ciphertext letter, X. We select the E row, find the X letter in it, and select the corresponding column. This will give us the letter T in the horizontal alphabet at the top of page 33. If we do that for all the remaining letters, we’ll get the original plaintext.

        Polyalphabetic ciphers were broken in the nineteenth century, first by Charles Babbage (1791–1871), a forebearer of computing who designed mechanical computers that would operate using the technologies known at his time. Although his machines were not in fact built in his lifetime, his analytical engine incorporated the main ideas that underlie the digital computers that were eventually built several decades after his death. Having reached Babbage, it would be completely amiss not to mention Ada Lovelace, Lord Byron’s daughter and a gifted mathematician. Lovelace corresponded with Babbage and is credited as being the world’s first programmer, as she developed an algorithm that would operate on Babbage’s analytical engine.

        Babbage worked on a variant of the Vigenère cipher and found the way to break it in 1854, but he did not publish his work (throughout his life he seemed to have a problem with finishing things). It was a bit later, in 1863, that a German infantry officer, archaeologist, and cryptographer, Friedrich Kasiski, published the book Die Geheimschriften und die Dechiffrir-Kunst (Secret Writing and the Art of Deciphering), containing the first detailed attack on polyalphabetic ciphers. In another of history’s twisted turns, Kasiski did not realize the importance of his findings and turned to archaeology, joined the Natural Science Society of Danzig (present-day Gdańsk in Poland), excavated prehistoric graves, wrote articles on the subject, and died in 1881 oblivious that his book was a revolution in cryptography.

        The weakness of the Vigenère cipher comes from the limitations of the key. It works by choosing a different encrypted character, based on a character of the key. But as we saw, at some point we come to the end of the key, and then we have to wrap around and start reusing the key from the start.

        As the Vigenère cipher is essentially a tabular version of the cipher disk, let’s see what happens with the disk. If we have a ten-letter key, after ten characters we will rotate the cipher disk back to its initial position, and this will happen every ten characters. That means that if we take every tenth character of our plaintext, these characters will all be encrypted using the same alphabet; for all of them, the plate of the cipher disk will be rotated in the same position. The same thing will happen with the second character of the plaintext and every tenth character starting from the second; all of them will be encrypted with the same rotation of the cipher disk. In the end, characters 1, 11, 21, . . . are encrypted with a single mapping, characters 2, 12, 22, . . . are encrypted with a single mapping, up to characters 10, 10, 100, . . . It is as if we had split the plaintext message in ten different parts and used a simple substitution cipher to encrypt each part. If our key were longer than ten characters, exactly the same principle would apply, only we would not take every tenth character, but we would proceed with some longer stride between characters.

        Suppose that we want to encrypt a plaintext with a key that is thirteen characters long. The encryption process with the cipher disk is equivalent to reformatting our plaintext so that it flows in rows that are thirteen characters wide and then encrypting each column with a monoalphabetic substitution cipher. The excerpt from 1984 that we saw before would go like what’s depicted in figure 10.

        The characters line up in columns; the last row is our thirteen-character key. All the first column is encrypted with the cipher disk in the same configuration: I under A; all the second column is encrypted with the cipher disk configured with Q under A; and so on. In the Vigenère cipher the situation is similar: all the first column is encrypted with the same alphabet, indicated by the key letter I in the Vigenère table; all the second column is encrypted with the same alphabet, indicated by the key letter Q in the table; and the last column is encrypted by the alphabet indicated by the key letter M.
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            Figure 10

          
        
        Once we know that, we are a short step away from breaking the cipher: we can perform a frequency analysis of the ciphertext for each column separately. As the same substitution cipher is used throughout the column, the encrypted letters will display the frequencies that we would expect. Running multiple frequency analyses is certainly more effort than running a single one, but not prohibitively so; the only thing that we need for our strategy to work is the length of the key so that we can arrange the characters of the ciphertext in the correct number of columns.
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            Figure 11

          
        
        To find the length of the key, we may exploit the fact that the same part of the plaintext can end up encrypted in the same way in the ciphertext. For example, suppose that the plaintext is SECURETHEKEYTOENSURESECURITY, and the key is CAKE. If we go back to the Vigenère cipher to encrypt the message, we’ll get UEMYTEDLGKOCVOORUUBIUEMYTIDC, as seen in figure 11.

        If we are the adversary and have intercepted the ciphertext, we can spot that UEMYT appears twice in it. It is likely then that this is the result of the same part of the plaintext being encrypted in the same way. The two occurrences of UEMYT appear twenty characters apart. The identical encryption can happen if the key is twenty characters long or some number that divides twenty—that is, the factors of twenty: one, two, four, five, or ten. We can discount one and two because they are too short. We can then try frequency analysis by arranging the text in four, five, or ten columns, and see which arrangement decrypts the message.

        That is a fundamental weakness for polyalphabetic ciphers: if the key is repeated, they are really repeated applications of polyalphabetic ciphers, and these are easy to break. Which suggests, Would it be possible for the key not to be repeated?

      
      
        The Perfect Cipher

        The problem that arises with key repetition in polyalphabetic ciphers suggests a radical solution: do away with repetition altogether. This leads not just to a more secure cipher but also to the only cipher that is truly unbreakable and will remain so forever. Yes, such a thing exists, and we have known about it since shortly after polyalphabetic ciphers were broken. It was first described in 1882 by Frank Miller (1842–1925). Miller was a Sacramento banker and trustee of Stanford University who was interested in cryptography too. The unbreakable cipher was then reinvented in 1917 by Gilbert Vernam, an engineer at AT&T Bell Labs, and Joseph Mauborgne, a captain in the US Army and later chief of the Signal Corps.12

        The unbreakable cipher rests on two premises: first, we have a key that is as long as our message. Second, the key is completely random. The first premise ensures that the key won’t be repeated during encryption. The second premise ensures that the ciphertext will also be random and all regularities that would help us break the encryption will be completely eliminated.
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            Figure 12

          
        
        Once we have a plaintext message and completely random key that covers the whole message, we work as follows. We put the message and key so that one character of the message corresponds to one character of the key. For example, in figure 12, we can align them one under the other.

        The result of encryption comes from taking the two characters from the plaintext and key, treating them as numbers (A is 0, B is 1, . . .), and adding them together. If the result takes us beyond the end of the alphabet (a value greater than or equal to 26), then we wrap around the start of the alphabet. This, as we saw, is what we do with the modulo operation. The encryption algorithm is:

        
          	1.	Take the next letter of the plaintext. If there is no letter, stop.

          	2.	Take the next letter of the key.

          	3.	Get the numerical value, say x, corresponding to the plaintext letter, and the numerical value, say y, corresponding to the key letter.

          	4.	Output the value (x + y) mod 26.

        

        The same character can be mapped to any character of the alphabet in the ciphertext, as it may be combined with any random character. It may even happen that a character is mapped to itself, as happens in the fourth character, R, of the plaintext in our example. As we have remarked, this is actually a good thing. If we know that a character cannot be mapped to itself, that is a major weakness in a cryptographic system because this information can help decryption efforts by ruling out possible mappings. Crucially, the complete randomness of the output means that, as the key is not repeated, there is no subset of the ciphertext letters to which we may apply frequency analysis.

        Decryption is almost the same as encryption. We take each character of the ciphertext and key, only this time we subtract the corresponding values, as portrayed in figure 13:

        
          	1.	Take the next letter of the ciphertext. If there is no letter, stop.

          	2.	Take the next letter of the key.

          	3.	Get the numerical value, say x, corresponding to the ciphertext letter, and the numerical value, say y, corresponding to the key letter.

          	4.	Output the value (x − y) mod 26.
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            Figure 13

          
        
        As we go through the encryption and decryption, we use each letter of the key only once. It is as if we were using a pad and striking out letters from it; indeed, the method is called one-time pad.

        The one-time pad can never be broken because we have nothing to hold onto to base our decryption efforts. By taking the ciphertext and mixing it with something completely random, we obtain something completely random. No matter how carefully we may examine the ciphertext, we’ll find no clues to the key. We may try to guess the key with a brute-force method. If the message and key are long enough, that is going to be impractical. To find the first character of the key, we may have to try each of the 26 letters of the alphabet. Then we have to do the same for the second character of the key. That means 26 × 26 possibilities for the first two characters of the key. Similarly, any of the 26 characters of the alphabet may come third in the key, meaning 26 × 26 × 26 possibilities for the first three characters. And so on and so forth, up to the last character of the key. If the key is n characters long, we may have to check [image: ] different keys. This number is huge for anything but short messages. A line of text in a printed book may be around 70 characters. If our message is a single line with 70 characters, the key would also be 70 characters long, and it would be one out of 2670 possible keys. A slightly longer message of 100 characters would have 26100 possible keys. That number, written out in full, has 142 digits. Trying 1 million keys per second would require more than a googol of years, where one googol is equal to 10100 (yes, you may be familiar with a service named after the number). According to the current estimates, our universe is approximately about 13.77 billion years old, which is 13.77 × 109. The time required to try all keys for such a short message would vastly exceed the time elapsed since the big bang.
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            Figure 14

          
        
        Moreover, there is a more insidious problem lurking. Say that as we are trying different keys, we stumble on something that decrypts the ciphertext to a message that makes sense. How can we know it decrypts to the original message? For example, take the ciphertext we produced above. In our effort to find a key, we may strike on KTWFCAXTHMMMJRAOQMWAJZIGUHG, which decrypts the ciphertext to something perfectly meaningful, shown in figure 14.

        The problem is, instead of getting the opening line of Thomas Pynchon’s Gravity’s Rainbow, we got one of the closing lines of T. S. Elliot’s Little Gidding.

        This can always happen. The message ATTACKATDAWN encrypted with the key LJBLUKLPIBEW becomes LCULWULILBAJ. If we use the key LJBLUKLPYNMW, however, it decrypts beautifully to ATTACKATNOON, and who’s to tell us that this is the wrong key and not the correct decryption? It is not the enormous size of the different keys that we may have to try in order to break the one-time pad but instead the fact that any decryption is possible. A brute-force attack is a fool’s errand.

        We have found a perfect encryption scheme, which brings up the question, Why is the issue not closed? It would seem that cryptography should have ended with the invention of the one-time pad, but it did not.

        The reason cryptography has continued evolving has to do with the two premises on which the one-time pad is based. Remember, the key must be completely random and cover the whole plaintext so that it is never repeated. Both assumptions make the one-time pad difficult to use in practice.

        First, take the randomness of the key. It is not easy at all to generate a large sequence of random symbols. You can use unloaded dice and coins, or a roulette wheel, but that does not scale up well. A message might have thousands and thousands of characters, so you would need thousands and thousands of throws.

        A possibility would be to use a computer to generate random numbers, but that is not easy either. A computer can only follow a prescribed sequence of steps. Since the steps are known in advance, the computer works along the path we have planned for it; that is not random. An algorithm is a deterministic way to do things: How can you generate something unpredictable through a completely predetermined course of events? As computer pioneer John von Neumann remarked, “Any one who considers arithmetical methods of producing random digits is, of course, in a state of sin.”13 The best way to generate random numbers is to have access to a physical source of randomness, like radioactive decay or thermal noise. Such methods are cumbersome and expensive. You can use random events inside a computer. Modern computer processors contain integrated components that provide true random numbers based on nondeterministic hardware processes. When we need random numbers and do not have recourse to such hardware that can give us the randomness we need, or we need more numbers than it can provide, we use algorithms that produce numbers that look random, although they are not (so we are sinning, but we try to hide it). These are called pseudorandom, and the algorithms that produce them are called pseudorandom number generators.

        As the key must never be repeated in the one-time pad, you must be able to produce random numbers continuously, as long as you have messages to encrypt. Each time the key will be as long as the message, which brings forward another problem: how to distribute the key so that the recipient of the encrypted message can decrypt it. Clearly, you cannot send it along with the message; any interloper would just intercept it and decrypt the message. You must send it through a completely secure channel, which you trust cannot be broken. Otherwise Eve, the eavesdropper, will get the key and then just go along with the decryption. Such secure channels are difficult to establish. A good old-fashioned way is to transfer the key physically and trust the messenger carrying the key. That involves actual travel, so you can imagine that it is not something that can be used easily en masse. The problem is exacerbated if you need to send the message to more than one recipient. Then we need to transfer the key securely to each one of them. The key distribution problem is not specific to the one-time pad; you must distribute the key for any polyalphabetic substitution cipher that you want to use. The problem is that it is easier to transfer securely a short key than a long one, particularly a key that has to be as long as the message.

        For those reasons, the one-time pad has remained a niche cryptographic method. Some well-organized government agencies or the military may have the resources to apply it to specific uses. It is an elegant proposition, mathematically perfect, but it has not invalidated, nor do we expect it to invalidate, the search for good practical encryption and decryption that can scale to big messages and large volumes of data, and thus can be used by anybody.

      
      
        Enigma

        Before we turn to modern encryption methods, it would be a pity not to mention probably the most famous of encryption devices, the Enigma machine that was used by the Germans in World War II. The breaking of Enigma has been the subject of books and even the popular 2014 feature film The Imitation Game. It is not possible to provide a full account here, but it is possible to give an idea of how Enigma worked and some hints as to how it was finally broken.

        Enigma is essentially a souped-up substitution cipher. It was implemented as a physical device in a case so that it could be easily carried around, as shown in figure 15.14

        It involved some clever machinery, which nonetheless can be represented in a single diagram in figure 16.15

        The heart of Enigma was three cipher disks, called rotors (in fact, they were cylinders). A letter that was to be encrypted would be encrypted by the first rotor, then its result would be encrypted by the second rotor, and that result would be encrypted by the third rotor.

        Once a letter was encrypted, the first rotor would be rotated one position so that the mapping alphabet would change for the next character. There are 26 characters on the rotor. After 26 shifts of the first rotor, the second rotor would also perform a shift of one position, so every full rotation of the first rotor we would have a shift of one position of the second rotor. It’s like the hands of the clock: after a full revolution of the hand showing the seconds along the clockface, the minute hand moves one minute. After a full revolution of the minute hand, the hour hand moves one hour. The same thing happened with the second and third rotor. After a full rotation of the second rotor, the third rotor would shift by one position.
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          Figure 15

          [image: ]

          Figure 16

        
        The effect of the three combined cipher disks is that for every setting of the first disk, there are 26 settings of the second disk, and for every setting of the second disk, there are 26 settings of the third disk. In all, there are 26 × 26 × 26 = 17,576 different settings to go through before we return to the initial one.

        From figure 16, you can see that there was something underneath the rotors and something to the right of them. The part on the right was called a reflector. It functioned as a monoalphabetic substitution cipher, taking the output of the third rotor, making a substitution, and then taking it back to the rotor. Then the encrypted letter would take the reverse route, from the third to the second rotor and then to the first, getting encrypted again along the way. The difference with the way back was that this time the mapping on each disk worked from the inside to the outside. For example, taking the third disk, when going from the left to right, the letter A would be encrypted to M; when going from the right to left, the letter A would be encrypted to R (try to find A in the inner disk). The reflector made the Enigma self-reciprocal, meaning that the decryption process was exactly the same as the encryption. It also had an important flaw against which we have cautioned previously: it had the effect that no letter could be mapped to itself. This effect could give hints to cryptanalysts that might help them in their analysis efforts.

        Finally, there was a piece underneath the rotors called a plugboard. Ten pairs of letters could be connected with cables, as shown in figure 16, so that one letter would substitute the other. That makes for another (partial) substitution cipher. The plugboard was used twice: before and after the rotors. The plaintext letter would go first to the plugboard, then the output of the plugboard would go to the first rotor, then it would travel along the rotors to the reflector, go back to the rotors, enter the plugboard again, and a final encrypted letter would come out.

        Let’s see that with an example. Suppose we want to encrypt W.

        
          	1.	W is mapped to D on the plugboard.

          	2.	We take D and find its substitution in the first rotor: D becomes H.

          	3.	We take H and find its substitution in the second rotor: H becomes I.

          	4.	We take I and find its substitution in the third rotor: I becomes O.

          	5.	O enters the reflector and becomes Q.

          	6.	Q goes back to the third rotor and becomes G.

          	7.	G goes back to the second rotor and becomes E.

          	8.	E goes back to the first rotor and becomes L.

          	9.	L goes to the plugboard and becomes H; that is the result of the encryption.

        

        This perhaps made your head spin. The strength of Enigma rests on the difficulty of finding its key. The key depends on the exact settings of the plugboard and rotors at the beginning of the message. The operator would set the rotors and plug the cables as specified by the key, and then would start typing the message that would go through the route we described to produce the ciphertext. To decrypt the ciphertext, the recipient should put the machine at exactly the same configuration as at the beginning of encryption and then type the ciphertext. As encryption and decryption in Enigma are completely symmetric, the original plaintext would come out when the Enigma operator typed in the ciphertext.

        As the Enigma settings change after each letter, Enigma will not return to its initial configuration before all three rotors have executed a full rotation. This will take 17,576 letters; Enigma works like a polyalphabetic cipher whose key is repeated after 17,576 characters are encrypted. As long as the messages were shorter than that, frequency analysis would not work. Messages were actually much shorter: the maximum length of the messages, according to the instruction manual of one of its versions, was 250 letters.16

        Finding the key was made more difficult by the fact that there were not just three rotors but rather five, out of which three were selected. The selected rotors could be put in any order that specified which would be the first, second, and third. All in all, the key of the Enigma depended on the rotors that were selected; their order in the machine; for the first two rotors, the position of a notch that affected the stepping of the next rotor; the initial starting position of each rotor; and the plugboard substitutions. All of these combine to give a total number of keys of about 1023. Clearly, brute force would not work.17

        It took the genius of Alan Turing to break the Enigma during the war, when he worked in the Government Code and Cypher School in Bletchley Park, north of London. Turing (1912–1954) was an English mathematician who did groundbreaking work in computer science, logic, and theoretical biology, apart from his work on cryptanalysis. His achievements are still with us today. In theoretical computer science, a Turing machine is a hypothetical device that defines what can and cannot be decided by a computer—any computer, no matter how powerful, now or in the future. He proposed the Turing test to determine when a machine will have become truly intelligent: when we fail to distinguish it from a human in a specific experimental setting where we conduct a dialogue with it. His instrumental role in breaking the Enigma was a state secret and remained unknown until the 1970s, while the full story did not emerge until the 1990s. Turing was not recognized during his lifetime for his contributions to the war effort, and in 1952, was convicted for homosexuality, which was then illegal in the United Kingdom. His conviction entailed the removal of his security clearance. He was given a choice to either go to jail or undergo hormonal therapy for “chemical castration,” and chose the latter. He was found dead two years later, with his death attributed to suicide. Turing was granted an official pardon posthumously in 2014.

        But let us honor Turing by returning to his cryptanalysis. The Enigma decryption effort was an enormous achievement, not just because of its strategic importance, but because it made clear how cryptography would proceed from that point onward.

        A key observation in breaking the Enigma was that most of the complexity of the key came from the plugboard settings, and this could be swept away because the plugboard is completely symmetric. Therefore, if two Enigma machines are connected one after the other, with the output of the first being the input of the second, the effects of the plugboard cancel out: in effect, it is taken out of the picture. You only have to check the different rotor possibilities.
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            Figure 17

          
        
        Then Turing noticed that it was possible to test the rotor settings automatically, provided you had a piece of ciphertext and the corresponding piece of plaintext; this is called a crib. For example, in figure 17, you might know that WETTER (a common word in meteorological reports) was encrypted as ETJWPX in a message.

        Having a crib means that you have at hand both the problem (the ciphertext) and solution (the plaintext). That is called a known-plaintext attack. Even if we do not know how to get from the problem to the solution, we can use cribs to crack the decryption method. When searching for the decryption key, instead of enumerating all possibilities, the correspondence between the crib plaintext and ciphertext can guide us through the search.

        So it was with Enigma. If you come across a crib in which a plaintext letter occurs later in the ciphertext, like the letter W above, it means that you have an Enigma machine that encrypts W to E, then the rotors step forward to encrypt E to T, then they step forward again to encrypt T to J, and then again they step forward to encrypt T to W.
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            Figure 18

          
        
        With a crib like that, you can take three Enigma machines and connect them one after the other, and the last one with the first, forming a loop. You can then set them so that the second Enigma machine is one step ahead of the first, and the third Enigma machine is two steps ahead of the second (there are two Ts in WETTER). If you get the right rotor settings, an input of W to the first Enigma machine will give an output of W from the last Enigma machine; by connecting all of them together, a circuit will close. In the following figure we indicate the position of the first Enigma machine with S, and the other two with S + 1 and S + 3, following the pattern we identified from the crib.

        These ideas were put into practice by Turing in a machine called a bombe.18 The bombe emulated connected Enigma machines working in parallel, like in figure 18, and tried different rotor settings until a circuit closed. Then the key was found. Initially, days were required for breaking a key. Turing incorporated improvements by Gordon Welchman, another mathematician working in Bletchley Park, into his designs. The improvements cut the decipher time to hours; Enigma was broken.19

        Enigma was a turning point in cryptography. It was a machine that encrypted messages, and it took a machine to break it. From that point on, all cryptography would be carried out by machines. Even though both the Enigma and the bombe used to break it were electromechanical devices, once digital computers could be used for cryptographic purposes there was no turning back; nowadays, all cryptography is carried out by computers. The challenge is to design methods of encryption that are run by computers and are too difficult to break, even with the best computers at the adversaries’ disposal. In the next chapter, we will see how we can do that today.

      
    
  
    
      
        2

        Symmetric Cryptography

      
      Encryption is not unlike locking our secrets with a key; normally, we use the same key for both securing and opening a given lock. In cryptography, this translates to using the same key for encrypting a message and decrypting its encryption. If decryption of the message is possible with the possession of the same key used for encryption, then the whole scheme is called symmetric encryption, or symmetric cryptography. It is as if we lock our message in an unbreakable box, whose lock cannot be pried open unless we have the key with which we locked it.

      That being said, when an appellation is given to describe a particular configuration, like using the same key for encryption and decryption, one is likely to suspect there may also be alternatives; after all, if using the same key for encryption and decryption were the only possibility, then all encryption would be symmetric and the adjective would be superfluous. The suspicion is warranted, as we will see in the following chapter. But for the time being, let’s go back for a while to Victorian Britain.

      
        Charles Dickens’s Key

        At one point in Dickens’s first novel, The Pickwick Papers, Mr. Pickwick makes his way to his attorney, Mr. Perker. Having arrived early and found Perker’s chambers closed, he waits until Perker’s clerk, Mr. Lowten, arrives and greets him, “drawing a Bramah key from his pocket” to open the door. Then he “re-pocketed his Bramah.” A “Bramah key”? Also previously in the book, another character complains about a pressing female acquaintance that “if I was locked up in a fire-proof chest with a patent Brahmin [i.e., Bramah], she’d find means to get at me.”1

        We know that “Dickens himself was not above ‘advertizing’ goods and services that pleased him.”2 And he had a fine eye for detail; Mr. Lowten could just as well have produced any key from his pocket and a chest could be locked with any other lock. What, then, is the Bramah key, and why did it earn its place inside the novel?

        Joseph Bramah (1748–1814) was an English inventor during the Industrial Revolution. His most important invention was the hydraulic press, but his creativity ranged from inventing a water closet to beer brewing and paper manufacturing. In 1784, he got a patent for a lock and established the Bramah locks company in London. The Bramah lock was billed as pickproof. To stress the point, the company put up what came to be called the “Challenge Lock” on the window of its shop in 1790. The lock bore an inscription that read, “The Artist who can make an Instrument that will pick or Open this Lock, shall Receive 200 Guineas The Moment it is produced.” You can see the Bramah lock with the inscription in figure 19.3

        Despite the substantial prize—200 guineas being equivalent to about $33,082 in 2024 if we adjust for inflation, the challenge stood until a US locksmith, Alfred Charles Hobbs, managed to open the lock during the Great Exhibition of 1851. As reported by the Economist at the time, “THE LOCK CONTROVERSY.—The American picklock, Mr. Hobbs, has accomplished the picking and opening of the Bramah’s patent lock, and the arbitrators have issued their report awarding him the 200 guineas.”4 It appears that the Victorians followed the developments closely; according to a newspaper report, nothing in the Great Exhibition attracted greater public attention than the lock contest. At stake was what lock manufacturers of the time advertised as “perfect security”: a lock that could not be picked by thieves by any means possible. Bramah’s lock had for decades remained inviolable until Hobbs divested from it the mantle of perfect security. Nevertheless, the quest for perfect security remained active, and lock-picking competitions were a popular fixture of Victorian Britain.5
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            Figure 19

          
        
        There is a detail in the Bramah challenge that we should not miss. The lock itself was, of course, a closed box, yet the mechanism of the lock was not a secret. Bramah had patented his lock and also described its design in “A Dissertation on the Construction of Locks,” published in 1785. Confident in his design, and perhaps distressed at the prevailing state of affairs in lock security, in 1798 he wrote a petition to the House of Commons asking for an extension of his patent (which had a duration of fourteen years).6

      
      
        Kerckhoffs’s Principle

        The story to this point cues us to an important feature of secure systems. A system’s security should not depend on the fact that we don’t know how it works. A system should remain impregnable even if we know exactly how it works. The idea that something is secure because we don’t know how it is secured is a fallacy called “security by obscurity.” If that something depends on a secret design, then once this is exposed or leaked, all guarantees are gone.

        On the contrary, take a mechanism that we understand completely, yet even so we cannot break it despite our having full knowledge of its internal workings. Wouldn’t you trust that mechanism more than any other one that would ask you to trust that it works, magically but opaquely, although anything could happen once the veil is taken away? Hobbs, the locksmith who broke the Bramah lock, put it down eloquently: “Rogues are very keen in their profession, and know already much more than we can teach them respecting their several kinds of roguery.”7 Let us while away a bit longer in the nineteenth century to meet August Kerckhoffs (1835–1903), a Dutch linguist and cryptographer. In 1883, Kerckhoffs published two articles that changed the course of cryptography; in these, he enunciated six principles that, he argued, should guide cryptographic systems. The second of the six principles remains as relevant today as when it was published, and goes thus: “The system should not require secrecy, and falling into the enemy’s hands should not pose an inconvenience.” He went on the explain exactly what he meant by secrecy as “that which constitutes the material part of the system: tables, dictionaries, or whatever mechanical devices that are required for its operation.”8 In a lock, all of its security should reside in the possession of the key, not ignorance of its manufacture. Similarly, all security of a cryptographic system should reside in the key that is used for the encryption; no other assumption should be made about the confidentiality of its design.

        
          A system should remain impregnable even if we know exactly how it works. The idea that something is secure because we don’t know how it is secured is a fallacy called “security by obscurity.”

        

      
      
        A Lock Competition, Redux

        Fast-forward to January 2, 1997, when the National Institute of Standards and Technology (NIST) of the United States announced a competition for “an unclassified, publicly disclosed encryption algorithm capable of protecting sensitive government information well into the next century.”9

        This is reminiscent of the lock-picking competitions of more than a hundred years before. People were invited to submit their mechanisms, here cryptographic algorithms, whose security and resilience would be examined openly by the cryptographic community. There would be no secrecy in the design itself. Following Kerckhoffs, the security of the messages encrypted with the new standard should reside entirely in the secrecy of the key used to encrypt them.

        In 1997, there was already a data encryption standard in place, conveniently called the Data Encryption Standard (DES). It had been developed by IBM and was approved as a standard twenty years prior in 1977. DES, however, had not been keeping up with advances in computing power. There was concern by 1997 that DES could be broken using the computers of the day. In particular, people feared that it was becoming more and more possible to find the key with which a message was encoded and therefore decrypt it.

        DES worked by taking a message to be encrypted and a key. Using the key, DES changed the message in a way that, it was hoped, became entirely unintelligible. The only way to recover the original message would be to use the key and feed it back to DES in order to decrypt the encryption.

        The DES key was 56 bits long. If an attacker had no knowledge whatsoever of the key, they had to guess it. Unless they possessed Delphic powers, they would have to start trying possible keys, feeding each one of them to DES, until they recovered the original message. This was of course a brute-force attack, similar to what a burglar who knows nothing about safes would do: try all combinations of the safe’s key until the safe opens.

        That is feasible as long as the number of possible combinations for a key is low. Locksmiths know that; the importance of prohibiting a brute-force attack was not lost on Bramah when he was designing his own lock. In the petition he submitted to the House of Commons, he had included a table with the “number of changes”—that is, the permutations—for a given number of wafers in the lock. If a lock picker embarked on a brute-force attack on the Bramah lock, they would need to forge millions and millions of keys.

        In DES, the number of possible keys was 256 = 72,057,594,037,927,936, more than 72 quadrillion. It is easy to see how we arrive at this number. The logic is the same with the calculations for deriving the number of operations needed to break the one-time pad. If we have a key that is composed of 1 bit, it can be either 0 or 1, so we have two possibilities. If the key is composed of 2 bits, the first bit can be 0 or 1, so two possibilities, while the second bit can also be 0 or 1, making two possibilities for each possible value of the first bit, or 2 × 2 = 22 = 4. If the key is composed of three bits, there are three possibilities for each bit, so in total 2 × 2 × 2 = 23. For DES, we have [image: ].

        The concern on the weakness of a 56-bit key was well founded. Indeed, a challenge was set up offering a $10,000 reward for breaking a DES-encrypted message. The gauntlet was taken up by a group of computer scientists called DESCHALL (for DES Challenge), which managed to decrypt the message harnessing the computing power of thousands of computers connected over the internet (in the end, 78,000 computers took part in the DESCHALL project). The project was announced on February 18, 1997. After trying nearly 18 quadrillion keys, the secret message was found on June 17: “Strong cryptography makes the world a safer place.”10 From that point, things deteriorated fast for DES. In 1998, the nonprofit Electronic Frontier Foundation (EFF) built a $250,000 machine, called the EFF DES cracker (aka Deep Crack, after IBM’s Deep Blue chess computer). Deep Crack won another challenge by breaking a DES message in fifty-six hours.

        Not only was the decision to use a short key shortsighted, having failed to factor in advances in computing power. Parts of the design process of DES, and the rationale behind them, were kept under wraps. Working behind the scenes contravenes Kerckhoffs’s principle: even if the design of a system is known, we must also know the why, not only the how. Worse, there were suspicions that particular design choices, far from contributing to the system’s overall security, could actually harbor a backdoor—that is, a way to break the system without having to compromise the key. No small part of these suspicions was due to the fact that the National Security Agency (NSA) was involved in the design of DES. The NSA is, among other things, responsible for global data monitoring and collecting for the United States. It was therefore not paranoid to doubt the integrity of a secret system that had the blessing of an actor that would gain from being able to bypass, for its own advantage, the protections offered by the system.

        It seems, from what we have learned since, that the NSA’s contribution in the design of DES was double edged. On the one hand, the NSA hardened DES by improving details in its design so as to be able to withstand a certain kind of cryptographic attack, differential cryptanalysis, which was known to NSA and independently to IBM, but not to the wider cryptographic community. In differential cryptanalysis, we try to exploit the way different plaintexts lead to different ciphertexts. It turned out that DES was surprisingly resistant to differential cryptanalysis. On the other hand, the NSA recommended that DES should have a shorter key instead of the initial proposal of 64 bits. That would allow breaking DES with substantial, but not insurmountable, computing power, as indeed happened with the 56-bit key.

      
      
        The Advanced Encryption Standard

        We will probably never know whether the design of DES was tainted intentionally; be that as it may, the open competition for the successor to DES won nothing but praise from the worldwide cryptographic community, both for the conduct of the competition and for the final result. In the end, the winner was a cipher submitted by two Belgian cryptographers, Vincent Rijmen and Joan Daemen. The cipher was originally called Rijndael, after the names of its inventors, but has since been known as the Advanced Encryption Standard (AES). It still protects much of digital communications today.11

        Figure 20 depicts what AES looks like.

        Let’s go through the figure to provide a condensed description of AES; we will give more details as we proceed. AES takes the plaintext message and breaks it into little pieces, called blocks, that are 16 bytes, equal to 128 bits, long. Each block is treated as a table that has 4 rows of 4 bytes each. It undergoes encryption and then AES proceeds to encrypt the next block. To encrypt each block, AES processes it in multiple rounds. The number of rounds varies depending on the length of the key we use, which can be 128, 192, or 256 bits long: 10 rounds for 128-bit keys, 12 rounds for 192-bit keys, and 14 rounds for 256-bit keys. In each round, the original key is transformed in some particular way and used to alter the plaintext block. Then the result of the transformation of the block using the round key undergoes a series of further transformations. In the first of them, we substitute each byte of the block with another byte, according to a specific substitution table. Then we take the resulting block, which, remember, we treat as a table, and shift its rows, again in a particular way. Having done that, we turn our attention to the columns, which we mix in a (you guessed it) particular way. Once we have done all of our rounds, we do another byte substitution, followed by row shifting, and before we produce the final ciphertext we add another key transformation. Decryption using AES is almost the same as encryption; the ciphertext undergoes a similar series of operations, doing the same number of rounds, until at the end all the mangling performed by the encryption is undone and the original plaintext block emerges on the output.
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            Figure 20

          
        
        All of this looks rather mysterious, but we can get a better understanding of AES by peering into the distinct stages. This will also allow us to appreciate that AES is a careful choreography of steps, each chosen thoughtfully. Bear with us. It is worth pursuing the thread of AES in order to understand how a modern cryptographic method really works!

        AES is based on two fundamental ideas of cryptography that had been introduced several decades before. In 1945, at the close of World War II, Claude Shannon (1916–2001), a mathematician and electrical engineer, wrote a classified memorandum developing “a mathematical theory of secret systems.” A declassified version of the memorandum was published after the war, in 1949.12 Shannon’s contribution to cryptography was a small part of his achievements. He founded the field of information theory—that is, the mathematical study of digital information. The very word “bit,” which stands for binary digit, was proposed by Shannon. He completed his master’s thesis at MIT at the age of twenty-three; in the thesis, he showed that electric circuits could implement Boolean algebra, which is one of the foundations of digital computers. Shannon also explored computer chess, juggled and unicycled, and was the coinventor (with mathematician Edward O. Thorp) of the first wearable computer, whose purpose was to beat the casino at roulette.

        In the memorandum, Shannon proposed that a cryptographic system should employ two methods for ensuring secrecy. The first is diffusion, which “dissipates” the statistical properties of the plaintext among “long-range statistics” of the ciphertext. Recall that we can break a ciphertext by exploiting its statistical properties, like letter frequencies. Such an attack could be thwarted if we have each letter in the input plaintext influence many letters in the output ciphertext. Then there would be no direct correspondence between the frequencies of the ciphertext and those of the plaintext: the frequencies of the input would be diffused among the output. Ideally, we would like the value of one bit in the input plaintext to affect half the bits of the output plaintext. That is an instance of the avalanche effect in cryptography: a slight change in the input should result in significant changes in the output.

        The second method that Shannon proposed is confusion, which should make the relationship between the statistical properties of the ciphertext and encryption key as complex as possible. In this way, it will not be possible to find the key by exploiting ciphertexts.

        We can see how confusion and diffusion are applied in practice in the way AES gets from the plaintext to the ciphertext. As we said, AES works with blocks of bits taken together; it is therefore a block cipher. When given some data to encrypt, it slices up the data into chunks, the blocks, of 16 bytes each, equal to 128 bits. If there are fewer than 16 bytes available to make a block (i.e., the number of bytes in the data is not a multiple of 16), it pads the block with 0s. The 16 bytes in a block are arranged in a matrix—that is, a table, which is called the state; see figure 21, where individual bytes of the plaintext are written with p0, p1, . . . , p15.
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            Figure 21

          
        
        The first step in AES is to add to the state a subkey (the round key) that is derived from the encryption key. The addition is performed using the exclusive-or (XOR, ⊕) operation. XOR works on individual bits: if either, but not both, of 2 bits are 1, the result is 1; otherwise it is 0, as depicted in figure 22.
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            Figure 22

          
        
        The state and subkey are processed bit by bit; each bit of each byte of the state is XORed with the corresponding bit of the corresponding byte of the subkey. Then the state contains a new set of 16 bytes, x0, x1, . . . , x15. Characters are represented in computers as numbers according to standard character encodings. These numbers are in their turn represented as bits grouped in bytes. Suppose that one of the bytes of the state contains the character N, which inside a computer is represented as the number 78 with the sequence of bits 01001110 in binary. If the subkey gives us the character o, represented as the number 111 with the sequence of bits 01101111, then we have:
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        The resulting bits 00100001, equal to the number 33, are the internal representation of the character ! in the computer. That is, the N of the state, given o from the subkey, will be transformed to !, as shown in figure 23.
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            Figure 23

          
        
        AES then proceeds by combining both confusion and diffusion. To create confusion, AES substitutes the bytes in the state by special values. This is done using a look-up table called an S-box (for substitution box). There are 28 = 256 different bytes, so the S-box contains 256 values, one for each possible byte value. AES takes each byte of the state and substitutes it with the value found in the corresponding position of the S-box. For instance, suppose that character B is stored in one of the bytes of the state. AES looks up B in the S-box and finds that it should be substituted by the character ;. The B in the state is thus changed to ;, and similarly for all other bytes in the state, as seen in figure 24.

        Having substituted the contents of the state according to the S-box, AES applies diffusion by permuting and mixing the data in the state. It permutes the contents of all rows except the first by shifting them leftward one, two, and three positions, respectively, wrapping around the left end of each row of the state. This wrapping around explains why in figure 25, sb11, for instance, moves one place to the right; it actually moves three places to the left, and when it reaches the left end, it comes back from the right end. But this would create a mess of arrows in the figure.
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            Figure 24

          
        
        After the contents of the rows are shifted, AES mixes up the contents of each column, applying a mathematical transformation to its bytes and producing a new column; see figure 26.

        Following the mixing of the columns, another subkey is added to the current state, as in the first step, completing a round. As we said, each block of plaintext goes through at least ten rounds, one after the other (only in the last round are columns not mixed). At the end of the final round, we get the final ciphertext.

        What about decryption? Once we have encrypted our data with AES, how can we recover the original plaintext, given the plaintext? The operations carried out by AES are reversible provided we have the original encryption key. Given the encryption key and ciphertext, we follow a similar suite of operations (with some changes; for instance, we use an inverse S-box for substituting bytes) that undo the changes, dispel the confusion, and tidy up the diffusion.

        The steps inside a round appear as a feast of slicing, dicing, and mixing the plaintext—they have probably made you lose track of what is happening—and we do that several times. There also seems to be some magic involved. What are the contents of the S-box that dictate how bytes are substituted? And what about the mathematical operation that mixes up the contents of each column of the state?
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          Figure 25
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          Figure 26

        
        Rijmen and Daemen did not arrive at this slicing, dicing, and mixing at random. The contents of the S-box are chosen carefully, following mathematical properties that ensure that the results of the byte substitution step are resistant to cryptanalysis. The operation performed when mixing the columns is a special form of matrix multiplication of each column. The operation has again been chosen carefully so as to provide a good deal of diffusion in the cipher.

        Following Enigma and the mechanization of cryptography, a good cipher should be able to withstand sustained attacks where the adversary may possess large amounts of computing power. It is difficult, therefore, for a good cipher to be the fruit of dilettante effort. If we expect computers and algorithms to attack our cipher, then the cipher had better have the best guarantees that it can withstand such attacks. Such guarantees are provided by mathematics. Good ciphers have strong mathematical foundations.

        The particular way that rows are shifted, columns are mixed, and bytes are substituted is determined by operations that have been chosen to ensure that the resulting ciphertext looks random, and that it is not possible to establish any relationships between the ciphertext and the original plaintext. The operations follow principles of number theory to ensure that.

        That is another characteristic of modern cryptography. Whereas traditional cryptography is mostly a matter of substituting and mixing alphabets, in modern cryptography we treat everything as a number (to a computer even text is a series of numbers, so that is no problem). We want to transform the plaintext numbers in such a way that recovering them is infeasible without knowledge of the key. To be sure that these transformations are indeed capable of doing that, we usually rely on the arithmetic properties of the numbers, and number theory is the field of mathematics that deals with that.

        Number theory has long been held as a mathematician’s playground. It is the study of numbers themselves, without (at least as was thought) any immediate applications. Take, for instance, British mathematician G. H. Hardy, who in 1940 wrote an essay, “A Mathematician’s Apology,” extolling the beauty of mathematics independent of practical uses. He had something particular to say for number theory:

        
          If the theory of numbers could be employed for any practical and obviously honorable purpose, if it could be turned directly to the furtherance of human happiness or the relief of human suffering, as physiology and even chemistry can, then surely neither [Carl Friedrich] Gauss nor any other mathematician would have been so foolish as to decry or regret such applications. But science works for evil as well as for good (and particularly, of course, in time of war); and both Gauss and lesser mathematicians may be justified in rejoicing that there is one science at any rate, and that their own, whose very remoteness from ordinary human activities should keep it gentle and clean.13

        

        
          Whereas traditional cryptography is mostly a matter of substituting and mixing alphabets, in modern cryptography we treat everything as a number.

        

        As we’ll see time and again in this book, Gauss and his lesser colleagues would no longer have reason to rejoice.

        AES is built on good foundations, but that is not enough. There may still have been something that its inventors missed—some weak link in the sequence of encryption operations of which they were not aware. That is where the initial competition entered the scene: the cryptographic community agreed that, to its best knowledge, AES is good. Perhaps more important, that verdict has stood the test of time. Since the adoption of AES, many people have examined the cipher and tried to find chinks in its construction. To this day, we don’t know of any practical, successful cryptanalysis attacks against AES. AES is secure, fast, and open.

        We can get a glimpse of the power of AES by a simple example. Let’s take the following image of a key in figure 27. The image has dimensions 16 × 8 = 128; each square in the grid corresponds to 1 bit that is either 0 or 1, so the image has 16 bytes and can fit in a single AES block. If we encrypt the contents of the image using AES, we get the image in figure 28, which arguably bears no resemblance to the original image.

        Let’s now add a tooth to the key; if you notice carefully, you will see it on the top of the blade in figure 29. This is the smallest change we can make to our plaintext; it corresponds to flipping just one bit. If we encrypt the contents of the altered image, we get the new ciphertext image in figure 30, which looks very different from the ciphertext of the original image.

        By comparing the two ciphertexts, we can determine how different they actually are. Of the 128 bits of each ciphertext, only 57 are the same. A change of a single bit in the plaintext created a cascade of 71 changes in the ciphertext. That is 55 percent. We have already mentioned the avalanche effect. A formal definition of the effect is the strict avalanche criterion, which requires that an average of half of the output bits should change when a single input bit is changed. We see that AES gets there.14

      
      
        Modes of Operation and Authentication

        Although in our particular example AES does a good job of hiding the original image, in practice AES as we described it may not be good enough. The reason is that if the plaintext contains two identical blocks of data, these will be encrypted to the same ciphertext. AES is deterministic: identical inputs will produce the same output. You can see the problem in the encryption of the image of Felix the Cat in figure 31.15 To encrypt the image, AES will take chunks of 16 bytes each; however, most of the chunks will be identical blocks of white or black pixels. They will thus be encrypted to identical ciphertexts. This will result in the encrypted image in figure 32, showing a visible trace of the original image. This is clearly not what we want to see. We want to see something like the image in figure 33.

        
          [image: ]

          Figure 27
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          Figure 28
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          Figure 29
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          Figure 30

        
        It appears that despite our assertions about the security of AES, we are back to square one, as under the right circumstances it would be trivial to deduce information on the plaintext from the ciphertext. AES, however, has different modes of operation, which build on the basic flow that we have described. The bare-bones mode, which takes each block and encrypts it independently of the others, is called the electronic code book (ECB) mode. You can see it diagrammatically below in figure 34, taking each block of plaintext (P0, P1, . . .) and the key K to produce the ciphertexts (C0, C1, . . .); decryption is simply the other way around, shown in figure 35. ECB is not used in practice, for the very reason we have just discussed.

        Other modes ensure that each block is encrypted differently, even if it is identical to other blocks. In the cipher block chaining (CBC) mode, each block of plaintext is first XORed with the previous ciphertext block and then encrypted. Hence the encryption of each block depends on the history of the encryption of the previous blocks. CBC encryption and decryption are depicted in figures 36–37. For the first block, for which we have no previous one, we use a random sequence of bits called initialization vector (IV) in its place.
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          Figure 31
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          Figure 32
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          Figure 33
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          Figure 34
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          Figure 35
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          Figure 36

        
        Another mode, the counter (CTR) mode, uses the key to encrypt an arbitrary number, called a nonce, and a counter; then it takes their encrypted output and XORs it with each block of plaintext. In figures 38–39, note that the key is applied to the nonce and the counter, not to the plaintext as before. As the counter changes with each block, no two plaintext blocks, even identical ones, will be encrypted to the same ciphertext. The nonce, which is random, guarantees that each time AES is run, the whole ciphertext will be different, even though the whole plaintext may be the same, and the counter may start each time from zero. Another advantage of CTR over CBC is that the encrypted data can be partially decrypted even if some part has been corrupted or lost; in CBC mode, even a single flipped bit in the beginning will make all ciphertext unusable.
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          Figure 37
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          Figure 38
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          Figure 39

        
        Using AES with the CTR mode on our Felix the Cat example produces the encrypted image in figure 33, which we wanted to see. That image looks random and shows no traces of the original.

        Apart from the extra security, CTR offers another feature. As it uses the key to encrypt the nonce and the counter, it produces a continuous stream of encrypted data (encrypted nonce and counter blocks), which, thanks to the good offices of AES, appears to be random. This random stream is XORed byte by byte with the plaintext. A cipher that works by combining plaintext bytes with a pseudorandom stream of bytes is called a stream cipher. A stream cipher harks back to the one-time pad, and it would be a one-time pad if the stream of bytes combined with the plaintext were truly random. It is not—AES is deterministic, after all. But it is an excellent pseudorandom stream.

        A stream cipher can encrypt data of any size, and does not require the plaintext to align with blocks or pad with zeroes. Moreover, it can encrypt data on the fly, as it comes, without waiting for whole blocks. For example, video and sound in popular conferencing and calling applications travel as data streams. These streams are usually encrypted using AES running CTR or some other mode that turns them into stream ciphers. Encryption and decryption using AES is fast, so we do not notice any delay; when the quality of our encrypted video call is bad, it is a result of slow network data transmission, not of the overhead placed by encryption and decryption.

      
      
        Confidentiality and Authenticity

        With a good symmetric encryption algorithm, like AES, we can achieve confidentiality in our communications. But this is not always enough. Even though we may be confident that our messages will remain secret, a different threat lurks. Suppose we have a malicious actor that, although not able to read our messages, is able to alter them. A malicious attacker is usually called Mallory; unlike Eve the eavesdropper, who can only intercept messages, Mallory can change, substitute, or replay messages. Mallory does not need to know the plaintext to do that. He could intercept the ciphertexts en route to their destination and directly change their contents by altering the bits and bytes that constitute them.

        This is the way a chosen ciphertext attack works. Mallory is able to obtain the decryption, or at least some information about the decryption, of ciphertexts of his choice. If he has knowledge of chosen ciphertexts and their corresponding plaintexts, he can carefully craft a ciphertext that decrypts to a desired plaintext. For instance, he may know that a given ciphertext is an order to transfer a certain amount of money. By altering that ciphertext, he may be able to produce a new ciphertext that is again a transfer order but for a different amount of money. It is not an exotic possibility. The CTR mode is vulnerable to chosen ciphertext attacks.

        All of this shows that, in addition to confidentiality, there is another desideratum for our communication systems: authenticity. We need to be sure that the messages that we receive are the authentic ones that were meant to reach us, entirely unadulterated. Cryptographers have bent their minds on the problem and devised ways to guarantee authenticity as well as confidentiality. Conveniently for us, one way to achieve both relies on yet another mode of operation that combines two of the modes of cipher operation that we have seen. Instead of sending only the encrypted message, we sent the ciphertext accompanied by a short piece of information, called a tag or message authentication code (MAC), which uniquely identifies the original plaintext. The idea is that the recipient, after decrypting the message, can verify that the received MAC corresponds to the plaintext. If it does not, the ciphertext has been altered.

        To construct the MAC, the plaintext M is encrypted using the CBC mode, but we keep only the encryption of the final block. This is our tag, which we denote by T in figure 40. To make sure that an attacker cannot forge the tag, the IV of the CBC mode is set to all zeros. If we don’t do that, the attacker could take a different first block that, with a properly chosen IV, could result in the same second block. The way CBC works, if we have the same second block, we’ll get the same third block, and so on, until the same final block. The attacker would produce the same tag for the message with the altered first block.
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            Figure 40

          
        
        From the way it is constructed, the tag is also called (little surprise here) cipher block chaining message authentication code (CBC-MAC). We then encrypt the plaintext using CTR mode to get the ciphertext C and also encrypt the tag T using CTR mode to get an encrypted tag U. At the end, we join the ciphertext C and encrypted tag U to form the final message that we will send.

        The recipient reverses the process, starting by decrypting C and U using CTR mode. From the plaintext M, they derive the tag T using CBC mode and verify that the tag derived from the decrypted plaintext is the same as the tag derived by decrypting U. If at some point in transit the message was altered, it will produce a plaintext whose tag will not match the received tag. That is because the tag depends on the original plaintext, not on the ciphertext, as you can verify in the figure. Altering the ciphertext will result in decrypting a different plaintext, with a different tag. The whole sequence of events constitutes the counter with cipher block chaining message authentication code mode, or simply CCM mode. This mode assures us of both confidentiality and authenticity.

        CCM operates in an authenticate-then-encrypt manner. Alternatively, we may use an encrypt-then-authenticate approach. Such an approach is adopted by the Galois / counter mode (GCM). The plaintext is encrypted using the CTR mode. The encrypted blocks are also used to produce an authentication tag. That is done using a special form of multiplication called multiplication over a Galois field, hence its name. Évariste Galois (1811–1832) was a French mathematician who died lamentably young, at age twenty, from wounds inflicted in a duel; before that he laid down the foundations of abstract algebra that today underpin much of modern mathematical cryptography.

      
      
        Catch-22

        AES obeys Kerckhoffs’s principle; its internal workings are public knowledge and all secrecy resides with the key that is used for both the (symmetric) encryption and decryption. But then this begs the question, How is the key agreed on between the two parties that wish to communicate? We cannot send a key to our partner over the internet because Eve will be able to intercept it. Of course, we could encrypt it, but to encrypt the key we would need to agree on some other key that we would use to encrypt our AES key, and so on and so forth. We could send our key using a trusted courier, but this is not a practical approach. Or we could exchange a key using a secure communications channel, but if we had such a channel, perhaps we would not need encryption in the first place.

        It is a catch-22 situation. We must give to our recipient the encrypted message and the key to decrypt it. If we give the key unencrypted, anybody intercepting it will be able to decrypt the message. If we give the key encrypted, the recipient will then not be able to decrypt the message because they will have to decrypt the key, yet they do not have the key to do that.

        We are up against the key exchange or key distribution problem: How do we exchange the keys needed for secure encrypted communication? Unless we solve the key exchange problem, AES and any other symmetric encryption scheme cannot be used widely, and certainly not for secure, remote, digital communications. Because mechanisms such as trusted couriers or secure communication channels are beyond the means of most of us, private communication would have remained outside the reach of all but a few, such as spies, diplomats, and operatives. The solution of the key exchange problem, which really opened up cryptography for all, takes us to the next chapter.

      
    
  
    
      
        3

        Key Exchange and Public Key Cryptography

      
      South of Hyde Park, in the Knightsbridge area of London, Brompton Oratory is a large Roman Catholic church built in the nineteenth century. Well-known people and aristocrats have married there, where religious ceremonies continue to be celebrated to this day. But churchgoers, passersby, and tourists (it is located right next to the Victoria and Albert Museum) may not be aware of its role in a different kind of ceremony that took place during the Cold War. The Brompton Oratory was used as a dead drop or dead letter box by Soviet spies in Britain.1 A dead drop is a location where spies agree to exchange secret information. One agent leaves a secret item there, from where it is picked up by another agent later.

      A dead drop is a solution to the key-exchange problem: the location is the means of exchange. Apart from its appeal as an echo of spy stories, it can have practical value when what we want to exchange is a material object. Still, there are obvious drawbacks. The location must remain secret and be communicated somehow in the first place. If it is compromised, apart from losing any value as a secret exchange mechanism, it can also be used to seed misinformation by counterintelligence agents placing fake material in the dead drop. And it certainly cannot be used on a large scale by people who want to keep their affairs private.

      Today a dead drop of a different nature is a secure repository of digital documents, which is typically used to allow whistleblowing through the internet. Whistleblowers can communicate with investigative teams, such as journalists, without revealing their identity. Modern dead drops are used by prominent news organizations.

      Back to the underlying problem, which we sketched at the end of the previous chapter: if we want to communicate securely, we must first establish a key that will secure our communication. Barring meeting face-to-face to exchange a key or using a dead drop to leave a key so that our recipient can then pick it up, what is there to do? In order to enable cryptography for the masses, the key exchange problem must be solved efficiently so that every one of us can establish and use secret keys for our everyday digital communications. The problem baffled cryptographers for a long time. On the face of it, it is not even obvious that a solution exists: to encrypt something, we need a secret key; to agree on a secret, we would need to communicate and encrypt it with some other secret key, and so on ad infinitum. And yet it can be done, and in this chapter we will see how.

      
        Diffie-Hellman Key Exchange

        We can understand how two people can agree on a secret key without a secure communications channel by using an analogy with paints.2 Suppose we have Alice and Bob who want to agree on a common arbitrary color to use, but that will remain known only to them. They start by agreeing on a common base color—say, yellow. They agree on that common color publicly; for example, they just make an unencrypted call or exchange plain email messages. An interloper, Eve, will therefore know that they chose yellow. Next, Alice puts one liter of yellow on a three-liter pot and adds another liter of a different color, which she keeps secret. Bob does the same: in a three-liter pot, he puts one liter of yellow and another liter of some other color that he keeps secret. Both Alice and Bob mix the contents of their pots thoroughly. At this point, Alice’s pot contains a paint whose color is a mixture of yellow and her secret color. Similarly, Bob’s pot contains a paint whose color is a mixture of yellow and his secret color. Alice sends her pot to Bob, and Bob sends his pot to Alice. When Alice gets Bob’s pot, she adds to it a liter of her secret color and mixes it thoroughly. Now the pot in Alice’s hands contains a mixture of yellow, her secret color, and Bob’s secret color. Bob does exactly the same: once he gets Alice’s pot, he adds a liter of his own secret color and ends up with a pot containing a mixture of yellow, his secret color, and Alice’s secret color. That means that both Alice and Bob have pots with the same color. That color is a secret known only to them. Why? Because even if Eve intercepts the pots as they travel between Alice and Bob, she cannot reverse the mixture to arrive at the original colors used to produce it: yellow and Alice’s or Bob’s secret color. The final color is also arbitrary: neither Alice nor Bob can know beforehand what the final color will be.

        The original color, yellow, is publicly known. The mixture of yellow and Alice’s secret color can also be publicly known, but as long as it cannot be unmixed, Alice’s secret color will remain known only to Alice. In the same way, even though the mixture of yellow and Bob’s secret color can be publicly known, as long as it cannot be unmixed, Bob’s secret color will not be known by anybody else. So once Alice adds her secret color to Bob’s mix, and Bob adds his secret color to Alice’s mix, they will both get the same resulting mix, but nobody else will be able to arrive at the same mix from the pots that have been exchanged. Thus Alice and Bob have managed to agree on a secret, even though no part of their communication was secret.

        In reality, we do not want a color for a cryptographic key; our key will be a number. So we need a method with which Alice and Bob will agree on a secret number by sending each other messages. All of these messages will be sent through an insecure channel, so an eavesdropper will know their content. And yet based on these messages, Alice and Bob will agree on a secret number that will not be discoverable by anybody else.

        Let’s see how such a scheme could work, step by step, translating from colors to numbers.

        
          	1.	Alice and Bob agree on a common number (as they agreed on a common base color). Let’s say that they agree on the number 2 and they do that in public, with no secrecy involved. The common number need not be that small, but it’s more convenient for us here.

          	2.	Alice and Bob each pick a number that they keep secret. Suppose that Alice picks 5 and Bob picks 8.

          	3.	Alice mixes her secret number with the common number. To do that, she raises the common number to the power of her secret number: 25 = 32. Bob mixes his secret number in the same way: 28 = 256.

          	4.	They send each other their results; again, this is not done in secret. Alice simply sends 32 in the open to Bob, and he sends 256 in the open to Alice.

          	5.	Alice takes the number received from Bob and mixes it with her secret number. To mix, she raises it to the power of her secret number. That is, 2565 = 1,099,511,627,776. Bob does exactly the same using his secret number: 328 = 1,099,511,627,776.

        

        With this sequence of mixes, they both arrive at the same number much like they arrived at the same color before. That is no coincidence. When we raise a number to a power and then to another power, we will get the same result if we raise the number first to the second power and then to the first. In mathematics, raising a number to a power is called the exponentiation operation. We call the number the base of the exponentiation and the power the exponent. A property of exponentiation is (bm)n = (bn)m = b(mn); raising a power of a number to a power is the same as raising the original number to the product of the two powers. Alice and Bob can therefore always use the above steps to calculate a shared number.

        As such, we can generalize. We’ll use g for the common number on which Alice and Bob agree at the start, a for Alice’s secret number, and b for Bob’s secret number. We can depict the steps and exchange of messages as in the following figure. We assume that the communication channel between Alice and Bob is not secure. Eve, an eavesdropper, knows everything that passes between Alice and Bob, as in figure 41.

        Alice and Bob agree on a number g. Then Alice selects a random number a that she keeps secret. Bob also selects a random number b that he keeps secret. Alice calculates ga and sends it to Bob. Bob calculates gb and sends it to Alice. Now Alice takes the number she received from Bob, gb, and raises it to her secret number a, getting (gb)a = gab. Similarly, Bob takes the number he received from Alice, ga, and raises it to his secret number b, getting (ga)b = gab.
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            Figure 41

          
        
        Can they use that as their secret? Unfortunately not. In the paint-mixing example, we took it for granted that a paint mix cannot be unmixed. That is not true here. If Eve knows the common base number, g, and any of the numbers ga and gb that Alice and Bob exchange, she can immediately arrive at their shared secret. That is because exponentiation is a reversible operation. In the same way that subtraction is the inverse of addition and division is the inverse of multiplication, the inverse of exponentiation is the logarithm operation. If we raise b to the power of m, getting y = bm, the base b logarithm of bm is logby = m. In our example, if Eve gets 25, sent by Alice to Bob, she can immediately inverse the exponentiation operation by taking its logarithm base 2: log225 = 5. Or if she gets 28, she can calculate log228 = 8. Knowing any of the secrets, Eve can use it as in step 5 above and arrive at the agreed-on, nonsecret number. In more general terms, if Eve knows g and ga or gb, she can immediately get a = loggga or b = logggb and then calculate gab.

        The weakness in our scheme is that we have not used an irreversible mathematical operation equivalent to paint mixing. A mathematical operation, or to be more precise, a function that can easily compute a result given some input such that we cannot find the original input given the result, is called a one-way function. It is a function that mixes the input so that we cannot unmix it. One-way functions are a key component of cryptographic mechanisms and are strange beasts because we don’t really know that they exist at all. Their existence remains an open conjecture. We know of functions that to the best of our knowledge produce outputs from which we cannot derive their inputs, but we don’t know (yet) that some breakthrough will not happen and a mechanism won’t be found that will transform one-way functions to two-way ones.

        We need a way to transform the arithmetic operations that Alice and Bob perform into real mixing operations using one-way functions (or at least using what we believe are one-way functions). The key ingredient for doing that is modular arithmetic, which we encountered in the previous chapter. Recall that modular addition is simply adding two numbers and taking the remainder of the sum with the modulus. Modular arithmetic is not limited to addition. It also applies to multiplication: after multiplying two numbers, we take the remainder of the product with the modulus.

        The modulus operation is the magic ingredient that will get us to the mixing operation we want. Instead of Alice and Bob simply raising their common number to some secret power, they will exponentiate and then will take the remainder of the division with another, nonsecret number. In other words, instead of using just exponentiation, they will use modular exponentiation.

        Let’s see what our previous sequence of steps will look like, as portrayed in figure 42.
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            Figure 42

          
        
        
          	1.	Alice and Bob agree on a common number (as they agreed on a common base color). Let’s say that they agree on the number g = 2 and do that in public, with no secrecy involved. They also agree on a prime number that will be their common modulus, which is not kept secret. We’ll use p to denote the modulus. Suppose they pick p = 227 as the modulus.

          	2.	Alice and Bob each pick a number that they keep secret. Suppose that Alice picks a = 17 and Bob picks b = 11.

          	3.	Alice mixes her secret number with the common number, taking the remainder with the modulus. To do that, she raises the common number to the power of her secret number, modulo 227. We’ll use A to denote Alice’s result, so we have A = 217 mod 227 = 93. Bob mixes his secret number in the same way. We’ll use B to denote Bob’s result, so we have B = 211 mod 227 = 5 (performing these calculations is straightforward using a computer).

          	4.	They send each other their results; again, this is not done in secret. Alice simply sends A = 93 in the open to Bob, and he sends B = 5 to Alice, also in the open.

          	5.	Alice takes the number received from Bob and mixes it with her secret number. To mix, she raises it to the power of her secret number, modulo 227. That is, Ab mod p = 517 mod 227 = 194. Bob does exactly the same using his secret number: Ba mod p = 9311 mod 227 = 194.

        

        Alice and Bob calculate the same number again. This time, however, even if Eve has intercepted their common number g = 2, modulus p = 227, and the other messages, A and B, which Alice and Bob exchange, she cannot find Alice’s and Bob’s secret numbers and cannot determine that the common secret to which they arrived is the number 194. That is because as far as we know, there is no way to inverse modular exponentiation. That is called the discrete logarithm problem: if we have gx mod p, we do not know an efficient way to find x, even if we know p and g. So Eve cannot find a or b, and therefore cannot find the shared value gab mod p.

        We can get a visual idea of how modular exponentiation behaves like a one-way function. The exponential function behaves predictably, increasing at a frantic pace. You can see that in the left half of figure 43, where we have calculated the powers of 2 up to 100; they quickly grow beyond the borders of the figure, so we display the function f(x) = 2x on two different scales. The left y-axis is the normal scale, which we have to truncate to make it fit, and the right y-axis is a logarithmic scale. A logarithmic scale has values at intervals that grow exponentially (here, powers of 2) instead of linearly (multiples of a number). Exponential functions show up as straight lines on logarithmic scales.
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            Figure 43

          
        
        When a function f(x) follows a clear pattern on a plot, it is usually easy to find the values of x that produce given values of f(x)—that is, it is easy to invert the function. In the case of the exponential function, it is trivial to invert it by taking its logarithm. This is in effect what the straight line in the left of figure 43 shows. You can find the value of x given 2x by locating 2x on the right scale and grabbing the x on the x-axis.

        If we switch to the right side of figure 43, however, we see the function f(x) = 2x mod 227. In lieu of a predictable, smooth plot, we get an erratic bunch of points. There does not appear to be any pattern to these points; if we did not know how they were produced, we might assume that they are random numbers. That is exactly the problem for Eve: she gets the 2x mod 227 values and is at a loss as to how to get the corresponding x values. She cannot take the logarithm of 2x mod 227, which would give her x. There are no other straight lines or patterns in the figure.

        Whereas we can invert the function f(x) = 2x, we cannot invert the function f(x) = 2x mod 227, and this does not hold just for g = 2 and p = 227. Unless we are careless in our choice of g and p, we cannot invert the general function f(x) = gx mod p—an illustration of why it is a one-way function.

        This mechanism that allows Alice and Bob to exchange a key securely is called the Diffie-Hellman key exchange, after Whitfield Diffie and Martin Hellman, who published it in 1976, changing cryptography forever.3 Up to that point, the cryptographic community did not have any practical solution to the key exchange problem. The Diffie-Hellman key exchange was the first method that allowed two people, no matter how far away from each other they are and how insecure their communication channel, to establish a truly secure shared key that they can then use with the encryption mechanism they want.

        There is a way out for Eve: she can do a brute-force attack, trying different x values until she finds the correct one for a value gx mod p. In our example, if she gets the value 93 from a wiretap, knowing g = 2 and p = 227, she can start calculating 2x mod 227 for x = 1, 2, . . . After a few tries, she will find that 217 mod 227 = 93, so she will have found the discrete logarithm. She will be able to do that only when the numbers are small, however, so we make sure that the numbers are not small at all. We make sure p is an enormous number, such as one with 4,096 bits or 1,234 decimal digits. We also make sure that a and b are big, such as 256 bits each—that is, 77 decimal digits. Brute force will not be a viable option. Eve will have to try a preposterous amount of numbers to find the right one. We used 227 here to make the case, but in real-world applications we use Diffie-Hellman with numbers that preempt the possibility of brute-force attacks.

        You may wonder how we can perform calculations with numbers that are so big. Is Diffie-Hellman an efficient method? It is. There exist excellent algorithms for raising numbers to powers, performing many fewer calculations than we would need to by simply multiplying repeatedly as many times as the exponent indicates. Taking the remainder of the exponentiation is also something that we can do quickly. Although the calculations look frightening, they are in fact trifles for a computer.

        There do exist some loopholes that would allow Eve to break the discrete logarithm problem. We do not know of any efficient way to solve it, but that does not mean that such a way will never be found. We do believe, though, that it is unlikely that we will find an easy solution. More devious are attacks that take advantage of the fact that the discrete logarithm problem is not always hard. If the parameters g and p are not chosen such that certain properties from number theory are satisfied, then there do exist algorithms to find the discrete logarithm more efficiently than brute force. To avoid that, we always choose g and p carefully. For instance, you may have noticed that the modulus p should be a prime number. The calculations in Diffie-Hellman work even if p is a composite, but that is not secure. In our choices, we should be following recommendations that are published openly. As long as we follow them, we know that the current state of the art in number theory assures us that computing the discrete logarithm for our numbers is hard.

        We said above that the cryptographic community did not know of any practical solution to the key distribution problem until Diffie and Hellman published their paper. That is not entirely true. Malcolm John Williamson, a British mathematician and cryptographer, had discovered what we now call the Diffie-Hellman key exchange two years before them, in 1974. Williamson was working at the Government Communications Headquarters, the UK intelligence and communications agency, and therefore was not able to publish his discovery. It was made known many years later, in 1997.

      
      
        ElGamal Encryption

        Once we have the Diffie-Hellman key exchange, another possibility emerges. Two parties have agreed to a common, shared, secret key. Instead of using that key in a separate encryption method, we can take the key and use it directly to encrypt a message by performing a mathematical operation on the message. The requirements are that the result of the mathematical operation should not give any information on the message or key, and that the mathematical operation can be reversed, given the key. This idea lies behind the ElGamal encryption method, introduced by Taher Elgamal in 1984.4

        The mathematical operation that we can use is surprisingly straightforward: we need just perform a modular multiplication, that is, multiplication followed by the modulo operator, of the message with the key. The result of the modular multiplication provides no information about the message or key. Then to decrypt the message, we need to undo the multiplication. If we did not use modular arithmetic, that would be a simple matter of dividing the ciphertext by the key. In modular arithmetic, things get more interesting.

        Let’s forget modular operations for a moment. If we multiply our message m with the shared secret s and get the ciphertext c = m ⋅ s, we can recover the original message by dividing by s: c / s = (m ⋅ s) / s = m. In ordinary, meaning nonmodular, arithmetic, for every integer a ≠ 0, we can find a number b such that a ⋅ b = 1; it is simply the reciprocal b = 1 / a. In our encryption scheme, the reciprocal of our secret is 1 / s. We call b the inverse of a, and denote it by a−1. Inverses are symmetric: when b is the inverse of a, a is the inverse of b. In modulo arithmetic, if a and b are inverses, it does not hold that b = 1 / a; in fact, both a and b are integers, and neither of them is a fraction. We call b the modular multiplicative inverse of a, but we also call it simply inverse for brevity. For example, if a = 3, then the modular multiplicative inverse of a modulo 40 is b = 27, because 3 ⋅ 27 mod 40 = 81 mod 40 = 1.

        While in ordinary arithmetic we can always find the multiplicative inverse of a nonzero integer, that no longer holds in modular arithmetic. The modular multiplicative inverse of a number exists only if the greatest common divisor of the number and the modulus is equal to one. When two numbers have a greatest common divisor equal to one, they are called relatively prime or coprime. Of course, if the modulus is itself prime, as it is in Diffie-Hellman, then the greatest common divisor of the number and modulus will be one, provided the number is not a multiple of the modulus. To find the modular multiplicative inverse, we can use a well-known algorithm called the extended Euclidean algorithm.
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            Figure 44

          
        
        With that, we can now see the steps of ElGamal encryption and decryption, which are pretty similar to the familiar Diffie-Hellman key exchange (see figure 44):

        
          	1.	Alice and Bob agree on a common number g, and they do that in public, with no secrecy involved. They also agree on a prime number that will be their common modulus, which is not kept secret. We’ll use p to denote the modulus.

          	2.	Alice picks a number a that she keeps secret.

          	3.	Alice mixes her secret number with the common number taking the remainder with the modulus. To do that, she raises the common number to the power of her secret number modulo p. We’ll use A to denote Alice’s result, so we have A = ga mod p.

          	4.	Alice sends A to Bob.

          	5.	Bob picks a secret number b. He calculates B = gb mod p and s = Ab mod p = gab mod p. That’s the Diffie-Hellman secret. Then he multiplies s with his secret message m to calculate c = m ⋅ s mod p. He sends the pair (B, c) to Alice. This is the encryption step: the Diffie-Hellman key, when multiplied with the message, disguises it, and nobody can find the original message unless they can remove the disguise. That requires reversing the modular multiplication.

          	6.	Given B and a, Alice can also calculate s = Ba mod p = gab mod p, the Diffie-Hellman shared secret. Alice can decrypt Bob’s message by finding the inverse of s, s−1, and multiplying it with c to get the original message: cs−1 mod p = m ⋅ s ⋅ s−1 mod p = m. Alice is the sole person capable of reversing the multiplication of step 5 and revealing the message.

        

        ElGamal is as secure as Diffie-Hellman, so we can be confident in using it. It is nice that the same construct can be used for more than one purpose. At the heart of the matter is the fact that for any ga mod p (Alice’s A) and gb mod p (Bob’s B), the value gab mod p (the shared secret) is indistinguishable from any random value modulo p, so we cannot use ga mod p and gb mod p to break the system and find the shared secret. To be more accurate, this is an assumption, not a proven statement, and is called the decisional Diffie-Hellman (DDH) assumption. Mathematically, it is a stronger assumption than the assumption that we cannot solve the discrete logarithm problem. There are particular cases where the DDH does not hold, but the discrete logarithm assumption does. Beyond Diffie-Hellman and ElGamal, the DDH enables other efficient and strong cryptographic systems, to the point that Dan Boneh, a leading cryptographer, has likened it to a gold mine.5

      
      
        RSA

        Throughout our discussion on cryptography, we have been heeding a fundamental assumption that a message is encrypted to a ciphertext with a key and the ciphertext is decrypted to the original message using the same key. What if we drop that assumption? Could we devise a scheme where we could use different keys for encryption and decryption?

        
          Could we devise a scheme where we could use different keys for encryption and decryption?

        

        At first sight, this does not appear to make sense; after all, in our everyday experience, when we lock something with a key, we need the same key to unlock it. Dropping the assumption means that we would need a padlock with two different keys, so that if it is locked with one, it is unlocked with the other.

        If Alice has such a padlock and pair of keys and wants to communicate securely with Bob, she will send the padlock and one of the two keys to Bob. Bob will get a box, put his message inside the box, close the padlock, and lock it with the key he got from Alice. When Alice gets the locked box back, she will use her other key to unlock the padlock and recover Bob’s message, as shown in figure 45.

        We want to do something similar in the digital realm. Suppose that we have a message, m, encoded as a number, that we want to encrypt. We would like to give Bob one key so that he can encrypt it and send the encrypted message to Alice. Then Alice would use the other key, which she has not divulged to anybody, to decrypt it. If we were able to do that, the key distribution problem would be solved because we would not distribute the decryption key at all. Alice would distribute freely one of the keys, keeping the other key secret, and secrecy would be guaranteed as long as she keeps the other key secure.

        This idea forms the basis of public key cryptography. Instead of having one key as the foundation of encryption and decryption, public key cryptography posits that we can have two keys: one for encryption, and one for decryption. We do not need to keep both keys secret. We make the encryption key public so that anybody who knows the public key can send us an encrypted message. But only the person who possesses the private key can decrypt it.
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            Figure 45

          
        
        This is a major pivot in the way we think of cryptography: the encryption and decryption algorithms that we have seen up to now, from ancient times to today, use symmetric cryptography: the same key is used for both encryption and decryption. Public key cryptography breaks this assumption and ushers in asymmetric cryptography.

        
          Instead of having one key as the foundation of encryption and decryption, public key cryptography posits that we can have two keys: one for encryption, and one for decryption.

        

        To get there, let us start with a simple operation. We find a large positive integer e, which we do not keep secret, and raise the message, m, to that power:

        
          c = me

        

        Now we need a way to get m back from c. That is trivial. If we have a value like y = xn, and we want to get x from y, it is pretty straightforward—we’ll take the nth root of y: [image: ]. For example, the square root of 4 is 2 ([image: ]), the cubic root of 8 is 2 ([image: ]), the fourth root of 16 is 2 ([image: ]). Instead of writing nth roots, we define the fractional power y1/n to be the nth root of y: [image: ]. This works nicely with the identity of raising a power to a power: (xy)z = xyz, so (xy)1/y = xy⋅1/y = x1 = x.

        Knowing this, if we create c as c = me, then we are able to find m immediately by taking the eth root of c, or, equivalently, raising c to d = 1/e:

        
          cd = (me)d = med = me⋅1/e = m

        

        For example, suppose that m = 2 (to keep things simple). Then if we use e = 5, we have c = 25 = 32. If we now raise 32 to 1/5, we have [image: ].

        Our scheme does not amount to much because Eve can intercept c and also immediately take the eth root of the ciphertext to recover the plaintext.

        But now we add a twist. Rather than simply raising the plaintext to a power, we will raise it to a power and take the remainder modulo a chosen number n (no relation with the discussion of the nth root above).6 That is, we will perform modular exponentiation so that we will have:

        
          c = me mod n

        

        This looks like Diffie-Hellman on the surface, but it isn’t. In Diffie-Hellman, the exponents are secrets; this time, our secret, m, is the base of the exponentiation.

        To get m back from c, we need to get the eth root of c modulo n. That is the crux. Getting the eth root of c modulo n is not easy. There is no such thing as [image: ]. What we need to do is find a number d such that:

        
          m = cd mod n

        

        The problem is that, when we are working with modular arithmetic, the number d is not simply the multiplicative inverse of e; it does not work to set d = 1 / e and plug it into the above equation.

        It seems that we are getting somewhere. We encrypt our message m as c = me mod n. We would like to decrypt the ciphertext c using m = cd mod n, for some d, if only we knew how to find it.

        In 1978, three researchers, Ron Rivest, Adi Shamir, and Leonard Adleman, described a way to do that, thus creating the RSA cryptosystem (after the first letter in each of their last names).7 Although we cannot find d given any e, they found a way to generate e, d, and n together. In effect, the RSA cryptosystem describes how we can find three numbers, e, d, and n, such that whenever we perform an exponentiation modulo n of a message with one of them, we can recover the message by performing an exponentiation modulo n of the ciphertext with the other number of the pair.

        Let’s return to our usual cast of characters. Alice uses RSA to find three numbers e, d, and n, with the required property:

        
          c = me mod n,  m = cd mod n

        

        Alice will keep d a secret and not reveal it to anybody. As for e, she will make it public, along with n. She can put it into her online profile, website, email signature, or wherever. She can share the tuple (e, n) to the world; the tuple is her public key. She keeps d a secret; the tuple (d, n) is her secret (private) key. The two keys form a key pair, called a public-private key pair.

        Bob gets the tuple (e, n). Bob uses the tuple to encrypt his message, calculating c = me mod n, and sends the resulting c to Alice. Alice uses her tuple (d, n) to decrypt it, getting m = cd mod n, as depicted in figure 46.
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            Figure 46

          
        
        Eve intercepts c as well as (e, n). To decrypt the message, however, she needs to find d, and Alice has kept d a secret. So even though Eve can follow all the communication between Alice and Bob, she cannot decrypt the ciphertext. She could be tempted to find m by calculating the eth root of c modulo n, but (as you’ve probably guessed) there is no efficient way of doing that.

        We can see RSA in action with a small example. Alice has generated her public-private key pair as (e, n) = (17, 2773) and (d, n) = (157, 2773). Bob wants to encrypt the number 920 and send it to Alice. He will ask Alice for (e, n) = (17, 2773) and perform the calculation:

        
          c = 92017 mod 2773 = 948

        

        Then Bob will send c = 948 to Alice, and Alice will calculate:

        
          m = 948157 mod 2773 = 920

        

        So Alice will get the plaintext back correctly. The calculations may seem complicated, but not to a computer.

        The example shows that the numbers e and d are not connected in an obvious way: with e = 157, to find the 157th modular root of a number c = m157 mod 2773, we have to raise the number c to d = 17 and take the remainder modulo n = 2773. And even if we know e, n, and me mod n, we cannot find d to carry out the operation.

        The insight behind RSA is how to find the numbers e, d, and n in the first place. This is how:

        
          	1.	Pick two distinct prime numbers, p and q.

          	2.	The number n will be their product: n = p ⋅ q.

          	3.	Calculate the product (p − 1) ⋅ (q − 1). Pick a large integer, which will be e, such that there is no number (apart from 1) that divides both e and (p − 1) ⋅ (q − 1). To put it in more mathematical terms, their greatest common divisor is 1 and they are coprime.

          	4.	Find the integer d such that the product e ⋅ d has the remainder 1 when divided by (p − 1) ⋅ (q − 1). That is, find the number d such that e ⋅ d mod (p − 1)(q − 1) = 1.

        

        In step 4, we have two numbers, e and d, such that their product is 1 modulo (p − 1)(q − 1). In the modulo realm, then, e and d are inverses of each other. We meet again the modular multiplicative inverse that we introduced when we described ElGamal. In step 3, we find a large number e that is coprime to (p − 1)(q − 1). We do that because then we know that e will have a multiplicative inverse modulo (p − 1)(q − 1). One way to do that is to pick random numbers until we find one that is coprime. Then we know that the e we find in step 3 has a modular multiplicative inverse, which we’ll find in step 4. In that step, we find e’s inverse d using the extended Euclidean algorithm.

        The security of RSA rests on the difficulty of finding d if we know only e and n, the public key. This ensures that it is not possible to find the private key from the public key. Once more, it is mathematics that tells us that, to the best of our knowledge, this is difficult. From the way e, d, and n are constructed, the number n is the product of two prime numbers, p and q, which we pick at random when we create our public and private keys. These two numbers we have to keep secret. That means that we have n = p ⋅ q, but nobody else knows that. Eve, and anybody else, only knows n. If, having n, they could find the two prime numbers p and q, then they could run step 4 above, construct the secret d, and break RSA.

        The fundamental theorem of arithmetic tells us that any integer greater than 1 can be written as a unique product of prime numbers, which are called its prime factors. The two numbers p and q are the prime factors of n. The process of breaking up a number to its prime factors is called factorization. Although every integer can be factored to primes, we do not know of an efficient algorithm to do so. Given n, we do not know how to find p and q efficiently. We can try different values for p and q, but if n is large (and we can make it enormous), applying such a brute-force approach will not work.

        As in Diffie-Hellman and the discrete logarithm problem, there is no proof that an efficient algorithm for integer prime factorization, as the problem is formally called, does not exist. But we have not found any, and with the current state of knowledge in mathematics we believe it is unlikely that we will ever find such an algorithm.

        Enough with mathematics. Getting back to an example of using RSA, suppose that Bob wants to encrypt the following phrase and send it to Alice:8

        
          IT WAS GREEK TO ME

        

        As we saw, Alice’s public key is (e, n) = (17, 2773). RSA performs all calculations modulo n, here 2773, so the message must be encoded in numbers less than 2773. In general, when we have calculations modulo n, all numbers will be from 0 up to n − 1, as these are the possible remainders of divisions by n. Therefore, in RSA we must ensure our message fits the modulo n; the same applies, for the same reason, in ElGamal encryption. In our example, we can do that by using a two-digit number per letter, including blank spaces; a blank will be 00, A will be 01, B will be 02, up to Z, which will be 26. In this encoding, two characters form a block that fits in 2773, so the message would be encoded as:

        
          0920 0023 0119 0007 1805 0511 0020 1500 1305

        

        In the above, 0920 is a block encoding I (09) and T (20); 0023 is a block encoding the blank (00) and W (23), and it goes like this for the rest of the message. Bob can take each block, encrypt it using Alice’s public key, and send it to Alice. We already saw that the number 920 encrypts to 948. This is the encryption of the whole plaintext:

        
          0948 1581 2243 1698 2423 0680 2624 2417 0813

        

        Alice will take each block and decrypt it: 948 decrypts to 920, which decodes to IT, 1581 decrypts to 0023, which decodes to a space and W, 2243 decodes to 0018, which decodes to AS, and so forth along the rest.

        At this point we have a method, RSA, that we can use to encrypt messages without suffering from the key distribution problem. An obvious question arises then: Why bother with AES and Diffie-Hellman at all? Doesn’t RSA solve all of our cryptographic problems? Why would anybody want to use AES, which requires that we exchange keys using Diffie-Hellman? Surely it is way simpler to do everything with RSA?

        The answer is that yes, it is simpler to use RSA instead of a combination of methods, yet in practice we rarely ever use RSA to encrypt messages. The reason is that RSA is much slower than a symmetric encryption cipher like AES. Depending on the implementation, RSA can be hundreds or thousands of times slower. That is counterintuitive given that AES involves the complex sequence of steps that we saw in the previous chapter while RSA uses only modular exponentiations. Yet the AES internals are much more computer friendly than RSA, and the sizes of the numbers involved are at a different scale. AES works with keys of 128, 192, or 256 bits while RSA needs keys that are thousands of bits long.

        For that reason, RSA is really used as a key exchange mechanism, as an alternative to Diffie-Hellman. Bob encrypts a key using RSA and sends the key to Alice. Then Alice can use that key with AES or any other symmetric encryption algorithm. This combination of symmetric and asymmetric encryption is called hybrid encryption and is very common; ElGamal is also commonly used in hybrid encryption to encrypt a symmetric key.

        What we have described here is the so-called textbook RSA or schoolbook RSA. This should alert you because when something is portrayed as textbook or schoolbook, it usually means that it is an ideal, which is seldom or ever used in practice. So it is with RSA: the textbook RSA should never be used in practice because it is insecure, having important vulnerabilities.

        One vulnerability is that textbook RSA is deterministic. Like AES, for a particular key, the same plaintext will always be encrypted to the same ciphertext. That is a problem (remember Felix the Cat?) because an attacker may be able to deduce some information on the meaning of ciphertexts even without decrypting them. For instance, Bob may be sending to Alice a sequence of messages, some of them identical, like instructions to perform some action. If Eve intercepts the ciphertexts and observes the actions that Alice performs, she will be able to associate particular ciphertexts with actions. So Eve will know what the ciphertexts mean even without having revealed the underlying plaintexts.

        Another vulnerability is that textbook RSA is malleable. A cryptographic method is malleable when an attacker can transform the ciphertext into another ciphertext that decrypts to a plaintext related to the original one. Therefore it is not secure under a chosen ciphertext attack, which we introduced in the previous chapter. In RSA, if Bob has created the ciphertext c = me mod n, then an adversary can create a new ciphertext c′ = tec mod n and send it to Alice. She will decrypt it with (tec)d mod n = ted med mod n = t ⋅ m mod n. If the original message contained an agreed-on sum, the message from the decryption of c′ will be t times modulo m the original sum—not an ideal state of affairs. To be fair, not just RSA but ElGamal also suffers from malleability, yet there are other schemes related to ElGamal that are nonmalleable.9

        These two problems can be remedied in RSA by padding. We take the plaintext and some random data and combine these two before encryption. A scheme that uses RSA with padding is optimal asymmetric encryption padding (OAEP), or RSA-OAEP. This has been formalized as a standard, PKCS #1 (Public Key Cryptography Standard #1), the first in a series of standards published by RSA Laboratories, a security company founded by the inventors of RSA.10 Such standards are instrumental in taking a textbook description of a cryptographic method and making it suitable for use in the real world.

        This leads to a warning for the reader: none of the modern cryptographic techniques we describe are meant to be used simply as presented here. It may seem that we are bashing RSA, but a similar caution applies to Diffie-Hellman, which in practice can be less secure than widely believed.11 In the beginning of the book, we proclaimed that we aim to show how cryptography actually works. In the last couple of chapters, we do that by describing the fundamental concepts and the logic behind different methods. A cryptographic method, however, is a depiction of an algorithm. An architectural blueprint, even if accurate, is not a finished building. A lot of additional work and engineering decisions are required, taking into account the facts on the ground. Similarly, to turn cryptographic methods into actual products that can stand their ground against real adversaries, we must take care of many implementation details and guard against possible attacks that span the whole spectrum of activities required to go from a blueprint to a tangible artifact. This is an ongoing process, as possible weaknesses and vulnerabilities can be discovered long after the method is initially proposed. Still, remaining faithful to how something really works does not require going into every detail of its implementation. To understand how a tool is made, you must start by studying its design documents and diagrams; you do not need to know the manufacturing details—unless, that is, you are the manufacturer.

        When we decide to use a cryptographic method, we should be careful to use a product that follows the relevant standards and has a good security track record. A good idea is to use open-source products—that is, products built with software whose source code is published and made available to the public so that anybody can inspect as well as study it for any possible vulnerabilities. We cautioned against security by obscurity in the previous chapter; transparency works best throughout the cryptographic spectrum of methods.

        RSA completed the revolution that Diffie-Hellman started, as it was the first time that public key cryptography was disseminated to the cryptographic community. In an eerie parallel to the history of Diffie-Hellman, though, public key cryptography was known before to a select few. Clifford Cocks, working at the Government Communications Headquarters, had discovered an equivalent system back in 1973 but, like his colleague Malcolm John Williamson who had discovered Diffie-Hellman, his results remained a secret until they were declassified in 1997.

      
      
        Digital Signatures

        “On the Internet, nobody knows you’re a dog,” goes the caption of a cartoon that was published in the New Yorker on July 5, 1993. The cartoon, by Peter Steiner, features two dogs. One of them, sitting on a chair in front of a computer, speaks the caption to the second dog, who is sitting on the floor.

        Although it is not so easy to hide our identity in the online world, the cartoon alludes to a real problem. If you receive a message from somebody, how do you know that the message is really from the alleged sender? You are probably safe to assume that it has not been sent by a dog, but while in the real world you rely on clues such as a signature to know that indeed the message has been written by its purported author, how can you link a digital message to its author? How can you prevent the author of the message repudiating that they have written it? A digital message can be copied an infinite amount of times, and every copy is as good as the original. Moreover, a digital message can be changed, and there won’t be any smudges on it to indicate that there is something out of order.

        To ensure authenticity, we take a leaf out of the physical world’s book and transfer it to the digital one. As we noted, in the physical world we verify the author of a document by checking for their signature on it. We do the same in the digital world; the way we do it is with digital signatures, and digital signatures are possible with asymmetric encryption schemes like RSA.

        Recall that the basic idea is that what we encrypt with one of the two keys in the public-private key pair can only be decrypted with the other key in the pair. Bob encrypts with Alice’s public key, and Alice decrypts with her private key. But now we can interchange the order of exponentiation in RSA and still get a valid identity:

        
          (md)e mod n = m

        

        Notice that we have swapped the positions of e and d in the original identity. According to mathematics, we can do that, and it is correct. But this is not just about fiddling with the exponents; the new identity has a real import in that it shows us that we can use the secret key d for encryption and the public key e for decryption.

        Why should anybody want to do that? It means that we have Alice encrypt a message with her private key. The message is no longer secret because anybody with her public key (that is, everybody who cares, as the key is public) can decrypt it. But the public and private keys form an indissoluble pair. What is bound by one of the two keys can only be unbound by the other. Therefore when Bob uses Alice’s public key to decrypt her message, he can be sure that it was encrypted with her private key. As long as Alice keeps her private key secret, Bob can be sure that the message was created by Alice and nobody else. In this way, Alice has signed her message. Everybody can decrypt Alice’s message and, by doing so, everybody can be sure that this was indeed Alice’s and nobody else’s message. Alice no longer sends an unbreakable encryption of her message but rather her signature on the message, as shown in figure 47.

        
          [image: ]

          
            Figure 47

          
        
        This exchange suffices to prove to Bob that the message comes from Alice, as long as he knows that it is Alice who has sent him her public key in the first place. He might know it because he got it directly from her. In general, however, knowing that Alice’s public key does indeed come from Alice is a problem (think of the dog again). We solve the problem by using digital certificates; these are digital files that are digitally signed by authorities that we have agreed to trust and who attest that Alice’s public key is indeed Alice’s public key. It is analogous to what happens in the physical world; for instance, your passport is valid because it is issued by some public authority. A public key is valid because it has been certified by a public authority. What constitutes a public authority on the internet is different from what constitutes an authority offline, but the basic concept is the same. In the next chapter, we will see that digital certificates play an important role in internet communications.

        There is a slight hitch in the scheme we have described, and it has to do with the fact that RSA can only operate on messages whose size does not exceed the modulo n. We can try to break up the message into chunks, as we described before, but that is insecure. Imagine that instead of signing a whole document, you cut it up into words and sign each one of them separately. Then somebody could take your individually signed words and stitch them together to create any signed message of their choosing. To get around the problem, we use digital fingerprints. A fingerprint uniquely identifies a person, but is considerably smaller and easier to carry around than the person itself. A digital fingerprint, also called a message digest, is something similar. It is something that we derive from a digital document and uniquely identifies that document. The way this works is with special algorithms that read the whole document and perform some speedy calculations on its contents. The end result is a tiny piece of data, for example 8 bytes (256 bits) long, that we are confident would only come out of that particular document. These algorithms are called hash algorithms (you can think that they make a hash of the contents of the document) and implemented in hash functions.

        Hash algorithms are an important element of cryptography on their own; we’ll see that they are an integral part of cryptographic protocols and applications. Let’s consider what a hash algorithm really achieves. It takes an input, which can be considerably large. Based on this input, it computes a small output, of a fixed size, such as 256 bits. As we want that output to operate as a digital fingerprint of the input, it must be unique. Some thought will show that it is not possible to guarantee that this will always happen. If our documents are 10 kilobytes long (tiny documents by today’s standards), each one of them is 10,000 × 8 = 80,000 bits long. There are 280,000 possible documents of 10 kilobytes (why? because each of the 80,000 bits can take two values). If our hash values are 256 bits long, we have only 2256 unique fingerprints for 280,000 possible documents. True, these powers of 2 are preposterously large; be that as it may, many documents will hash to the same value. When two documents hash to the same value, we say we have a collision.

        Even though it is theoretically impossible to avoid collisions altogether, good hash functions have the property that collisions are extremely unlikely—after all, we are never going to hash anywhere near 280,000 documents. Moreover, their output looks random and does not give any cue as to their input; it is not possible to recover any information about the original document from its hash. That means that it is not possible to go back to the original document itself if we have only its hash value. A hash algorithm is then a one-way function. Cryptographers over the years have developed hash functions that meet the above properties. A set of hash functions that is commonly used in cryptography is the SHA-2 (secure hash algorithm 2) family, designed by the NSA and published in 2001. The different members of the SHA-2 family produce hash values of different sizes. A popular choice is the SHA-256 function, producing, as we would expect, 256 bit hashes.12

        To see what a SHA-256 fingerprint means, take the full text of James Joyce’s Ulysses, which runs to 1,520,795 bytes or 12,166,360 bits. The SHA-256 digest of the text is the string:

        
          9ce5a3ee947c7a66c0967fc719e468d44d5efafd8d23488f57d4cd7181ae7289

        

        This string uniquely identifies Ulysses, as it is extremely unlikely that we can find another document with the same SHA-256 value. The hash value bears no discernible relation to the original text. Indeed, the text begins with the title, “ULYSSES.” If we change the title to “uLYSSES,” which corresponds to flipping a single bit to change the uppercase U (its binary representation in a computer is 1010101) to the lowercase u (its binary representation in a computer is 1110101), the new SHA-256 hash value is:

        
          88a98f4d500906200c03772b41addc076f66bbff8069f61fa2a1fd81be6218d1

        

        A single bit flipped among more than 12 million; a completely different hash value.

        Back to signing. When Alice wants to sign a document and send it to Bob, she does not really sign the document itself. She produces its digital fingerprint using a hash function that creates a fingerprint smaller than the modulus n and signs the fingerprint. She sends the signed fingerprint along with the document to Bob. Bob gets the message and its digital fingerprint. He knows that the fingerprint could only have been created by Alice because it was signed by her. So he simply runs the same fingerprint-generation algorithm on the message and checks that he gets exactly the same fingerprint as the one that came signed by Alice.

        Hashing is an essential component of using RSA-based signatures in the real world. Textbook RSA signatures, like textbook RSA encryption, are only suitable for educational purposes. If Alice really wants to sign a message, she will not simply encrypt it with her private key. She will probably use a scheme like RSASSA-PSS (RSA signature scheme with appendix—probabilistic signature scheme), or simply RSA-PSS, which uses hashing and padding prior to the actual RSA signing. RSASSA-PSS is part of PKCS #1, which we encountered before.

        Something that may not be immediately obvious is that digital signatures do not imply secrecy. The message and fingerprint are communicated as plaintext in the steps we described above. In fact, secrecy via encryption is completely orthogonal to digital signatures. If Alice and Bob want to communicate securely and have their messages signed, they can add encryption on top of the signing process. That means that Alice will not send the message and fingerprint as plaintext but rather as ciphertexts. To create the ciphertexts, she can use any method she wants. She can use Diffie-Hellman to exchange a key with Bob and then encrypt all communication with Bob (the message and RSA-signed fingerprint) with AES using the key they exchanged. Or she can use RSA to exchange a key with Bob and then use AES to send the message along with the RSA-signed fingerprint to Bob. The second scenario showcases the versatility of asymmetric encryption, which is used for different purposes in the same message exchange.

      
    
  
    
      
        4

        Protocols and Applications

      
      We have seen the basic elements of cryptography: encryption and decryption, and how to exchange keys so that we can encrypt and decrypt securely. In our everyday lives, however, we are not likely to find ourselves exchanging keys, encrypting and decrypting, at least not visibly or consciously. We can communicate securely through the internet, so all of this must somehow happen, but it happens behind the scenes.

      You can think of the basic elements of cryptography as building blocks, LEGO bricks if you will, that are combined to build the applications that we use. The way to combine the building blocks to deliver an application is through protocols. In real life, protocols are agreed on, often officially, and specify the rules to be followed in particular occasions. But they are not only pomp and circumstance. We use informal protocols in our everyday dealings. When making a phone call, the one who picks up the phone usually starts with a greeting, like “hi” or “hello”; this is the cue that the discussion can begin. The caller, if not already known, will then probably announce themselves. After the mutual introduction, the call will continue until the end is announced, such as with a “bye.”

      In cryptography, there are many different protocols for all the different things that we want to perform. In this chapter, we will sketch a few of them, which will hopefully allow you to appreciate the breadth of cryptographic applications beyond the basic encryption and decryption of messages.

      We will start with how our communication is secured on the internet when we communicate with different websites. We must encrypt the data we exchange, but before that we want to agree on how exactly to encrypt the data. We also need to verify that the website we are interacting with is genuine. When you step into a branch of your bank, you know that it is an actual branch of your real bank—unless somebody has set up a fake bank office (this is arguably not easy for a full-fledged bank branch, but setting up a fake ATM is a more practical proposition). When you visit your bank’s website, how do you know that it is the website of your actual bank and not some setup that will steal your e-banking credentials?

      Going beyond solving communication problems between two parties, cryptography can be used for more advanced scenarios. One of them is how to share a secret between a number of people so that the secret can be revealed only when a minimum number of them agree to do so. Imagine you have a box that is locked with five keys, distributed to different key holders, and the keys are made in such a way that the box can be opened when, say, no less than three of the key holders come together and insert their keys in the lock. It may seem a bit like magic, but we’ll see how to do that with cryptography.

      From secret sharing, it is a short jump to see how different parties can compute something together, without any of the involved parties being able to see the whole picture and come to a result on which all of them agree. Imagine that two different government agencies hold financial information on the citizens of the country; we would like to somehow amalgamate the information from the two different sources without revealing the information from one agency to the other one. This is the subject of secure multiparty computation (MPC), and we’ll see how cryptographic protocols enable us to do it.

      
        Transport Layer Security

        The transport layer security (TLS) protocol secures internet communications that take place with our browsers. It is an essential part of the digital infrastructure—any activity from entering a username and password to making financial transactions over the web would not be secure, and therefore possible, without TLS. That is because the internet was not designed to provide secure communications. The internet works with a suite of protocols called TCP/IP (for transport control protocol / internet protocol) that allows computers around the world to communicate by establishing virtual connections between them. The connections are virtual because there need not be a direct cable connecting the two computers that communicate. They communicate by exchanging data that travels in packets hopping on intermediaries called routers, which receive data packets and forward them toward their final destination, like an electronic postal service.

        The internet was initially developed by the US Defense Advanced Research Projects Agency (DARPA) in the 1960s and 1970s, and its humble origins belie what it would become in just a couple of decades. Figure 48 shows the first internetworked connection between the United States, United Kingdom, and Norway, from a demonstration on November 22, 1977.1

        There is little need for security when you know everybody who is connected on the network and are on friendly terms with them. To get an idea of this, note that one of the first transmissions in the evolution of the internet originated from a van in the parking lot of a beer garden, Rossotti’s Alpine Inn, in Portola Valley, California. Cables ran from the van to one of the picnic tables, where a report was typed and sent using TCP.

        
          The internet was not designed to provide secure communications.
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            Figure 48

          
        
        Unfortunately, digital communications is not all beer and skittles. The internet grew way beyond its initial community and thus security became a concern. The internet’s guiding principles and TCP/IP, though, have largely remained the same. That stands as witness to the foresight of the people who invented them. It also means that the connections provided by TCP/IP must be secured by building protocols that operate on top of the TCP/IP suite.

        That is indeed what has happened. With TCP/IP as the foundation of the internet, additional mechanisms have been developed that operate on top of the virtual connections offered by TCP/IP to remedy the absence of security guarantees. TLS is the result of a long evolution starting in the 1990s. It was preceded by the now-deprecated secure sockets layer (SSL) protocols versions 1.0, 2.0, and 3.0. TLS itself has gone through versions 1.0, 1.1, and 1.2. The current version as of this writing, 1.3, in various aspects prunes down and simplifies TLS 1.2.2 Still, it is a complicated protocol, and we will only present an abridged version here. Even that will give us the opportunity to see how different cryptographic algorithms that we have described, for symmetric cryptography, key exchange, and public key cryptography, fit together to enable secure communication over the web.

        When a browser communicates with a website, it usually asks the website for something—for example, to display a web page. In more technical terms, the browser issues a request and expects a response from the website. The browser plays the role of the client, and the computer responding on the website plays the role of the server. When we have described communications between humans, we were content with Alice and Bob. As we will now be dealing with communication between programs, we’ll adopt the client-server naming convention.

        When they begin their communication, or TLS session as it is called, the client and the server perform a series of steps called the TLS handshake protocol. The handshake protocol is responsible for the following:

        
          	•	Data will be encrypted using a symmetric encryption algorithm. The client and the server must agree on the exact details of the encryption algorithm.

          	•	The client and the server must agree on the shared secret key that they will use with the symmetric encryption algorithm.

          	•	The client must be certain that it is communicating with the genuine server and not with any impostor.

        

        Let us take the above in more detail to see how TLS achieves them. The client starts the interchange by sending a special message to the server called ClientHello. In ClientHello, the client spells out an ordered list of the cipher suites it supports. A cipher suite comprises the symmetric encryption algorithm and length of the symmetric key to be used, along with the mode. AES may operate under either the GCM or the CCM mode, and AES is not the sole algorithm that is supported by TLS. The list gives the client’s preference on the algorithm to be used, with the highest precedence given first. The client also sends one or more parts of a key exchange algorithm in ClientHello that the client expects to be supported by the server. Recall the Diffie-Hellman key exchange, where Alice sends to Bob the information needed to create a shared key with Bob.

        Once the server receives ClientHello, it responds with a ServerHello message. The ServerHello message specifies the encryption algorithm from the list sent in ClientHello that the server has chosen. It also includes the server’s part for the key exchange based on the client’s expectations.

        The server now has at its disposal the information it needs in order to derive the symmetric key that will be used for encrypting data. It goes on to calculate the shared secret key. Once the client receives the ServerHello message, it also calculates the same secret key. Now that both parties have calculated the shared secret key, all communication will be encrypted using that key and the symmetric encryption algorithm they have agreed to use.

        There is another issue that must be resolved before the communication between the client and server can begin in earnest. The client—that is, the browser—communicates with a server. The only thing the client knows about the server is its address, which the human user enters in the browser. For well-known entities like the White House, the user can be confident that the address www.whitehouse.gov really belongs to the residence and office at 1600 Pennsylvania Avenue NW, Washington, DC. In general, however, things may not be so obvious. When you type in a web address, how can you be sure that this web address belongs to the entity to which it purports to belong? You are a new customer at a bank and wish to avail yourself of its online services. You are given its web address. Are you absolutely certain that this web address belongs to that particular bank?

        To solve the problem, TLS uses digital certificates. A digital certificate is an electronic attestation for something. There are various kinds of digital certificates. At a minimum, a certificate attests that a particular public key belongs to a particular web server, or host as it is called—because it hosts a website or service. The certificate itself is signed by an entity called a certificate authority. A certificate authority is like a public authority in the digital realm. It is a public or private organization that gives its imprimatur on the contents of the certificate.

        After the agreement on the shared secret key and before the exchange of the actual data begins, the server signs, with its private key, a hash of the messages of the handshake protocol. The hash acts like a summary of the handshake (although unlike a summary, it is only digital data, not humanly readable). Then it sends its certificate, along with the signed hash, to the client. When the client receives them, it gets the server’s public key from the certificate, along with the assurance, thanks to the certificate, that the public key really belongs to that server. Then it uses the server’s public key to verify that the server has indeed signed the handshake summary. Following the verification, the client now knows that it has performed the handshake with the hostname’s rightful owner.

        Right now it is not unreasonable that you throw up your hands in despair at the number of keys that you see being used in TLS. Here is the lowdown so that we have everything in one place:

        
          	•	The client and the server agree on a common shared key that will be used for encrypting the data during their communication using a symmetric encryption algorithm.

          	•	To do that, they have to perform a key exchange like in Diffie-Hellman.

          	•	The server must convince the client that the client is communicating with the authentic host. To do that, the server must sign the handshake messages with its private key and provide to the client the corresponding public key.

          	•	The client gets the server’s corresponding public key from the server’s certificate. The client knows that the certificate is authentic because it is signed with the private key of a certificate authority.

          	•	The client can verify the certificate authority’s signature by using the certificate authority’s public key.

        

        There are two kinds of certificate authorities. A root certificate authority is trusted by the browser, and its public key is stored in the browser. An intermediate certificate authority is not directly trusted by the browser, but it has its public key signed by another certificate authority. That certificate authority can be a root certificate authority or another intermediate certificate authority whose public key must be signed by yet another certificate authority, and so on, forming a chain of trust until we reach a root certificate authority. Root certificate authorities are well-known entities vetted by the implementers of web browsers.

        We mentioned that a server certificate at a minimum binds a hostname with a public key. There are different kinds of server certificates according to the attestations they offer. The simplest ones only establish the relationship between hostnames and keys. Other server certificates contain more attestations that prove not only the hostname but also the legal entity of the owner of the certificate. The kind of certificate used by a website depends on the kind of website and the intended audience. A banking website, for instance, will need a certificate with additional information such as its verified legal name and address.

        Once the handshake protocol of TLS has finished, the transmission of the actual data can begin. This is governed by the TLS record protocol, which describes the format of TLS records—that is, packets that contain the encrypted data.

        All of this happens with most websites we visit every day. The requests and responses exchanged between a client, like our web browser, and a server are specified by yet another protocol, the hypertext transfer protocol, or HTTP. When the HTTP communication is encrypted using TLS, we have the hypertext transfer protocol secure (HTTPS). We know when we are using HTTPS instead of plain HTTP by the scheme used in a uniform resource locator (URL) or web address: it is https instead of plain http. Web browsers also allow us to peek into the details of the HTTPS and TLS connection; they typically display a locked padlock icon near the URL we are visiting. By clicking on it, we can get the secure connection details. Furthermore, web browsers will warn us if something goes wrong, particularly with the server’s certificate. Instead of displaying the web page we expect to see, we’ll get an alarming warning against proceeding to visit the website, as its authenticity cannot be determined.

      
      
        Secret Sharing

        We have seen that the security of a cryptographic mechanism must reside solely in its key. We have described different mechanisms that can encrypt our data safely, either with a single, symmetric key, or with a pair of public and private keys.

        In real life, we come on situations where a key must be shared among different people. It is likely that more than one person has a key to our house (either a physical key or a combination, depending on our lock). Similarly in the digital realm, we may need to share a key among a number of persons. A digital key being a sequence of bits, it is easy to copy and share it among as many people as we want.

        But now consider a somewhat different scenario. We have a safe that we want to secure so that it can be opened not by a single person in knowledge of the combination but instead when a number of persons convene and enter their part of the combination in the lock. In effect, we want to share the key among a number of persons so that all of them are needed in order to open the safe.

        But what if something happens to one of the key bearers? If they are no longer around, we may not be able to open the safe anymore. To avoid this, we can think of a scheme in which a number of persons are issued parts of the combination, but only a subset of them is needed in order to unlock the safe. We could have six key bearers, but if four of them entered the combinations, the lock would open.

        This idea extends directly to cryptography. We want to be able to share a secret among a number of persons. Although each person has part of the secret, they are not able to reconstruct the whole secret. Only if the required number of participants come together and each of them provides their own part of the secret will the key be reconstructed. We may split the secret in six parts and require that at least four of them, no less, be brought together in order to reconstruct the secret. Moreover, a person by themselves will not be able to derive any information from the secret, despite the fact that they hold part of it. Even if some of the participants collude, if they are even a single participant short of the required threshold, they should not be able to learn anything about the secret.

        In cryptography, this is an instance of secret sharing. One of the first secret-sharing schemes was developed by Adi Shamir of RSA fame (the S in the acronym).3 We can describe how it works by starting with a geometric interpretation.

        Let’s start with a given number of points. Mathematical analysis tells us that there is an infinite number of particular kinds of curves that interpolate between a given set of points with a specific number of peaks and troughs. For example, if we have three points, there is an infinite number of such curves with one peak and one trough that pass through the three points; see the left side of figure 49. If we want to pinpoint exactly one of these infinite curves, we need one additional point—that is, four points in total; see the right side of figure 49.4

        
          We want to be able to share a secret among a number of persons. Although each person has part of the secret, they are not able to reconstruct the whole secret.

        

        The figure shows how we can create a secret-sharing scheme. We want to share a secret among six people so that at least four of them must cooperate in order to get the whole secret. Our secret will be a number. We will pick one curve that cuts the vertical axis on that secret number. As an example, say our secret is the number 896 and the corresponding curve is the one curve we have identified on the right of figure 49. From that curve, we pick six points that we distribute among our secret bearers. In order to find the secret number, the secret bearers must reconstruct the curve. Any fewer than four have no way to reconstruct the curve, as there are infinite curves passing through three points or fewer, as we see on the left of figure 49. But if four or more do share their points, as happens on the right-hand side of the figure, they can reconstruct the initial curve. They can then find its intersection with the vertical axis, 896, which is the secret.

        In reality, we do not go about drawing curves. Let us tread lightly for a bit on mathematical analysis. A curve like the ones we have been drawing is a polynomial. A polynomial is a mathematical expression that is built from a sum of terms, where each term is the product of variables, each of which can be raised to integer powers, and a constant number, called a coefficient. Here we will be using polynomials with only one variable, x. Geometrically, a polynomial that contains only the first power of x, like 3x + 5, describes a straight line. A polynomial that contains a higher power of x, like 2x2 + 3, describes a curve. The highest power of x in the polynomial determines the degree of the polynomial. So 3x + 5 is a first-degree polynomial, while 2x2 − 5y + 3 is a second-degree polynomial. A polynomial having degree n will cut the horizontal axis in up to n points, and will have up to n − 1 peaks and troughs—that is, inflection points. The curve in figure 49 corresponds to the polynomial x3 − 15x2 − 72x + 896, a third-degree polynomial. Note that 896 is a term with 896 being the constant and the variable x raised to the zeroth power 896 = 896x0, consistent with our definition. We call the term with the zeroth power the zeroth term of the polynomial.
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            Figure 49

          
        
        There is an infinite number of polynomials of degree n passing through n given points, but there is only one polynomial of degree n passing through n + 1 points. Given this, in order to share a key among n people so that at least k must contribute their secret share to recover the whole secret, we can work as follows:

        
          	1.	Create a polynomial of degree k − 1 that passes from the point with coordinates (0, s), where s is our secret. All that is needed to pass through (0, s) is to have s as the zeroth term of the polynomial, as we did with 896 in our example. The other coefficients of the polynomial can be picked at random (and should not be revealed).

          	2.	We select n distinct points from the polynomial; that is, we evaluate it for n different values of x. The value of the polynomial for each x is the y coordinate of a point. We distribute the points to the participants of the protocol.

          	3.	If k or more participants pool their shares, they can reconstruct the original polynomial using a method called Lagrangian interpolation.

          	4.	The participants evaluate the polynomial for x = 0 and recover the secret s.

        

        The scheme will work in theory, but there is a problem in practice. Although there are infinite polynomials passing through k − 1 points, Eve, a malicious participant in the protocol, can exploit the fact that polynomials are, in a way, well-behaved curves, with their smooth peaks and troughs. Knowing that, and with some algebraic manipulations, she can considerably narrow down the range of possible curves. Instead of having to guess a secret among an infinite number of curves, she can try to guess it from only a limited amount of possibilities.

        The solution to the problem is something we have seen before in our discussion of the Diffie-Hellman key exchange. Rather than working with polynomials, we work with polynomials modulo a prime number. For example, instead of working with the polynomial x3 − 15x2 − 72x + 896, we work with the polynomial x3 − 15x2 − 72x + 896 mod 997. This wreaks havoc on the predictability of curves that pass through the given points. Figure 50 shows the values of the polynomial for the natural numbers 0 through 997. From a gracile, sinuous curve, we get a haphazard scatter—which is want we want in order to thwart Eve’s chances of guessing our secret.
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            Figure 50

          
        
      
      
        Secure MPC

        In the early 2010s, alarm bells went off in Estonia, a country with advanced e-government services as well as information and communication technology (ICT) awareness. The problem was that 43 percent of the students who had enrolled in ICT degrees in the years 2006 to 2012 had quit their studies by December 2012. Two competing hypotheses were put forward to explain the high dropout rate: First, that students were hired by companies even in their first year in the university, and it was possible that such students did not see an advantage in finishing their degree. Second, that the high dropout rate might be attributed to the increase in students enrolling in ICT courses and then finding the subject too hard.

        The problem could be resolved by combining data from two different sources. The Ministry of Education had the records on higher education. The Ministry of Finance had the data on tax records. The two sets of data taken together could indicate which students were working, allowing an investigation into the link between getting hired and dropping out. The Estonian government, however, like other governments where data protection laws are in place, could not pool information from the two different sources. Data sharing between the Ministries of Education and Finance was not allowed under the existing legislation.

        Moving to the United States, in 2016 the Boston Women’s Workforce Council wanted to investigate issues impacting women in the workplace, one of them being the gender wage gap. Companies could anonymously report data broken down by gender, ethnicity, and level of employment. Yet those companies may have been unwilling to share such information; furthermore, the entity collecting the data for the analysis needed to be trusted by all and bore the onus of ensuring that no sensitive data was exposed.

        Let’s move again. In the private sector, companies that advertise online want to know the rate of advertising conversion—that is, the rate of people who see an advertisement and actually click on the ad (and then hopefully buy the advertised product). The problem is that when the customer does not buy the product online but instead buys it in the company’s brick-and-mortar store, it is not possible to track the connection between the advertisement and purchase. The data needed to make that connection is split between two parts: the ad supplier, who knows which users have seen which ads, and the seller, who knows who has actually made a purchase. At the same time, the two parties are unwilling to share their data, but both of them would like to compute how many users saw an ad and then made a purchase, and the total amount the users spent.

        The three problems above have been solved by secure multiparty computation, a field of cryptography studying methods that allow a set of parties to make computations on their data while keeping their data private. MPC has been studied for over three decades, but it is in the last decade that progress has been made to push MPC to practical applications.5

        In Estonia, tax and higher education records were collected in an encrypted format, and then the analysis was carried out on the encrypted data, without decrypting it. The analysis showed that undergraduate ICT students do not work more than non-ICT students, and most of the bachelor’s ICT students do not work in the ICT sector. In Boston, contributors could submit their data privately to a service provider that could not observe any of the individual inputs. The service provider analyzed the submitted data without impinging on the privacy of the submissions and reported the aggregate results. The data represented 166,705 employees across 114 companies, or about 16 percent of the Greater Boston area workforce. The gender wage gap was found to be even larger than what had been estimated by the US Bureau of Labor Statistics. As for the advertising conversion problem, Google has solved it by using a protocol for computing the intersection of two sets in a privacy-preserving manner.6

        An MPC application can combine different cryptographic techniques and protocols. A common component of MPC applications is a secret-sharing scheme like Shamir secret sharing. An important technique is homomorphic encryption, in which computations can be performed directly on encrypted data without first decrypting it. We have already seen homomorphic encryption, even though we did not know it. In RSA, the product of two ciphertexts is equal to the encryption of the product of the corresponding plaintexts. So we do not need to decrypt the two ciphertexts before multiplying them. This follows from the properties of modular arithmetic linking two ciphertexts, c1, c2, and their plaintexts, m1, m2:
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        The term on the left is the product of the encryptions; the term on the right is the encryption of the product of the plaintexts m1, m2.

        Unfortunately, most MPC protocols are too complicated for us to present them here. But we can gain an idea of how MPC can work with a couple of simple examples. For the first one, we start with two parties, each of which has a set of data. The two parties wish to find the intersection of the two sets—that is, which elements exist in both sets—without revealing the full contents of their sets to each other or anybody else. That is called the private set intersection problem. The problem underlies the ad conversion application, but it is far more general. It arises, for instance, in DNA testing, where we want to find commonalities between genomes without revealing the full genomes.

        A simple way to solve the problem is for each of the two parties, Alice and Bob, to use the same hash function on each of the elements of their own dataset. They can use the SHA-256 function that we encountered when discussing digital signatures. They must also decide on a random number that they will use as an input to SHA-256 in addition to each element they want to hash. In cryptography, we call random data that is added as additional input to a one-way hash function salt. The salt guarantees that the output of the hash function will be different each time the same data is hashed with a different salt.

        Suppose that Alice and Bob want to compare song lists; they want to know which songs they have in common, but they do not want to reveal any of the songs. If we denote the salt with s and each of Alice’s song tracks with a1, a2, . . . , an, then Alice sends to Bob the hashed values SHA-256(s, a1), SHA-256(s, a2), . . . , SHA-256(s, an). Bob does the same on his side, hashing his song tracks b1, b2, . . . , bm and sending to Alice the hashed values SHA-256(s, b1), SHA-256(s, b2), . . . , SHA-256(s, bm).

        Alice and Bob compare what they have received with what they have sent. They know that any tracks i and j that they find with SHA-256(s, ai) = SHA-256(s, bj) refer to the same song. They have recorded which song corresponds to which hash value they produced, so they can go back and identify each song they have in common. As for the rest of the songs, they are none the wiser, as they cannot reverse the hashed value to the originating track—remember, a hash function is one-way only.

        The protocol is privacy preserving not only with respect to Alice and Bob but also against any eavesdropper, like Eve, who intercepts the hashed values produced by the two protocol participants. If Eve has a vast song catalog, she could try to hash all of her songs and find matches with Alice and Bob’s hashed songs. That’s where the salt enters the picture: as long as Eve does not know the salt, she cannot produce the target hash values, even if she is in possession of the same original data (here, songs) to be hashed.7

        For a second MPC protocol example, suppose that we have again Alice and Bob, each one of them in possession of a secret number: Alice has x1, and Bob has x2. They want to find the product of their secrets without revealing their secrets to each other or anybody else. To do that, they will call on their friend Charlie and proceed as follows:8

        
          	1.	Alice generates a random number a. She sends a to Charlie and a + x1 to Bob.

          	2.	Bobs generates a random number b. He sends b to Charlie and b + x2 to Alice.

          	3.	Alice calculates her share of the product sA = −a(b + x2).
            Bob calculates his share of the product sB = x2(a + x1).

          
            Charlie calculates his share of the product sC = ab.

          

          	4.	Alice, Bob, and Charlie pool their shares sA, sB, and sC.
            You can verify that sA + sB + sC = x1 x2. The sum of their shares is the product of Alice and Bob’s secrets.

          

        

        Neither Alice, Bob, nor Charlie can calculate the product without the input of the other two parties. And none of them can learn anything apart from the values they receive from each other. They cannot uncover Alice and Bob’s secret factors of the product.

        Apart from protocols such as the above, which enable MPC for a particular application, researchers have developed general MPC protocols—that is, protocols that can be used to compute any function. The idea is to represent the function that we want to compute in a special form, called a circuit. Typically a circuit comprises simple components, such as simple logical operations, called gates. For instance, the AND gate takes two inputs that may be true or false and outputs true when both of the inputs are true. The OR gate takes two inputs that may be true or false and outputs true when either of them is true. And we have our familiar XOR, a gate that takes two inputs that may be true or false and outputs true when exactly one of them is true. The representation is called a circuit precisely because these are the components that are used to build electronic circuits.

        In a typical setting, Alice and Bob want to calculate a function that requires input from both of them. They want to get the result of the function, but they do not want to reveal to each other their inputs. Here is how they can do it:

        
          	1.	Alice starts with a circuit representing the function they want to calculate.

          	2.	Alice encrypts the circuit using a procedure called garbling. She gives the encrypted, garbled circuit to Bob, along with her input encrypted in a way that can be understood by the garbled circuit.

          	3.	Bob needs to encrypt his own input in a way compatible with Alice’s encryption so that it is also understood by the garbled circuit. That means he needs Alice to encrypt his input without Alice getting to know Bob’s input. He can achieve that using a cryptographic technique called oblivious transfer.

          	4.	Having obtained the encryption of his input, Bob can now run—that is, evaluate—the garbled circuit with both Alice’s and his own encrypted inputs and get the output of the garbled circuit. From that, Alice and Bob can get the output of the original circuit.

        

        It is worth dwelling for a moment on oblivious transfer because it is remarkable in itself. Bob’s input is a sequence of bits. He wants Alice to encrypt each one of them for him without actually revealing them to Alice. Alice has two encrypted messages, c0 and c1, corresponding to the encryption of 0 and 1, respectively. Bob uses a technique called “1–2 oblivious transfer” or “1 out of 2 oblivious transfer,” based on asymmetric encryption like RSA. With 1–2 oblivious transfer, Bob can get Alice to give him c0 or c1, depending on the value of his own bit, with Alice remaining oblivious to the value of Bob’s bit.9
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        A Saucerful of Secrets

      
      A fascinating and challenging part of cryptography is that it is a vibrant, fast-evolving field. Many of the hot topics of cryptography today did not even exist when this author was a student in the 1990s. It would be negligent for an introduction to cryptography, such as this one, not to touch on some of the remarkable discoveries and inventions that have occurred in the last few decades.

      At the same time, it is not remotely possible to cover all the modern developments in cryptography. In this chapter, we will present a select few of these developments that are a big part of the conversation in today’s cryptography.

      We have seen that modern cryptography has a strong mathematical foundation. We are fiddling with numbers to encrypt and decrypt our messages. But what if we expand our scope? In mathematics, operations are not restricted to our familiar numbers. We can define mathematical operations in other constructs. This leads us to elliptic curve cryptography (ECC), where we can define operations like addition and multiplication on things like points on a plane instead of numbers. Elliptic curves, a strange beast to begin with, are elegant; we can approach them without diving into higher mathematics, and they are well worth the effort to appreciate them. That is important because ECC allows us to implement public key cryptography in ways that are much more efficient than the traditional public key algorithms we have seen. It has been so successful that ECC implementations are often the default choice in modern cryptographic systems.

      
        This leads us to elliptic curve cryptography, where we can define operations like addition and multiplication on things like points on a plane instead of numbers.

      

      A major development in computing is the advent of quantum computers, machines that operate using the principles of quantum mechanics. Quantum computing could open new avenues in many different fields, including cryptography. For instance, quantum computers offer new ways to exchange keys securely, with security guaranteed by quantum mechanics. Quantum computers can use entirely new algorithms to solve mathematical problems, and it turns out that they can attack problems that are intractable with traditional computers. As modern cryptography rests on the difficulty of solving particular problems, we are heading for trouble if these problems can be solved effectively with quantum algorithms on quantum computers. In fact, we already know that this is exactly the case; some of our contemporary cryptographic methods, impregnable to today’s machines, would be pregnable to quantum machines. Such machines do not yet exist; there are formidable engineering challenges to be solved before we can build quantum computers that can mount successful attacks. In the meantime, though, cryptographers have been developing post-quantum cryptography methods—that is, methods that will be invulnerable even when attacked by quantum computers.

      This is a book on cryptography, and at its end it is appropriate to broach a wider subject: computer security. Cryptography allows us to secure our data and communication, but it is not enough. Secure computer systems use cryptography, but in order for a system to be truly secure a lot more must be taken into account. Implementations of algorithms must be correct, and that includes both software and hardware considerations. Perhaps most important, systems are designed, implemented, and used by people. Good cryptography is the first step in good security engineering, which is what can truly deliver what cryptography promises.

      
        ECC

        Our playthings have been numbers. In public key cryptography in particular, we saw how to encrypt, decrypt, and sign, with a series of arithmetic operations that work like everyday operations, yet with a twist: we take the remainder, that is the modulo, of the operation as the result.

        If we take a step back, we can realize that even our familiar arithmetic operations are more multifaceted than we may think. We learn how to add natural numbers in primary school; once we master that, we learn how to add fractions. We call both operations “addition,” but under the surface we apply different steps when adding two fractions than when adding two whole numbers. Some time later we may learn how to add yet other things, such as vectors in geometry or matrices in algebra.

        What justifies using an umbrella term for the different kinds of addition is that for all of them, we use a more or less similar interpretation: combining, merging, or extending something with another. But not only that. To call something addition, it must satisfy a number of properties. Addition is commutative: for two elements a and b, a + b = b + a. It is associative: for three elements a, b, and c, a + (b + c) = (a + b) + c. It has an identity element, zero, such that the sum of the identity element with any element a is the same element: a + 0 = a. For each element a, there exists an element b, which we call its inverse, such that when we add it to a, we get the identity element: a + b = 0; we usually use −a = b to denote the inverse of a.

        We can therefore define an addition operation for entities other than numbers as long as the addition properties continue to hold. We would also require that the interpretation of the operation satisfy our notion of combining, merging, or extending, but mathematicians are happy to work with abstract entities where such everyday notions may apply at a stretch.

        Let’s see then how we can define addition for something quite different from numbers: points on specially selected curves. You can see two such curves in figures 51 and 52. The curve in figure 51 is the set of points with coordinates (x, y) that satisfy the equation y2 = x3 – 2x + 2. The curve in figure 52 is the set of points with coordinates (x, y) that satisfy the equation y2 = x3 – 2x + 1.

        As you can see from figure 52, a curve need not be a single continuous line. In general, our curves will be of the form y2 = x3 + ax + b, where a and b are constants and the curve has no sharp corners, called cusps, or intersections, called nodes. In figures 53–54, you can see two curves that won’t do; one with a cusp on the left, and one with a node on the right. A curve with cusps or nodes is called singular. We want nonsingular curves. Nonsingular curves meet the condition 4a3 + 27b2 ≠ 0, which you can check fails in figures 53–54.

        The curves that meet our criteria are called elliptic curves even though, as you can see, they do not look like ellipses and should not be confused with them. The name comes from such equations being found in the study of the length of arcs of ellipses. Elliptic curves are a vibrant field of the theory of numbers. They are an important part of Andrew Wiles’s proof of Fermat’s last theorem, a proposition that Pierre de Fermat claimed to have proved around 1637. The proposition states that there are no distinct positive integers a, b, and c such that an + bn = cn if n > 2. For n = 2 the equation holds, with an infinite number of possible solutions, per the Pythagorean theorem. Fermat’s last theorem says that there is no generalization of the Pythagorean theorem for powers greater than 2 and positive integers a, b, c. Famously, Fermat commented that his proof was marvelous but could not fit on the margin of the page on which he was writing. That baffled mathematicians for centuries, until 1995 with Wiles’s proof, which is more than a hundred pages long.
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          Figure 51
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          Figure 52
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          Figure 53
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          Figure 54

        
        Having settled on the kind of curves that we will use, we need to define the addition of points on them. If we have two different points P and Q on a curve, we draw a line through P and Q. We find the intersection of the line with the curve. We then mirror the intersection along the x-axis. The mirrored point is the result of the addition P + Q. You can see the procedure, called the chord rule, in figure 55.

        What if we want to add a point P to itself—that is, P + P = 2P? This is called point doubling. Since we do not have two distinct points to draw a line between them, we draw the tangent line on the curve through the point. We then find the intersection of the tangent line with the curve and take the mirror of the intersection along the x-axis as the point 2P. This is called the tangent rule; see figure 56.
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            Figure 55

          
        
        The operation that we have defined is both commutative and associative. We also need an identity element to meet all the properties required to function as addition. To find the identity element, we can observe that, in addition, it is equal to an element plus its inverse: a + (−a) = 0. If we take as the inverse of a point on the curve its mirror on the x-axis, then at first sight adding a point P and its inverse −P does not seem to work because the chord passing through them does not intersect the curve anywhere. You can see that for two points, P and Q, and their respective inverses, −P and −Q, in figure 57.
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            Figure 56

          
        
        Well, in usual two-dimensional geometry, this is indeed so. We need to make a conceptual leap. See the railroad tracks in figure 58. The tracks are two parallel lines, yet, thanks to perspective, they seem to meet somewhere—to be more accurate, they meet at infinity. In a similar vein, we can imagine that all the parallel lines through points and their inverses, such as the line passing through P and −P as well as the line passing through Q and −Q, meet at infinity, both positive and negative, along the vertical y-axis. This point at infinity is our identity element; we denote it with 𝒪 and have P + (−P) = 𝒪, which entails P + 𝒪 = P. It is as if instead of a plane, we are working on a sphere. Think of the meridians on the globe, which meet at the north and south pole.
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          Figure 57
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          Figure 58

        
        In reality, we do not need to work on a plot drawing curves, lines, and tangents. All the geometric operations we have described have their arithmetic equivalents, where we work with the coordinates of the points on the curves. We can add points easily, numerically. But there is a final turn we need to take. Working with curves in the way we have described gives results that are too predictable. Exactly because the curves are well behaved, we cannot hide our tracks on them: the result of adding two points has a straightforward geometric interpretation. We have already found the remedy. Rather than working with any point (x, y) on a curve, we take the points (x, y) that lie on the curve after applying a modulo operation. The result shows a chaos that should be familiar by now; in figure 59, you can see the curve y2 = x3 − 2x + 2 mod 997. Apart from the horizontal symmetry across the middle, which arises because the elliptic curve is symmetric along the horizontal axis, the points are no longer predictable.
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            Figure 59

          
        
        We are now able to see how all of this fits together into ECC, which is public key cryptography based on elliptic curves. First we choose a curve—that is, the values a, b, and p for y2 = x3 + ax + b mod p. Then we can take a point P on the curve and add it to itself n number of times, arriving at a new point T:

        
          [image: ]

        

        The elliptic curve discrete logarithm problem is to find the number n given the points P and T. As far as we know that is a difficult problem, as is the original discrete logarithm problem. We can try to find n by trying different values, but if n is large, this will not work in practice as it will take too long. “Elliptic curve discrete logarithm” is of course a misnomer because there is no logarithm involved. The name makes sense, though, if we realize that again it is difficult to reverse a repeated operation in modular arithmetic—only this time it is point addition instead of exponentiation.

        If the elliptic curve discrete logarithm problem is hard, then we can use it for key exchange, in an analogy with the Diffie-Hellman key exchange that we have already encountered. Let’s take Alice and Bob again, trying to agree on a secret value.

        
          	1.	Alice and Bob agree on an elliptic curve they will use along with a starting point P.

          	2.	Alice and Bob each pick up a number that they keep secret. Let’s call Alice’s secret a and Bob’s secret b.

          	3.	Alice computes the point A = aP, and Bob computes the point B = bP.

          	4.	They send each other their results, not in secret.

          	5.	Alice calculates the point aB = a(bP), and Bob calculates the point bA = b(aP). These two are the same point T = a(bP) = b(aP). The coordinates of that point can be used as Alice’s and Bob’s secret.

        

        The exchange is as in figure 60, which parallels figure 42 showing the Diffie-Hellman key exchange in chapter 3.
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            Figure 60

          
        
        Apart from key exchange, other cryptographic protocols have been developed using elliptic curves so that we can use elliptic curves for generating signatures and hybrid encryption. The TLS protocol that we saw in the previous chapter can use ECC, and in fact current implementations do use elliptic curves.1

        Here you may well ask, Why? It may be interesting that what we have been doing with plain numbers we can also do with more advanced mathematical techniques. But novelty is not a reason for rushing to adopt a new offering in cryptography. Quite the opposite, in fact: in matters of security and privacy, we are always better off adopting a conservative stance and sticking to what we know works and has withstood the test of time (and attacks). The fact that it is possible to use ECC does not automatically mean that we ought to use it.2

        The answer to the question is that ECC, other things being equal, allows us to use shorter keys in our algorithms. Cryptographic operations can be executed faster with shorter keys, so our systems will require less time. Shorter keys also allow us to save space; a digital signature using elliptic curves will be smaller than an equivalent, in terms of security, that does not. And space may be of the essence in certain applications. For instance, if the digital signature is embedded in a QR code, which can be read and verified by a mobile device, the smaller it is, the easier it is to create an easy-to-read QR code.

        We can get an idea of the savings we obtain by comparing RSA and elliptic curve cryptosystems. In all cryptographic systems, longer keys offer higher security, if only because trying to break them using a brute-force attack will take longer. An RSA key of length 2048 bits offers the security of an ECC key of 224–255 bits. If we want higher security and move to RSA keys of 3072 bits, the equivalent ECC keys in terms of security would have lengths of 256–383 bits. For even higher security, we can go to RSA keys of 7680 bits, with ECC going to 384–511 bits, or RSA with 15360 bits, equivalent to ECC with 512 bits.3

        Such savings mean that often the default route to take is to go directly to an ECC implementation instead of using traditional arithmetic. That said, the route to the universal adoption of ECC has been bumpy. Cryptographers have worried that the NSA inserted a backdoor in the ECC standard for generating pseudorandom numbers; somebody with knowledge of the backdoor, which is a set of secret numbers, could predict the generated pseudorandom numbers and break protocols such as TLS. As with most things with three-letter agencies, we may never learn if the standard was intentionally weak or if the weakness was the result of unintentional oversight. Even without malicious intent, in order for ECC to be truly secure, it must work on carefully chosen elliptic curves. Just picking a curve satisfying the equation y2 = x2 + ax + b, as we have been blithely doing, may work for demonstration purposes but is a poor recipe for real-world security. Thankfully, cryptographers have risen to the task and have devoted time and effort to identifying elliptic curves that, to the best of our knowledge, we can have confidence are secure.4

      
      
        Quantum Key Distribution

        Richard P. Feynman, Nobel laureate in physics, remarked in a lecture at Cornell University in 1964, “I think I can safely say that nobody really understands quantum mechanics.”5 As he was awarded the Nobel prize for his work in quantum electrodynamics, a branch of quantum mechanics, we must take his observation seriously; he obviously knew what he was talking about. The problem with quantum theory is that it is strange and describes weird phenomena that conflict with our intuitions of how the physical world works (the problem of course lies with our intuitions, not with physics).

        Feynman was also a pioneer in the early 1980s of the idea to harness quantum properties in order to build a more powerful kind of computer.6 We will have more to say about that in the next section, but right now we will explore how exactly we can use the weirdness of quantum properties to perform a by-now-familiar task: exchanging cryptographic keys.

        If you are familiar with sewing, you may have come across a needle compact. If you are not familiar, well, figure 61 offers a drawing of one.

        A needle compact keeps the needles in place, as they can be inserted only in grooves on a disk. The disk’s cover rotates and has a narrow slit through which we can put in or take out a needle. If the cover is rotated away from any of the needle positions, our needles are safe, as they cannot fall out. If we want to take out a particular needle (usually they come in different sizes), we can rotate the cover so that the slit is aligned with the needle we want to use. If we then tilt the needle compact with the slit facing downward, the needle will slip out.

        
          [image: ]

          
            Figure 61

          
        
        Let’s take this idea a bit further and see how we can use an evolved needle compact to carry information in the form of binary digits. Our device will have four grooves. Two of them will be vertical and horizontal while the other two grooves will be orthogonal to each other but rotated by 45° with respect to the first pair. The device will have two slits instead of one, also orthogonal to each other. The slits can be aligned with any of the two pairs of orthogonal grooves.
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            Figure 62

          
        
        We agree that if we slide a needle in the ↑ groove, our device carries the digit 0, while if we slide a needle in the → groove, our device carries the digit 1. Similarly, if we slide a needle along the ↗ groove, our device carries the digit 0, and if we slide a needle along the ↖ groove, our device carries the digit 1. For the possible configurations of our device, see figure 62.

        Once the device is loaded with a needle, we turn the cover and cannot see from the outside which slit the needle has gone in. The only thing we can do with the device is rotate the slits and tilt it to see if a needle falls out. If the needle has been inserted in the ↑→ grooves and we align the slits along them, the needle will fall out from one of the two and we will know whether our device encodes a 0 or a 1. Similarly, if the needle has been inserted in the ↖↗ grooves and we align the slits along them, depending on the slit that the needle comes out, we will know if the device encodes a 0 or a 1.

        
          [image: ]

          
            Figure 63

          
        
        But what if we don’t align the slits along the right grooves, as in the situation in figure 63? Remember, once the device is loaded, we cannot see inside it. Well, if the slits are misaligned, then the needle can come out from either of them with equal chances. That means that we will get a 0 or a 1, but that will be correct only half of the time.

        We can use such a device to exchange a key securely, as follows. We have our two characters, Alice and Bob. Alice decides on a random sequence of bits, 0s and 1s, that she wants to share with Bob. She puts each one of the bits in one of our devices and dispatches them to Bob. She keeps a record of the correct orientation of the slits in each device she dispatches. Bob does not know the correct orientation of the slits for each device he receives, so he picks one each time at random. He also records his choice.

        As Bob does not know the correct orientation for decoding the contents of the devices he receives, his guess will be correct about half of the time, decoding half of the bits correctly—only he does not know which are the correctly decoded ones.

        Once Bob has received all the devices from Alice, they send each other the orientations they have used. For Alice, that is the orientation of the slits that she used when encoding each bit in each device, and for Bob that is the orientation of the slits he used when decoding each bit in each device. Now Bob knows which of the bits he has decoded correctly, and he can simply keep them, as the secret key, and discard the others. Alice does the same: she knows which bits Bob decoded correctly, so she keeps them as the shared key and discards all the rest.

        Let’s see an example. In the first row of the following table, we have the random bits picked by Alice. The second row is Alice’s slit orientations. The third row shows the needles inserted by Alice in the devices. Bob then receives the devices. Not knowing Alice’s orientation choices, he makes up his own, shown in the fourth row, and therefore gets the needles as seen in the fifth row. These are decoded as bits, some of them correctly and some of them not, as in the sixth row. Alice and Bob then send to each other their respective orientations, rows two and four. Then they both know which bits were encoded and decoded correctly, and thus which ones to keep, shown in the last row. That is their shared secret key.
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        This method for secret sharing is secure in the presence of Eve the eavesdropper. Eve may intercept the devices and open them; like Bob, she will have no idea of the correct orientations and whether her decoding is in fact correct. But she will have to reinsert the needle in each device and send it on its way to Bob. As she does not know the correct orientation of the slits for each device, however, she will have to use her own choice, which will be correct about half of the time. That means that the devices she forwards to Bob will have the same slit orientation as the ones she received from Alice only half of the time. This in turn means that when Alice and Bob compare notes, if Eve has indeed intercepted their devices, Alice and Bob will discover that, half of the time, the slit orientations picked by Alice are not the ones received by Bob. This indicates that interception has taken place, and Alice and Bob know that the key is compromised. Secret sharing using our devices is secure because it is impossible to intercept the secrets in a way that the interception will not be detected.

        We have been talking about needles and grooves, but the procedure for creating a key exchange mechanism like the one we have described relies on quantum physics. Instead of needles, we use photons to encode our bits. The photons can be encoded in two different ways, called bases, orthogonal to each other. Like our needles, if we use the correct base, we get the correct encoding of the bit. If we use the other base, we will get the correct encoding only half of the time. And once a photon is decoded, it is spent. Eve, if she intercepts the photon, will have to send Bob a new set of encoded photons—but she does not know the correct base to encode each one of them.

        This quantum key distribution (QKD) is an example of quantum cryptography, the application of quantum properties for cryptographic purposes. Quantum properties are widely held to be bizarre because at the quantum level, the world behaves differently from our everyday experience. For instance, we cannot always be sure of the outcome of a measurement, as the result will be probabilistic. We see that in the quantum key exchange: if we do not pick the correct base, we will decode a binary value from each encoded photon but the value will be arbitrary. Only if we pick the right base will the decoding be equal to the encoding, and we have no indication of what the correct base is.

        Working with quantum properties, though, is not straightforward. Quantum cryptography works on a different set of assumptions than cryptography as we have seen it to this point. Instead of security being provided through mathematics, in quantum cryptography security is provided through physics. That brings new kinds of limitations; for example, while key exchange mechanisms like Diffie-Hellman can work on any network, over any distance, QKD can work only on special communication links and special-purpose equipment. Also, QKD can solve a particular problem, that of exchanging keys, but that is only part of the whole problem that needs to be solved for secure communications. We have seen that you must be able to authenticate the party with whom you are communicating too. It makes little sense to exchange a key securely with an impostor, and QKD does not authenticate the communicating partners. QKD by itself does not guarantee security.7

        That points to a wider issue. People often conflate cryptography with security. That is simply wrong. Cryptography can give us the theoretical means with which to achieve security. But security requires constructing systems that work in the real world, not in the ideal one of mathematics and physics. Real-world systems require substantial engineering effort and encompass not just technology but people as well. We will return to the relationship between security and cryptography in a little bit, but first let’s explore another angle of quantum physics and cryptography.

      
      
        Post-Quantum Cryptography

        We have seen, time and again, that modern cryptography rests on mathematics. The algorithms are secure because to break them we need to solve mathematical problems that, as things currently stand, we do not know how to solve efficiently. The security of the Diffie-Hellman key exchange depends on the difficulty of solving the discrete logarithm problem. The security of RSA relies on the difficulty of factoring large prime numbers.

        If these problems were solved by some stroke of genius, cryptographic methods that are based on them would no longer be secure. Up to this point, such a stroke of genius has not occurred. A different threat, however, has appeared with the advent of quantum computing.

        Quantum computing is a big subject on its own. Broadly speaking, it is the application of quantum physics for performing computations. A basic feature of quantum computing is that we no longer work on binary digits or bits, but rather on quantum bits called qubits. While a bit can exist in two states, 0 or 1, a qubit can exist in what is called a superposition of the two states. Far be it from us to delve into the wonders of quantum physics; suffice it to say that, in a way, a qubit can represent both 0 and 1 simultaneously. Only when we measure it will its state collapse to a single 0 or 1. But until we do measure it, we can manipulate it as if we were manipulating both possible outcomes at the same time.

        This results, in theory at least, in computers that can solve computational problems much faster than classical (meaning non-quantum) computers. Note the “in theory” weasel words. Building quantum computers is not easy; there are still formidable technological challenges that prevent us from constructing quantum computers with enormous computational power. A major challenge to harnessing the potential of quantum computing is inventing quantum algorithms that leverage the properties of qubits to perform calculations faster than classical (meaning non-quantum) computers. Quantum algorithms offer the tantalizing prospect of undercutting the theoretical time limitations of classical algorithms. Such algorithms do exist.

        One such algorithm was published in 1994 by US mathematician Peter Shor. The algorithm can be used to factor primes and find discrete logarithms on quantum computers much more efficiently than on classical computers. Shor’s algorithm is a cornerstone of quantum computation. If sufficiently powerful quantum computers are built, cryptographic systems like Diffie-Hellman and RSA will be powerless against attacks, as it will be possible to derive their secret keys.
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            Figure 64

          
        
        It is not just public key encryption that is vulnerable to quantum computers. Asymmetric algorithms, like AES, can be attacked, although not as severely, by quantum computers. That’s because searching for a key with a brute-force method is less prohibitive when we move over to quantum algorithms.

        If you want to search for an item among n items, which are not in any particular order, in the worst case you have to examine each one of them. Suppose you have a deck of index cards and are trying to find a particular card among them. If the pack is not sorted in any way, you can start examining each card one by one, in any order you choose, until you come on the one you seek, as in figure 64. If you are unlucky, this may be the last card in the pack, so in the worst case, for n cards, you need n operations—that is, checks. This sequential search algorithm is the best we can do with classical means.

        Now imagine that we have a magic wand we can pass over our deck of n cards. When the wand passes over the deck, the card that we are looking for moves outward a bit. If we move our wand over the deck [image: ] times, then the card will stand out far enough that it is easy for us to pick it up, as seen in figure 65.
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            Figure 65

          
        
        In real life, magic wands that perform such feats do not exist. But an algorithm developed by Indian American computer scientist Lov Grover in 1996 uses quantum properties to identify one out of n items in no more than [image: ] steps. Grover’s algorithm, the second major quantum computing algorithm after Shor’s, works iteratively. In each iteration, the quantum state of the qubits is changed so that when we measure the outcome after [image: ] iterations, we will get the value that corresponds to the item we are looking for.8

        In AES, if we use a key of 128 bits, an attacker would need up to 2128 efforts to break it by brute force—that is, by trying to guess it. Grover’s algorithm can be used to find the correct key among all the possible keys, as this is akin to searching for one item among a pile of other items. AES is secure because by brute force, it is infeasible to find the needle in the proverbial haystack. Using Grover’s algorithm, however, the haystack can be winnowed down considerably. The number of steps to guess an AES key of 128 bits would go down to 264. That is not as severe as Shor’s effect on RSA and Diffie-Hellman, but it does bring our security guarantees down a peg (or, rather, [image: ] pegs down).

        Thanks to our current technological limitations, we are safe for now, but that is a rather disquieting state of affairs. Engineers work hard on the hardware problems surrounding quantum computers. After some time we may have quantum computers powerful enough to use Shor’s algorithm, Grover’s algorithm, or some other quantum algorithm and break the actual cryptographic systems that we use today. And that is not a problem only for future generations—to whom humans are particularly adept at kicking the can down the road. In the future, quantum computers may break today’s secrets, not just those of the future. Any communications, messages, files, and documents that we have encrypted with a method we deem safe today, yet will not be safe against quantum computers, will become vulnerable. This threat is called store-now-decrypt-later. An adversary may simply hoard state secrets, confidential trade documents, medical records, or any other sensitive and at present safely encrypted information. True, even state secrets are declassified and released from the archives to become part of history after sufficient time has passed. Here, though, we are not faced with any choice: encrypted secrets will no longer be safe because the mechanisms we have been using to lock them have come unlocked.

        Enter post-quantum cryptography (PQC): cryptography that works even under the assumption that powerful quantum computers are available. Faced with the specter of quantum computing, cryptographers have been busy: first, studying which of our cryptographic methods will be at risk; and second, developing other cryptographic solutions that, as far as we know, are immune to attacks by quantum computers.9

        Regarding symmetric cryptography, the solution is pretty straightforward: use longer keys, like 256 bit keys in AES. For asymmetric cryptography, where Shor’s algorithm can be devastating when run on a capable quantum computer, salvation comes through the use of other algorithms that are quantum resistant. Code-based encryption, lattice-based encryption, hash-based cryptography, and supersingular elliptic curve isogeny (the underlying mathematics may be gnarled, but the names are poetic) are approaches that are immune to known quantum computing algorithms.

        From these approaches, lattice-based encryption has an appealing and straightforward geometric interpretation. Let’s start with the name itself. A lattice is a mathematical construct, which can be interpreted as a set of points that has a crystalline structure, like in the left side of figure 66.10

        Two lattice points cannot be closer than some minimum distance, and every point is no further away than some maximum distance from a lattice point. If we add or subtract the coordinates of two points, we’ll get to another point in the lattice. In algebra, a point is equivalent to a directed segment—that is, a vector—from the point of origin. A lattice is then the set of points that is produced by adding and subtracting multiples of a set of chosen vectors, called basis vectors. On the right side of the figure, you can see that the lattice is produced by these operations on the basis vectors b1 and b2.
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            Figure 66

          
        
        Even though the image shows a two-dimensional lattice in a plane, lattices can exist in any number of dimensions; however, it is difficult to visualize a three-dimensional lattice, let alone going up to higher dimensions. A lattice in n dimensions is produced by n vectors.

        Given a lattice, the closest vector problem (CVP) is to find the point in the lattice that is closest to another point that is not necessarily on the lattice. In other words, to find a vector in the lattice that is closest to another vector, which may not be in the lattice. In the following image, given the point or vector P, we have to find the closest lattice point to it, which is 3b1 + 2b2, as seen in figure 67.
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            Figure 67

          
        
        In two dimensions, the problem may appear simple, but appearances are deceptive when we move to more dimensions. In practice, we work with hundreds of dimensions. The difficulty of solving the CVP underpins lattice-based PQC. In contrast to factoring large prime numbers, however, we know of no quantum algorithm that could solve the CVP problem effectively.

        To promote the development of post-quantum approaches, NIST announced in 2016 the Post-Quantum Cryptography Standardization, a competition to identify and propose standards for PQC. The competition runs in rounds. In the first round, eighty-two submissions from twenty-five countries were received. On January 30, 2019, twenty-six candidates made it to the second round. On July 22, 2020, seven finalists and eight alternate candidates were selected to move to the third round. Just shy of two years later, on July 5, 2022, NIST announced the first group of four winners of the competition and four candidates to be evaluated in round four.

        Shortly after the announcement of the round four candidates, two researchers, Wouter Castryck and Thomas Decru from Katholieke Universiteit Leuven in Belgium, published an efficient attack on the scheme underlying one of them, called SIKE. Breaking the system took anywhere from sixty-two minutes to twenty hours and thirty-seven minutes, depending on the hardness of the setup. No fancy hardware was needed; these times were on a traditional computer, not a quantum one, with a single core. The attack was practical and relied on using advanced mathematics.11

        In a certain way, we come back to the lock competitions we saw in the chapter 2. Recall that NIST spearheaded the development of a modern secure symmetric encryption algorithm by running an open competition that gave us AES. PQC evolves in a similar vein. Once more, the best way to security is not through obscurity; in cryptography, we place our confidence in those solutions that have passed muster with the cryptographic community. By putting their cards on the table, cryptographers assure us that their locks are as secure as we can know them to be.

      
      
        Threat Models and Provable Security

        Cryptography can appear like a cat-and-mouse game. A cipher is proposed, and attacks are sought; if it’s found to be vulnerable without remedy, it will be abandoned and a new, hopefully better cipher will be developed, and so on and so forth. The value of a cryptographic method accumulates with the number of unsuccessful efforts that have been made to break it.

        That is true, but it does not mean that cryptographers do not aim for additional ways to ensure their inventions are secure. These are based on more precise, and even formal, definitions of attacks and security.

        Instead of talking about attacks in general, we can recognize particular kinds of attacks, or threat models, and examine how an encryption scheme behaves against them. These threat models assume that the attacker has some particular capabilities. We have already seen a couple of these models previously, which we’ll now include in a scale of threat models, corresponding to increasing power on the part of the attacker.

        The least powerful form of attack is the ciphertext-only attack, where we assume that the attacker only has access to a set of one or more ciphertexts. From this set, the attacker tries to glean information on the underlying plaintext or plaintexts. We saw this kind of attack in practice in classical cryptography. Old ciphers could be broken with frequency analysis using only ciphertexts to find the encryption key.

        If the attacker has access not only to a set of one or more ciphertexts but to a set of known plaintext and ciphertext pairs as well, then we move on to the known-plaintext attack, which we saw was used to break the Enigma at Bletchley Park.

        The attacker is more powerful when able to use plaintext and ciphertexts pairs for plaintexts of their choice, which leads us to the chosen plaintext attack. An example of this comes, again, from World War II. During the war in the Pacific, the US Navy cryptanalysts partially decrypted a message indicating that the Japanese were planning an attack at “AF.” Even though it was suspected that “AF” referred to the Midway atoll, military planners in Washington were not convinced. Some confirmation was needed. To obtain it, the navy cryptanalysts drafted a message in which Midway reported that its fresh-water distillation plant had broken down. They cabled the message to Midway, with instructions to report it back over radio in clear (not in code), so that it could be intercepted by the Japanese. Then they waited. Two days later, among the Japanese messages that were intercepted, one stated that “AF” was short of water. The location of the oncoming attack was revealed. The Battle of Midway, won by the Americans, was a turning point in the war.12

        Finally, if the attacker is able to use plaintext and ciphertext pairs for ciphertexts of their choice we arrive at the chosen ciphertext attack, which we saw can be mounted against the CTR mode in symmetric encryption.

        Although each one of these attacks is more powerful than the others, it does not mean that it is better than the others. It depends on what we want to achieve; we choose the attack model that suits the environment of the encryption scheme. A more powerful attack, like chosen ciphertext attack, may simply not be applicable if we cannot get plaintext and ciphertext pairs for chosen ciphertexts. Having defined these models, instead of talking abstractly about possible attacks, we can evaluate the encryption scheme against possible attacks launched by an attacker with the capabilities afforded by the specific threat model.

        Assessing the security of a cipher by trying to break it in different ways is called heuristic security. In computer science, heuristic approaches (from the Greek εὑρίσκω, heurískō, which means “to find”) are practical methods that rely on informal strategies, like trial and error and rules learned from experience. Heuristic methods are neither based on rigorous proofs nor guaranteed to produce the optimal outcome, but often they are the best we can do to tackle a problem.

        That does not mean that we don’t aim at the optimal outcome and at having methods that are based on rigorous mathematical proofs. In cryptography, that is the aim of provable security. Our goal in provable security is to produce a proof that a cryptographic construction satisfies certain guarantees, based on particular assumptions.

        We have treated provable security without calling it by name. Provable security proofs can be of the form “this cryptographic construction is at least as difficult to break as it is to solve this hard mathematical problem.” Or to be more precise, “this cryptographic construction is immune from an attack of type X provided that the mathematical problem Y is computationally hard.” We saw that Diffie-Hellman rests on the difficulty of finding discrete logarithms, and that RSA relies on the difficulty of factoring large numbers.

        The mathematical technique used in such proofs is called reduction because it entails reducing one problem to another. Reduction is an important tool in theoretical computer science, where we try to compare and classify problems according to their computational difficulty. In provable security, reduction means that if an adversary found a method to mount a successful attack against a cryptographic system, we could transform this method into an efficient algorithm that would solve a computationally hard problem. For example, if an attacker finds a method to break RSA, then we would be able to factor large integers efficiently with little extra effort. Since we do not believe that to be feasible, we also believe that we will not be able to break RSA.

        Provable security is an essential part of modern cryptography. It is definitely commendable to propose cryptographic systems with a rigorous security proof instead of relying on intuition. That said, it is important to keep in mind that provable security is not the same as real-world security. A system can be provably secure yet broken in a different way; for instance, the implementation may be sloppy or the attacker may find a whole different line of attack that circumvents the hard computational problem. Moreover, from a mathematical point of view, a particular hard computational problem may not remain hard forever. Unless there is proof that the problem cannot be solved efficiently, we may be able to solve it efficiently in the future. There is no proof that the discrete logarithm problem cannot be solved by an efficient algorithm, and the same goes for factoring. We believe that it’s unlikely, but we cannot be certain. And we saw that other developments, like quantum computing, may soften the hardness of problems.

        A related problem is that cryptographic proofs can just be wrong. They can be long and complicated. Usually they are peer reviewed, so we trust that any flaws will be revealed in the review process. But that may not always happen, and errors in cryptographic constructions have been discovered following their publication. Cryptographic systems whose descriptions run tens of pages, impenetrable to the uninitiated, may also be difficult to implement for real-world production use (as opposed to a simple proof of concept). When the author, a computer scientist by training, had to implement such systems, the only way to do that (no doubt because he is not clever enough) was to sit down with the cryptographers who had invented the systems and written their proofs, and go step-by-step to figure out how to implement the algorithms in working code.

        Neal Koblitz, one of the creators of ECC, threw this into sharp relief when he published a scathing critique of provable security in the September 2007 issue of the respected Notices of the American Mathematical Society. Researchers responded by writing letters to the journal, calling the article “snobbery at its purest,” and urging that “one should continue research, implementation and interaction, instead of slander.”13 Despite the bitterness, such altercations may help to promote progress by highlighting the need for a middle ground. Theoreticians and practitioners must work together to strengthen the security guarantees of a system, and each should be modest about their role and the assurances they can provide.14

        All of this does not mean that we should disparage provable security, but it does mean that we have to widen our scope when talking about the real security afforded by a system.

      
      
        Computer Security

        We have touched on security several times in this book; we want our cryptographic systems to be secure so that they keep our secrets. But cryptography is only a part of the wider picture of computer security.

        Cryptography gives us blueprints in the form of algorithms based on mathematics. These blueprints can help us protect our data, keep our communications confidential, and safeguard our privacy. But the blueprints by themselves do not achieve any of these things. They must be implemented in actual working tools embedded in systems that we can use.

        A system encompasses much more than cryptographic methods. Cryptography must run on some hardware. The hardware can include embedded sensors, cell phones, laptops and personal computers, network equipment, communications infrastructure, computers running on data centers, computational and storage resources on the cloud, and high-performance computers. In order to operate, all hardware needs an operating system, and then on top of the operating system, we have the actual applications that we are using, be they for banking, health, chat, video calls, and so on.

        A system goes beyond software and hardware, comprising human beings as well. These may be technical staff, such as system administrators, technicians, and various other technology professionals who are essential for the system to operate. These people rarely operate in a vacuum. They work in enterprises and organizations, so the system encompasses other employees and collaborators too. Finally we reach the outer perimeter of the system where it touches the external users of the systems—for instance, Alice and Bob when they want to chat privately.

        The whole system is as secure as its weakest link, and any of the above can be, and are, targets of attack. Cryptography itself is rarely the weakest link. In terms of vulnerability, mathematics is nearly invincible. Once something has been proven correct, it is correct, unless some flaw is discovered in the proof (extremely unlikely) or an attack using some other mathematical technique is found—which takes a lot of ingenuity and effort. Algorithms also come with proofs of correctness. Mathematical and algorithmic proofs are like Platonic ideals: they are in a way perfect, existing in a higher form of reality.

        Problems start when we move from an abstract world of ideas to our base, everyday existence. To use a modern cryptographic method, we have to write a computer program implementing the algorithms of the method. In contrast to an algorithm, we cannot be sure that a program is correct. Quite the contrary, programs start their lives full of errors, bugs, that programmers fix as they are found. Testing programs to locate bugs is a fundamental part of software development, and yet there is always the chance that a bug will escape and find its way out in a working system. Sometimes big media outlets report on important security incidents that arise from the discovery of bugs in widely used systems. In technical parlance, a bug—or in more general terms, a weakness—is a vulnerability; once this results in an actual breach of security, we have an incident. There are international processes and guidelines for reporting incidents and vulnerabilities so that users are warned and fixes are rolled out as quickly as possible. Particularly pernicious are zero-day vulnerabilities—that is, vulnerabilities that are unknown to those who would like to fix them, like the makers of a software application. When a zero-day vulnerability is found, there is by definition no known fix for it, so the targeted system is vulnerable for the time it will take to be fixed, called the window of vulnerability.

        Zero-day vulnerabilities have an ethical dimension. If they are discovered by a benevolent actor, should they inform the makers of the vulnerable system or should they warn everybody? If it is likely that nobody else knows about the vulnerability, it makes sense to inform those who can fix it and give them adequate time to respond before announcing the vulnerability publicly. If it is made public after a fix has been found, then by that time it will have been neutralized. Unfortunately, the vulnerability may already be known to malevolent actors and postponing public disclosure may afford them more time to take advantage of it—better then to warn users immediately. Warning those who can fix the bug and giving them sufficient time to fix it before announcing the vulnerability to the public is called coordinated vulnerability disclosure or responsible disclosure, and is often the most sensible way, but as you can imagine there are arguments for both options.

        Even if a program implements a cryptographic method correctly and the cryptographic method is secure, attacks on the system can still be mounted using auxiliary sources of information via what is called a side-channel attack. It is possible to glean details of a cryptographic implementation using such sources as the power consumption of the system, leaked electromagnetic radiation, the time it takes to perform various operations, acoustic analysis of keyboard strokes, finger taps on a screen, or sound emanations from a computer.15 If it seems that anything is up for grabs, that’s because it really is. Any information that can be gathered from a system can be used against it, and researchers have shown a lot of creativity in finding such sources of information.

        Computer security becomes more fraught once we take into account people: often, humans are the weakest link in the system. Instead of trying to break a password, it is much easier to try to guess it. We are regularly told to use strong passwords, whose strength is commensurate with how long and random they are. Unfortunately, strong passwords are generally difficult to remember. Worse, if we are asked to change our passwords every few months, then we are more and more tempted to just write them down somewhere (from where they can be stolen), or we end up using something easy to remember but also easy to guess by an attacker. Services may, instead of passwords, use some biometric data, like our face. Such technologies are not universally available or applicable, so they coexist with passwords rather than completely replacing them. Other authentication schemes rely on some special hardware, usually a cryptographic device that holds our key and with which we connect to a computer, but then somebody might steal that hardware.

        
          Computer security becomes more fraught once we take into account people: often, humans are the weakest link in the system.

        

        Even if we do everything with our outmost diligence, “hell,” as Jean-Paul Sartre wrote in his 1944 play Huis clos (No Exit), “is other people.” Our confidential information may be stored securely by a company. Then the issue is who actually has access to that information apart from us. Companies must have security policies dictating exactly who has access to what and under which circumstances. Making sure that security policies are implemented correctly is an organizational problem, not a technical one. If something goes wrong with the security policy, the wrong people may have access to our data.

        Most of the time, though, our worst enemy is ourselves. We trust each other, and with good reason. Without trust, societies cannot function properly, and the vast majority of the people we encounter are not out there to get us. Which means that the easiest way to break a system is simply to dupe people. This is called social engineering and can be wildly successful. We receive emails and messages with news that is too good to be true, like an inheritance that waits for us from some unknown relative, if only we part with some money or our credit card details. We get messages with alluring links, but woe betide anybody who actually follows such links. And these are the obvious attacks. What if we get an actual phone call from our bank asking us to verify some of our information? What if, as the call goes on, the information it needs to check includes our password?

        Sometimes no attack is necessary. People themselves are willing to give their own personal information, just to get their job done. As a personal note in this book, over the years the author has been responsible for several sensitive services. It has never ceased to amaze him how eager users are to offer their private data, unasked, when they have trouble using the system and believe that this will help crack the problem and make the system behave as they believe it should.16

        Computer security is hard—much harder than cryptography. True, you cannot have security without cryptography. Good cryptography is a necessary condition, but not a sufficient one. Computer security is about securing systems and security engineering is a whole fascinating subject on its own.17

      
    
  
    
      
        Epilogue

      
      In November 2022, a friend of mine, a journalist, called me about a sensitive matter. My home country, Greece, was reeling under the revelations that its National Intelligence Service had been running a wiretapping operation, installing spyware in the cell phones of individuals. She had suspicions that her phone had been hacked. We arranged for her to come over to my office and try to find out what we could.1

      The spyware under question was called Predator. An open-source package, the Mobile Verification Toolkit (MVT), can scan the contents of a cell phone for traces of Predator hacking. I thought it would be a good idea to learn how to use MVT by checking my own phone before my friend’s, which I did, and it came out clean.

      She came as planned, and we started the scanning process. That takes some time, and you monitor the progress on your computer’s screen. We took the opportunity to catch up. While we were waiting for the scan to end, exchanging chitchat, I was keeping an eye on the screen. Then something happened. The continuous scroll of lines showing the progress of the scanning changed; instead of a hypnotic roll of uneventful messages, warnings began to appear.

      I froze and let out an expletive, at which point my friend also stopped talking and asked what was going on. I uttered, staccato style, something like, “Yes, it is. Hacked. Your phone.” I do not recall my words exactly. But what I do remember is the acutely awkward feeling between my realization of what had happened and my turning to answer her. I am not a medical doctor, but perhaps that was what doctors feel like when they are about to tell a patient that they are terminally ill. And the realization dawned on me that security and privacy is not just an abstract notion, nor an academic field or line of work, but rather something deeply personal. We may know something well, but only when we experience it in our guts do we truly understand it.

      My discomfort of course paled in comparison to what she felt: hurt, dismayed, and aghast, as she had every reason to be. Burglary leaves a trauma because we cannot accept that somebody has invaded our personal space and rummaged through our things. Today, most of our personal experiences are recorded on our cell phones. Breaking into them means somebody has gotten access to just about everything we do—trivial or significant, professional or personal. And it’s actually worse than a break-in because it’s difficult or even impossible to know what the intruder did once inside. We also don’t know where this stops. A burglar will pass on stolen goods to a fence. An intruder can copy whatever they find and pass it on to who knows, who can again copy and pass it on, and so on. We bristle at the knave who has violated our personal space. How much worse when all of our lives, not just our physical surroundings, have been defiled and could turn up anywhere.

      I hope the reader will forgive the author for this stab at a memoir, but we should not lose sight of the fact that cryptography is not about technology, nor is it about mathematics; it is about real people and actual lives. We have not had the opportunity to explore such themes in this book so far, but we should not reach the end before we do.

      At the heart of the matter is a question of power. Cryptography provides security, and the provision of security is among the justifications for authority.2 Governments are expected to keep their subjects safe. Even the war machine is always about defense; the author knows of no Ministry of Attack, but plenty of Ministries of Defense around the world (but plainly, in any conflict somebody has to attack, so something is fishy here).

      Cryptography has over time been treated as an important factor in national security. Governments have tried to control the use and spread of cryptographic tools. For instance, until the 1990s, cryptography in the United States was subject to strict export controls. This led to some bizarre situations. A best-selling book on cryptography and the point of entry for many people in the field was Bruce Schneier’s Applied Cryptography. In the second edition of the book (1996), part V, at the end, consists of pages and pages of source code in the C programming language implementing the material of the preceding chapters. Why go into the trouble of printing that amount of source code when it could be distributed in some digital format (like a disk, which was used to accompany books back then)? After all, having to type by hand source code read from a book is hardly practical. The answer is that the controls at the time would not allow the export of cryptographic material in digital format outside the United States, but printed matter was exempt.

      
        At the heart of the matter is a question of power. Cryptography provides security, and the provision of security is among the justifications for authority.

      

      An even more absurd situation concerned the distribution of the software package Pretty Good Privacy (PGP), one of the first cryptographic tools that was targeted at the wider computer-literate public. PGP could not be exported from the United States. To get around the problem, the whole source code of the software was printed out and sent to Europe, where it was scanned and used to reconstitute the working program.

      Today most export restrictions have been dropped, but not all. Some still remain, dealing with exports to places that are categorized as rogue states and terrorist organizations. But if cryptographic tools are nowadays widely available, the question of control remains on a different, more technical aspect.

      The issue is whether, under certain circumstances, authorities should be able to bypass the protections afforded by cryptography. This can mean that cryptographic tools should have backdoors so that when the need arises, some officials will be able to bypass their security and directly decrypt ciphertexts without having to break the system. Or it may require that some encryption tools also have some kind of master key that is known to authorities and can be used to open ciphertexts when required. The argument for such backdoors is, again, based on security and cannot be waved away. For example, having access to the communication between the members of a terrorist cell can be essential to preventing serious harm and loss of life.

      There are, however, two problems with the contention. First, there may be other, more traditional ways to keep an eye on suspicious activity (secret agents are supposed to do that). Second, once a backdoor exists in a cryptographic product, it is difficult to ensure that it will only be used and not abused. When surveillance scandals erupt, we often learn that the surveillance net had been cast far wider than one would have thought. We are not really surprised that governments do surveil people; what usually surprises us is the particular people we learn are the targets of surveillance, when we feel that they shouldn’t be.

      This is summed up with the familiar phrase “Who watches the watchers?” or “Quis custodiet ipsos custodes?” in the original Latin. Even though the phrase seems to be pregnant with political overtones, it was written in a different context, in a satirical poem by Roman poet Juvenal (first–second century CE). While Roman men were busy running the empire, the womenfolk were mostly at home. There they would be guarded to avoid any marital infidelities, but Juvenal was worried: How could one be sure that no happy carouses broke out between the women and the guardians themselves?

      More seriously, in the context of political power, the issue had been raised earlier in Plato’s Republic (written about 375 BCE). The Republic is perhaps Plato’s best-known work, and one of the most influential works of philosophy and political science of all time. Plato describes the ideal city, in which a special social class, called the guardians, would be responsible for ensuring that the rules and norms of the society were followed. Like the rest of Plato’s books, the Republic is written as a dialogue with Socrates. As the dialogue progresses, the question is posed, How could we ensure that the guardians are acting rightly? The answer, given by Glaucon, one of Socrates’s interlocutors, is that “it would be absurd that a guardian should need a guard.”3

      That is not entirely satisfying, as it really entails accepting that we somehow have guardians who are immaculate. But humans are never perfect. It is not just that we should be worried an authoritarian government will abuse its power to monitor its citizens. A more prosaic risk is that, unfortunately, humans can be venal. If backdoors to a system exist, it is not necessary that we fall prey to state actors. We may simply fall victim to racketeering and extortion by corrupt officials, government employees, and contractors that have access to the backdoors.

      This indicates that if backdoors exist, there must be appropriate systems and processes that govern their use. We should not rely on the integrity of powerful individuals but instead have checks and balances in place. Even though it is a technical matter, that is not a reason why informed citizens should not have an opinion, particularly as the issue will be raised again and again as technology evolves. It is unfortunate that such discussions can become heated. Fear is a primal emotion, necessary for our survival, but subject to manipulation, and the powers that be know that fear is a time-tested method to keep the rabble in line.4

      That is not to disparage experts, without which the discipline would not exist. Arguments to dispense with experts usually smack of populism. Computer scientists, security researchers, and cryptographers do have a special role in the discussion as they provide the material and set the scene. But technical expertise does not translate to any special prerogative in the social and political realms. Nowadays, there is anticipation and trepidation about the possible emergence of artificial general intelligence (AGI) that will surpass human intelligence. Until that happens (if ever), we can joke and recognize that there is no all-around genius individual (again AGI) who is wise in every human endeavor. A brilliant scientist may be a complete ignoramus in social matters, and the problems in which scientists engage are very much the products of their time. Isaac Newton is surely one of the greatest scientists who has ever lived. Apart from ushering in modern physics, he spent a considerable amount of time researching alchemy, looking for the sacred geometry of the Temple of Solomon, exploring biblical chronology, investigating the potential for the philosopher’s stone, and other kinds of occult studies. Perhaps if he had stuck to physics, we would be a couple centuries more advanced in our scientific knowledge now, but Newton believed that this alternative line of research was his most important work.5 Everybody is fallible, but hopefully not at the same time—that being a reason for holding wide consultations.

      Controlling cryptography is not only about political power and national security. Cryptographic tools can be and are wielded by criminals. Malware is software that is intentionally designed to cause harm. A special kind of malware, ransomware, uses cryptography to block access to data until a ransom is paid. It encrypts data and requires a ransom payment in order to decrypt information or release the key used for decryption. By using a strong cryptographic method, malware can lock users out of their own computers. The effects can be catastrophic. In one famous incident, on May 14, 2021, the Health Service Executive of Ireland suffered a major malware attack that caused all of its information systems nationwide to shut down. Hospital work was disrupted. The Irish state refused to pay the ransom, and it took weeks for the systems to be restored.6

      
        Controlling cryptography is not only about political power and national security. Cryptographic tools can be and are wielded by criminals.

      

      That indicates that attitudes toward the control of cryptography may be nuanced. The same person who balks at governments being able to bypass cryptographic systems for surveillance purposes may welcome being able to overcome criminal attacks affecting thousands of innocent and sick people. At the same time, the very existence of malware brings in a host of questions on the moral dimension of cryptography.

      The first ransomware was invented and presented in a scientific conference in 1996 by two cryptography researchers. In 2017, they remarked that it had taken more than twenty years for cryptography-based extortion to attract widespread attention, and that possible attacks, fully described in the scientific literature, were still being overlooked as a large-scale, real-world attack had not yet emerged.7 Should the researchers have described the attack in the first place? Does it make sense to argue that cryptographers should not publish possible attacks in general? Isn’t it better that we know about them, rather than finding out when an attack breaks out and we are caught completely unprepared?

      It is naive to believe that cryptography is disengaged from political and social issues. We would then expect that cryptographers adopt an ethic of responsibility. On the one hand, they ought not to inflict evil or harm: scientists and engineers should refrain from work that damages humankind or the environment. On the other hand, they have a moral obligation to select work that promotes the social good.8

      Therein lies the rub—how to go from ethical imperatives to actual practice. Perhaps moral principles are more useful in helping us pose questions than as concrete answers. What is the social value of the problem that a cryptographic system aims to solve? Why are cryptographers really working on a particular problem? Do they aim to satisfy the needs of ordinary people? Do they make good use of their academic freedom? Should they accept military funding? Should they cooperate with government agencies? Are they open to different approaches? Do they attend to what surrounds their field? Do they contribute their knowledge to a cryptographic commons? Do they communicate their findings well?

      Such questions can be solved only with discussion, if ever. To come full circle back to where we left off at the end of the preface, if this book has enabled you, the reader, to be part of that discussion, it will have served its purpose.
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        Figure 71

      
      A last word. Your takeaway should not be a gloomy picture. Cryptography can be thorny, but it has served us well. We enjoy a world of global knowledge, digital communications, and commerce that would simply not exist without modern cryptography. You can see three images in figures 68–70 composed with the aid of visual cryptography. They are shares of a secret image. If you take them individually, they show nothing; if you take them in pairs, again they show nothing. But if you put all three of them on top of each other and let light shine through them, you will see the picture in figure 71.9 Take care.
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        Advanced Encryption Standard (AES)

        A symmetric cipher standardized by the US National Institute of Standards and Technology (NIST) in 2001. It superseded the older DES.

        advertising conversion

        The number of people that respond to an advertisement by taking some further action, such as actually clicking on an online ad or buying afterward from a brick-and-mortar store.

        associative

        A mathematical operation such that for three elements a, b, and c, a * (b * c) = (a * b) * c.

        asymmetric cryptography

        The branch of cryptography that uses one key for the encryption of a message and a different key for its decryption.

        authenticate-then-encrypt

        Combine AES and MAC by first producing a MAC and then encrypting the plaintext. The CCM mode uses this approach.

        authenticity

        In cryptography, the property of guaranteeing the integrity of a message.

        avalanche effect

        A property of a cipher whereby slightly changing the input will result in a significant change in the output.

        backdoor

        A covert way for bypassing an encryption method.

        base (exponentiation)

        The number that is raised to a power in the exponentiation operator. In 25, the base is 2.

        base (lattice)

        The vectors that produce the points of the lattice by using addition and multiplication.

        base (logarithm)

        If logb(x) = y, b is the base of the logarithm of x. It is the number that will be raised to the exponent y in order to produce the number x—that is, bx = y. For instance, log2(32) = 5, because the fifth power of the base is equal to 32: 25 = 32.

        base (quantum physics)

        Two different ways in which a photon can be encoded.

        beneficence

        The moral principle of working for the benefit of others.

        bigram

        A sequence of two adjacent letters in a text.

        block

        A sequence of bytes of a specific length.

        block cipher

        A cipher that operates by encrypting blocks of plaintext together.

        bombe

        A machine built in Bletchley Park in World War II, used for the decryption of the German Enigma.

        brute force

        Solving a problem by trial and error, enumerating all possible solutions until the right one is found. The name reflects that no special intelligence or knowledge is applied to solve the problem.

        certificate authority (CA)

        A trusted entity that stores, signs, and issues digital certificates.

        chain of trust

        The chain from one particular certificate authority whose key is signed by another certificate authority, and so on, until we arrive at a root certificate authority.

        character encoding

        The assignment of numbers to characters so that they can be represented inside a computer.

        chord rule

        The rule used for the definition of the addition of two points in an elliptic curve.

        chosen ciphertext attack (CCA)

        A threat model in which the attacker is able to use plaintext and ciphertext pairs for ciphertexts of their choice.

        chosen plaintext attack (CPA)

        A threat model in which the attacker is able to use plaintext and ciphertext pairs for plaintexts of their choice.

        cipher

        A method for encrypting a message.

        cipher block chaining (CBC) mode

        An AES mode in which each block’s encryption depends on the previous ciphertext block.

        cipher block chaining message authentication code (CBC-MAC)

        A MAC constructed by the AES CBC mode.

        cipher disk

        A polyalphabetic cipher where two alphabets are placed on concentric rotating disks. By rotating the disks, the substitution of a given letter changes.

        cipher suite

        The set of algorithms used to secure a network communication.

        ciphertext

        The encrypted message.

        ciphertext-only attack (COA)

        A threat model in which the attacker only has access to one or more ciphertexts.

        cipher wheel

        See cipher disk.

        circuit

        In MPC, a representation of a calculation using simple logical operations called gates.

        cleartext

        The message that we want to communicate in its original form, before being encrypted.

        client

        The computer asking for data by requesting it from the server.

        closest vector problem (CVP)

        The problem of finding the closest lattice point to another point (which may not necessarily be a lattice point). The CVP underlies lattice-based cryptography.

        code-based encryption

        A branch of PQC.

        collision

        A collision occurs when a hash function produces the same output for two different inputs. It should be an extremely unlikely occurrence.

        commutative

        A mathematical operation in which for two elements a and b, a * b = b * a.

        composite

        A composite integer is a positive integer that can be formed by multiplying two other smaller positive integers.

        confidentiality

        In cryptography, the property of ensuring that only the recipient of a message can have access to its contents.

        confusion

        A property of a cipher whereby a bit of the ciphertext should depend on several parts of the key, thereby hiding the relationship between the ciphertext and key.

        coordinated vulnerability disclosure

        The disclosure of a vulnerability to the public once the responsible parties have been notified and given sufficient time to provide a fix.

        coprime

        Two integers are coprime if their greatest common divisor is 1.

        counter (CTR) mode

        An AES mode that uses a counter for the encryption of each block. The CTR mode allows us to use AES as a stream cipher.

        counter with cipher block chaining message authentication code mode (or simply CCM)

        An AES mode that produces a ciphertext and MAC, guaranteeing both confidentiality and authenticity.

        crib

        A pair of a plaintext and its corresponding ciphertext. Cribs can be important instruments in cryptanalysis.

        cryptanalysis

        The process of analyzing cryptographic systems in order to understand their functioning. That includes studying their output (ciphertexts) in order to deduce the input (plaintexts).

        cryptography

        The topic of this book. The study of methods that allow us to communicate securely in the presence of others, who can intercept our communication.

        Data Encryption Standard (DES)

        A symmetric cipher, developed in the 1970s and superseded by AES.

        dead drop

        A secret location that is used by spies to exchange messages. One agent drops a message in the dead drop, from where another agent recovers it.

        dead letter box

        See dead drop. Not to be confused with Dead Letter Office, an album by the rock group R.E.M.

        Decisional Diffie-Hellman (DDH) assumption

        The assumption that for any ga mod p and gb mod p, the value gab mod p is indistinguishable from any random value modulo p. It is a stronger assumption than the one that we cannot solve the discrete logarithm problem and the basis of numerous modern cryptographic constructions.

        decryption

        The process that reverses the effects of encryption and turns the ciphertext back into the plaintext.

        degree (of a polynomial)

        In polynomials of one variable, the largest power of the variable that appears in a term of the polynomial. The polynomial 3x2 − 2x + 1 is of degree 2. In polynomials with more than one variable, the degree is the highest sum of the powers in the terms. The polynomial 3x2y3 + 4x − 9 is of degree 5.

        differential cryptanalysis

        A form of cryptanalysis in which we study how differences in the input of a cryptographic method affect its output.

        Diffie-Hellman key exchange

        A method for exchanging keys based on the discrete logarithm problem, published by Whitfield Diffie and Martin Hellman in 1976. The method solved the key distribution problem, as it allows two parties to agree on a shared secret key even though all of their communication happens over a public channel.

        diffusion

        A property of a cipher whereby changing a bit of the plaintext should change half the bits of the ciphertext, thus diffusing the effect of the change throughout the encryption output.

        digital certificate

        A digital document that verifies the validity of a public key. More generally, a digital attestation for something.

        digital fingerprint

        A short digital sequence that identifies a digital document, typically produced by a one-way hash function.

        digital signature

        A digital mark, provided through a cryptographic method, that binds a document with its author, verifying its authenticity.

        discrete logarithm problem

        The problem of finding the logarithm of modular exponentiation. If we have gx mod p, find x, given p and g. We do not know an efficient way to do that. The discrete logarithm problem underlies many modern cryptographic systems.

        eavesdropper

        A person, usually called Eve, who is able to intercept the communication between two or more parties.

        electronic code book (ECB) mode

        The basic AES mode of operation, corresponding to bare-bones AES.

        ElGamal encryption

        An encryption system, described by Taher Elgamal in 1985, based on the discrete logarithm problem. It uses the Diffie-Hellman key exchange to establish a secret that encrypts the message.

        elliptic curve

        In real numbers, an elliptic curve is a curve in the plane defined by an equation of the form y2 = x3 + ax + b, where a and b are real numbers. Elliptic curves have no sharp corners, called cusps, or intersections, called nodes.

        elliptic curve cryptography (ECC)

        Public key cryptography based on elliptic curves.

        elliptic curve discrete logarithm problem

        The equivalent of the discrete logarithm problem when dealing with elliptic curves.

        encryption

        The process of turning a message into one that is unintelligible to anybody except its intended recipient.

        encrypt-then-authenticate

        Combines AES and MAC by first encrypting the ciphertext and then producing a MAC. The GCM mode uses this approach.

        exponent

        The power in the exponentiation operation.

        exponentiation operation

        Raising a number, called the base, to a power, called the exponent. That is, multiplying the base repeatedly by the number of times indicated by the exponent. It is symbolized by xy. For example, 25 = 2 × 2 × 2 × 2 × 2 = 32.

        extended Euclidean algorithm

        An extension of the Euclidean algorithm. The Euclidean algorithm is an algorithm for computing the greatest common divisor between two numbers. The extended Euclidean algorithm, given two integers a, b, computes two integers x and y such that ax + by = gcd(a, b). If gcd(a, b) = 1, the number x is the modular multiplicative inverse of a modulo b.

        factorial

        The factorial of an integer is the product of all positive integers less than or equal to that integer. For example, 5! = 5 × 4 × 3 × 2 × 1 = 120.

        factorization

        The decomposition of an integer number into a product of integers, which are its prime factors.

        frequency analysis

        The analysis of the frequencies of symbols or groups of symbols that appear in an encrypted message in order to find the encryption key.

        fundamental theorem of arithmetic

        The theorem in arithmetic according to which any integer greater than 1 can be written as a unique product of prime numbers, which are called its prime factors.

        Galois / counter mode (GCM)

        An AES mode that operates in the encrypt-then-authenticate manner.

        garbling

        A technique used in MPC protocols to encrypt circuits.

        gate

        In a circuit, a simple logical operation. For instance, an AND gate takes two inputs that may be true or false and outputs true when both of the inputs are true. The OR gate takes two inputs that may be true or false and outputs true when either of them is true.

        general MPC protocol

        A cryptographic protocol that can be used to compute any function.

        greatest common divisor (GCD)

        For two or more nonzero integer numbers, the greatest common divisor is the largest positive integer that divides each one of them.

        hash algorithm

        The algorithm that is implemented by a hash function.

        hash-based cryptography

        A branch of PQC.

        hash function

        A one-way function that takes as input a digital document and outputs a short digital sequence (the digital digest) that identifies the document. A hash function should produce message digests with a low probability of collisions.

        heuristic security

        The analysis of the security of a cryptographic system based on practical approaches that rely on informal strategies, like trial and error as well as rules learned from experience.

        homomorphic encryption

        Encryption methods that allow us to perform mathematical operations on the encrypted data, which when decrypted will be equivalent to having performed the operations on their plaintexts.

        host

        A computer hosting a network service.

        hybrid encryption

        Encryption that combines symmetric and public key cryptography. Typically, public key cryptography is used to create a shared secret key that is then used with symmetric cryptography.

        hypertext transfer protocol (HTTP)

        The request-response protocol that is used for the exchange of messages between browsers and servers on the World Wide Web.

        hypertext transfer protocol secure (HTTPS)

        The HTTP protocol used along with TLS to offer secure browsing on the web.

        identity element

        In a mathematical operation, an element such that the result of the operation of any element with the identity element is the original element. In addition, the identity element is 0. In multiplication, the identity element is 1.

        incident

        A breach of security in a system.

        initialization vector

        In cryptography, a sequence of bits used to initialize a cryptographic method.

        integer prime factorization

        See factorization.

        intermediate certificate authority

        A certificate authority that is not directly trusted by the browser, but whose key is signed by another certificate authority, whose key is in turn signed by another certificate authority, and so on, thus creating a chain of trust up to a root certificate authority.

        inverse

        In a mathematical operation, given an element a, the element that when combined with a produces the identity element. In addition, the inverse of a is −a. In multiplication, it is the reciprocal 1/a.

        key

        The piece of knowledge that the recipient of an encrypted message must possess in order to decrypt it.

        key distribution problem

        The problem of distributing to the parties of a communication the secret key that can decrypt the ciphertexts in the communication.

        known-plaintext attack (KPA)

        A threat model in which the attacker has access to a set of pairs of known plaintexts and their corresponding ciphertexts.

        Lagrangian interpolation

        A mathematical method to find a polynomial that passes through a specific set of points.

        lattice

        A set of points in a multidimensional space that forms a crystalline structure. If we add or subtract two points in a lattice, we get another point on the lattice. Two lattice points cannot be closer than some minimum distance, and every point is no further away than some maximum distance from a lattice point.

        lattice-based encryption

        A branch of PQC.

        logarithm operation

        The inverse of the exponentiation operation. If xn = y, logyx = n. The number y is the base of the logarithm. The logarithm of a number gives us the exponent that we have to use for a given base to obtain the number.

        malleable

        A cryptographic method in which it is possible for an attacker to transform a ciphertext to another ciphertext that decrypts to a plaintext related to the plaintext of the original ciphertext.

        malware

        Software that is intentionally designed to cause harm.

        message authentication code (MAC)

        A short piece of information that verifies the integrity of a message and guarantees that it corresponds to a specific plaintext.

        message digest

        See digital fingerprint.

        mode of operation

        In AES, a specific setup consisting of the basic AES construction along with additional modules that offers increased features, such as better security guarantees, or allows AES to operate as a stream cipher.

        modular arithmetic

        Arithmetic using integer numbers, where the result of operations are “wrapped around” when they reach a certain value, called the modulus. Time arithmetic is modular; when minutes reach sixty, they wrap around and start again from zero.

        modular exponentiation

        The exponentiation operation in modular arithmetic. It is equal to raising a base to the exponent and then taking the remainder of the division with a modulus. An essential part of cryptographic algorithms.

        modular multiplicative inverse

        The inverse of a number in modular arithmetic. As in ordinary arithmetic, when we multiply a number with its inverse we get 1. In contrast to ordinary arithmetic, a number does not always have a modular multiplicative inverse and the modular multiplicative inverse of a number a is not the reciprocal 1/a. For example, the modular multiplicative inverse of 3 modulo 40 is 27, because 3 ⋅ 27 mod 40 = 81 mod 40 = 1. If a number has a modular multiplicative inverse, we can find it with the extended Euclidean algorithm. A number has a modular multiplicative inverse if the greatest common divisor of the number and the modulus is 1—that is, they are relative prime or coprimes.

        modulo

        The remainder of a division. For example, 5 mod 2 equals 1.

        modulus

        In modular arithmetic, the threshold where integers wrap around. In time arithmetic, which is modular, the modulus is sixty.

        monoalphabetic cipher

        A substitution cipher that always replaces a given letter with the same corresponding letter.

        n-gram

        A sequence of a number of adjacent letters, usually more than two when we have a bigram.

        nonce

        In cryptography, a value that is produced in order to be used only once during encryption.

        nonmaleficence

        The moral principle of inflicting no harm to others.

        number theory

        The branch of mathematics devoted to the study of integers and arithmetic functions.

        oblivious transfer

        A cryptographic technique in which a sender sends one among different possible values to a recipient, but remains oblivious as to which value they have sent.

        one-time pad

        An unbreakable cryptographic method where each letter of a message is substituted with another letter, given by a sequence of random letters (the key) that must be at least as long as the message.

        1–2 oblivious transfer

        Oblivious transfer in which one party, Alice, sends to another party, Bob, one out of two possible values, with Alice remaining oblivious as to which value she has actually sent to Bob.

        one-way function

        A function that can easily compute a result given some input, but whose result is difficult to reverse and go back to the input.

        open-source

        Software whose source code is openly available to the public, allowing anyone to inspect, copy, modify, and redistribute it.

        optimal asymmetric encryption padding (OAEP), or RSA-OAEP

        A padding scheme used with RSA.

        padding

        In computer science, the practice of filling up space with additional data. In RSA, we take the plaintext and random data and combine them up to the size of the modulus before encryption, in order to make RSA nondeterministic and increase security.

        PKCS #1 (Public Key Cryptography Standard #1)

        A standard (the first in a series) published by RSA Laboratories, a security company founded by the inventors of RSA.

        plaintext

        See cleartext.

        point at infinity

        The identity element in elliptic curves.

        polyalphabetic cipher

        A substitution cipher that uses different substitutions for a given letter at different parts of the message.

        polynomial

        A mathematical expression that is built from a sum of terms, where each term is the product of variables, each of which can be raised to integer powers, and a constant number, called a coefficient. For example, 3x2 − 2x + 1 is a polynomial with terms 3x2, −2x, and 1. The numbers 3, −2, and 1 are the coefficients of the polynomial.

        post-quantum cryptography (PQC)

        Cryptographic methods that are immune from advances in quantum computing and therefore secure even when (if) powerful quantum computers become a reality.

        prime

        An integer is a prime if it is greater than 1 and is not the product of two smaller natural numbers. In other words, it can be divided only by 1 and itself. An integer greater than 1 that is not a prime is a composite. The number 1 is neither a prime nor a composite.

        prime factors

        For a given integer greater than 1, the prime numbers that, when multiplied together, produce the number.

        private key

        In public key cryptography, the part of the key pair that is private.

        private set intersection problem

        The problem where two parties can compare two encrypted sets in order to find their intersection, without having to decrypt the sets.

        provable security

        The analysis of the security of a cryptographic system based on rigorous mathematical proofs.

        pseudorandom

        A number that appears to be random, but is in fact generated by a pseudorandom number generator.

        pseudorandom number generator

        An algorithm that produces a sequence of numbers that appear to be random, even though in fact they are produced deterministically.

        public key

        In public key cryptography, the part of the key pair that is public.

        public key cryptography

        The field of cryptography that uses pairs of cryptographic keys, one of them private and the other public.

        quantum algorithm

        An algorithm that harnesses quantum properties for its operation.

        quantum bit (qubit)

        The basic unit of information in quantum computing.

        quantum computing

        Methods that harness the properties of quantum physics to build more powerful computers.

        quantum cryptography

        Cryptography that uses the properties of quantum physics.

        quantum key distribution (QKD)

        A key exchange method that uses the properties of quantum physics.

        ransomware

        A kind of malware that uses cryptography to lock users out of their data until a ransom is paid.

        real-world security

        The security of a cryptographic system out in the wild.

        reduction

        The reduction of one hard computational problem to another. If we reduce problem X to problem Y, then if we find an efficient method to solve X, with little extra effort we will be able to solve Y as well.

        relative prime

        See coprime.

        request

        A message sent by a computer (the client) asking for some data from another computer (the server).

        response

        A message sent by a computer (the server) responding to a request for some data by another computer (the client).

        responsible disclosure

        See coordinated vulnerability disclosure.

        root certificate authority

        A certificate authority that is trusted by the web browsers. Root certificate authorities must meet specific technical requirements, so the corresponding barriers of entry mean that there is a limited number of them.

        round

        In a cryptographic method, one iteration of encryption operations.

        router

        A networking device that forwards packets of data between computer networks.

        RSA

        RSA (named after its inventors, Rivest-Shamir-Adleman) is one of the oldest public key cryptographic systems, published in 1977. With the Diffie-Hellman key exchange, it revolutionized cryptography, solving the key distribution problem and ushering in asymmetric cryptography.

        salt

        In cryptography, random data that is used as additional input to a one-way function.

        scheme (URL)

        The first part of a URL, such as HTTP or HTTPS, specifying the kind of communication that will be launched.

        secret sharing

        A cryptographic protocol that is used when we want to share a secret among different parties so that the secret can be revealed only when a specified number of shares are combined and no information can be revealed about the secret with any smaller number of shares.

        secure multiparty communication (secure MPC)

        The field of cryptography studying methods that enable different parties to compute a function together based on the input of each individual party while keeping these inputs private.

        security engineering

        The discipline of building systems that are robust against malice, error, or just bad luck. Security engineering uses cryptography, but also encompasses a wider spectrum of tools and methods to design, implement, and operate a system with security requirements in the real world.

        self-reciprocal

        An encryption method where, to decrypt the message, we pass it through the same process that was used for encryption. In other words, to obtain the plaintext, we feed the ciphertext to the encryption method.

        sequential search

        Looking for an item among a group of items by examining each one of them in turn.

        server

        The computer providing the data requested by a client.

        Shor’s algorithm

        A quantum algorithm for integer factorization—that is, for finding the prime factors of an integer—developed in 1994 by Peter Shor.

        side-channel attack

        In computer security, an attack that uses extra information that can be gleaned from the operation or implementation of the system rather than from flaws that can be found by studying the design of the underlying cryptographic methods themselves or the corresponding computer code.

        social engineering

        In information security, an attack that dupes people to achieve the desired outcome, such as revealing confidential information (for instance, passwords) or performing specific actions (like transferring money to an adversary’s account).

        state (AES)

        In AES, the ciphertext through the various stages and rounds of the encryption process.

        store-now-decrypt-later

        Storing encrypted messages now with a view toward decrypting them in the future, when advances in quantum computing will have broken the encryption method.

        stream cipher

        A cipher that works by transforming each digit of the plaintext at a time to a ciphertext. Contrast with block cipher.

        substitution cipher

        A cipher that works by substituting a letter of the alphabet with another one or in general a symbol with another symbol (because a message may contain not just letters but also digits, etc.).

        superposition

        The property of quantum physics that allows a qubit to exist in two states, 0 and 1, simultaneously.

        supersingular elliptic curve isogeny

        A branch of PQC.

        symmetric cryptography

        The branch of cryptography that uses the same key for the encryption and decryption of a message.

        symmetric encryption

        See symmetric cryptography.

        tag

        In cryptography, a MAC.

        tangent rule

        The rule used for the definition of the multiplication of an integer with a point in an elliptic curve.

        threat model

        A model that describes a particular kind of attack on a cryptographic system. A threat model depicts the capabilities of the attacker and the means that the adversary can use to mount an attack.

        TLS handshake

        The initials steps of the TLS protocol where the client and server agree on the cryptographic methods and keys they will use in their session.

        TLS record

        The packets that carry encrypted data in TLS.

        TLS record protocol

        A protocol that describes TLS records.

        TLS session

        A communication between a client and server using the TLS protocol.

        transport layer security (TLS)

        A cryptographic protocol that provides secure communication over a computer network.

        Turing machine

        A model of computation proposed by Alan Turing. The Turing machine describes an abstract machine that manipulates symbols on a table, based on a table of rules. Despite its simplicity, it is capable of implementing any computer algorithm.

        uniform resource locator (URL)

        A technical term for an address on the World Wide Web.

        vector

        A mathematical object that cannot be expressed by a single number. In two dimensions, a vector is a segment that has a magnitude and direction.

        visual cryptography

        Cryptographic method that allows visual information, such as pictures, to be encrypted, so that the ciphertext and corresponding plaintext are visual images.

        vulnerability

        A security weakness in a system.

        window of vulnerability

        The interval between the time when a vulnerability is discovered and a fix for it is found.

        zero-day vulnerability

        Vulnerabilities that are unknown to those who would be responsible for fixing them, like the makers of a software application or providers of a service.

        zeroth term (of a polynomial)

        The term with zeroth power. In the polynomial 3x2 − 2x + 1, it is the term 1.
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        Chapter 1

        
          	          
            1. The book has been translated in other languages, where the translators have followed the restriction on dispensing with the most frequent letter. In English, it has been translated as A Void by Gilbert Adair (1995). Here is an excerpt from the text: “A gap will yawn, achingly, day by day, it will turn into a colossal pit, an abyss without foundation, a gradual invasion of words by margins, blank and insignificant, so that all of us, to a man, will find nothing to say.”

                  

          	          
            2. Mayzner and Tresselt, “Tables of Single-Letter and Digram Frequency Counts for Various Word-Length and Letter-Position Combinations.”

                  

          	          
            3. The quote comes from Lieberman et al., “Quantifying the Evolutionary Dynamics of Language,” an excellent study of the evolution of human language.

                  

          	          
            4. For a readable, best-selling introduction to cryptography with a fast-paced historical account, see Singh, The Code Book. For a comprehensive history of cryptography up to the 1960s, see Kahn, The Codebreakers. Our historical synopsis owes a lot to it. For a book mixing cryptographic history with details on cryptographic principles and cryptanalysis, see Bauer, Decrypted Secrets.

                  

          	          
            5. The source for this image is Yrithinnd, Wikimedia Commons, February 16, 2007, https://commons.wikimedia.org/w/index.php?curid=23821, available under a CC BY-SA 3.0 license.

                  

          	          
            6. For an examination of the references of scytale in antiquity, questioning whether it was actually used by the Spartans to hide their messages, see Kelly, “The Myth of the Skytale.”

                  

          	          
            7. Suetonius, De Vita XII Caesarum, Divus Julius, 56.6, published in the Loeb Classical Library series (1913); text is in the public domain.

                  

          	          
            8. Here is why. Remember the definition of integer division: if we have two integers a and b, the division of a by b gives us two integers, the quotient q and the remainder r, with 0 ≤ r < b, such that a = q × b + r (if the division is exact, r = 0). Therefore, the remainder is r = a − q × b. The quotient is the greatest integer less than or equal to the fraction a/b. If we have a = −4 and b = 26, the quotient is q = −4/26 = −1 and the remainder is r = −4 − (−1) × 26 = −4 + 26 = 22.

                  

          	          
            9. The quotation is from Al-Kadi, “Origins of Cryptology.”

                  

          	          
            10. According to Ibrahim Al-Kadi (“Origins of Cryptology”), “The concept of the zero or sifr or cipher was so confusing and ambiguous to common Europeans at first that a person used to say in arguments or discussions that he is ‘talking about something clear and comprehensible, and not about some ambiguous and far-fetched thing like the cipher.’”

                  

          	          
            11. Quinn DuPont (“The Printing Press and Cryptography”) argues that Alberti may have been influenced in his development of the cipher disk by the invention of movable type by Johannes Gutenberg.

                  

          	          
            12. Bellovin, “Frank Miller.”

                  

          	          
            13. John von Neumann made the remark at a conference in 1949. The conference papers were published in 1951; see von Neumann, “Various Techniques Used in Connection with Random Digits,” 36.

                  

          	          
            14. The photograph of Enigma was taken by Alessandro Nassiri, and the source is Museo della Scienza e della Tecnologia, “Leonardo da Vinci,” posted by OS, Wikimedia Commons, April 20, 2016, https://commons.wikimedia.org/w/index.php?curid=47910919, available under a CC BY-SA 4.0 license.

                  

          	          
            15. There were various versions of the Enigma machine. Here we describe the version used by the army and air force. The version used by the navy was more secure, but the underlying design was the same. Also, in our description we omit part of the mechanism called “ring setting,” as it does not change the basic idea of its operation.

                  

          	          
            16. “There is no minimum length of an enciphered message; maximum length is 250 letters.” Paragraph 126 of the Enigma instruction manual, translated at Bletchley Park, transcribed and formatted by Tony Sale, available at https://www.codesandciphers.org.uk/documents/egenproc/egenproc.pdf. Sale was a British electronics, software, and hardware engineer as well as a historian of computing. This manual, published in 1940, was for the navy version of Enigma. Different versions had different length limits. “The limit for the Army ENIGMA was 180 characters, increased to 250 characters after Jan. 13, 1940, 320 characters for the navy Enigma.” Bauer, Decrypted Secrets, 217.

                  

          	          
            17. For an analysis of the mathematics behind Enigma, see Miller, “The Cryptographic Mathematics of Enigma.”

                  

          	          
            18. A popular explanation for the term “bombe” is that it was named after an ice cream bombe. Enigma was first analyzed by a group of Polish cryptologists, who initially designed a machine for the decryption efforts. The idea for the machine came while they were eating an ice cream bombe, so one of them, Jerzy Różycki, named the machine bomba in Polish. The story comes from the commander of the group, Tadeusz Lisicki. There are also other explanations, but they are more prosaic. See Link, “Resurrecting Bomba Kryptologiczna.”

                  

          	          
            19. This is necessarily a summary exposition of Enigma and its deciphering. For a readable exposition, from where the crib example was taken, see Singh, The Code Book. For a description of the operational weaknesses and human errors that were instrumental to the breaking of Enigma, see Ratcliff, “How Statistics Led the Germans to Believe Enigma Secure and Why They Were Wrong.”

                  

        

      
      
        Chapter 2

        
          	          
            1. Dickens, The Posthumous Papers of the Pickwick Club, 694, 700.

                  

          	          
            2. For Dickens and advertising, see Schlicke, Oxford Reader’s Companion to Dickens; Horn, “Dickens and the Patent Bramah Lock”; Williams, “Advertising and Fiction in the Pickwick Papers.”

                  

          	          
            3. The Challenge Lock is in the Science Museum in London. The source of this photograph is Geni, Wikimedia Commons, June 17, 2022, https://commons.wikimedia.org/w/index.php?curid=119396870, available under a CC BY-SA 4.0 license.

                  

          	          
            4. For an account of the breaking of the Challenge Lock, see Kastner, “A. C. Hobbs and the Great Lock Controversy of 1851.” The news item appeared in the September 6, 1851, issue of the Economist (vol. 9, no. 419, 986) under News of the Week. Like the Economist, the Bramah lock company is still in business in London. Two hundred guineas was equivalent to £210, which is £26,210 (or about $33,082) in February 2024, according to the Bank of England inflation calculator, at https://www.bankofengland.co.uk/monetary-policy/inflation/inflation-calculator, and using the average exchange rate of pounds to dollars for that month.

                  

          	          
            5. Churchill, “The Spectacle of Security.”

                  

          	          
            6. Bramah’s “A Dissertation on the Construction of Locks,” is available at https://books.google.gr/books?id=EGcFAAAAQAAJ. His petition to the House of Commons is available at https://books.google.gr/books?id=CjtcAAAAcAAJ.

                  

          	          
            7. Hobbs, Locks and Safes, 3.

                  

          	          
            8. See Kerckhoffs, “La Cryptographie Militaire, Première Partie”; Kerckhoffs, “La Cryptographie Militaire, Seconde Partie.” For the six principles (or desiderata as he called them), see Kerckhoffs, “La Cryptographie Militaire, Première Partie,” 12. For Kerckhoffs’s explanation of secrecy, see Kerckhoffs, “La Cryptographie Militaire, Première Partie,” 14.

                  

          	          
            9. National Institute of Standards and Technology (NIST), “Announcing Development of a Federal Information Processing Standard for Advanced Encryption Standard.”

                  

          	          
            10. See the DESCHALL press release of June 18, 1997, archived at https://web.archive.org/web/20071201071615/http://home.earthlink.net/~rcv007/despr4.htm.

                  

          	          
            11. For the announcement of AES, see National Institute of Standards and Technology (NIST), “Announcing the ADVANCED ENCRYPTION STANDARD (AES).” For an in-depth description by its creators, see Daemen and Rijmen, The Design of Rijndael.

                  

          	          
            12. Shannon’s classified report was A Mathematical Theory of Cryptography, memorandum MM 45-110-02, September 1, 1945, Bell Laboratories. For the declassified version, see Shannon, “Communication Theory of Secrecy Systems.”

                  

          	          
            13. Hardy, A Mathematician’s Apology, 121–122.

                  

          	          
            14. The strict avalanche criterion was introduced in Webster and Tavares, “On the Design of S-Boxes.”

                  

          	          
            15. The source of the 1200 × 1260 pixel version of this image is Otto Messmer, converted to vector by Tom Edwards, and posted by GaryBarbaree, Wikimedia Commons, January 30, 2019, https://commons.wikimedia.org/wiki/File:Felix_the_Cat.jpg. It is in the public domain.

                  

        

      
      
        Chapter 3

        
          	          
            1. According to Ed Glinert (The London Compendium, 421), “During the 1980s the KGB had a dead letter box (a safe place where they could leave secret documents and messages) in a recess behind a column by the altar.” More precisely, the altar is on the right of the entrance and has a copy of Michelangelo’s Pietà statue. To the left of the altar are two large marble columns; the dead letter box was between the column nearest the wall and the wall. For the history behind this (its location was leaked by a double agent), see Berkeley, A Spy’s London.

                  

          	          
            2. The paint analogy comes from Singh, The Code Book.

                  

          	          
            3. Diffie and Hellman, “New Directions in Cryptography.”

                  

          	          
            4. See Elgamal, “A Public Key Cryptosystem and a Signature Scheme Based on Discrete Logarithms.”

                  

          	          
            5. “The Decision Diffie-Hellman assumption (DDH) is a gold mine. It enables one to construct efficient cryptographic systems with strong security properties.” Boneh, “The Decision Diffie-Hellman Problem.” The rest of the paper explores several applications of DDH, including ElGamal.

                  

          	          
            6. In cryptography, we may run out of mathematical symbols. In research papers, to avoid confusion, cryptographers use different fonts like Fraktur. Text in Fraktur looks like this.

                  

          	          
            7. Rivest, Shamir, and Adleman, “A Method for Obtaining Digital Signatures and Public-Key Cryptosystems.”

                  

          	          
            8. The example is a modified version of the one given in Rivest, Shamir, and Adleman, “A Method for Obtaining Digital Signatures and Public-Key Cryptosystems.” The phrase is from William Shakespeare’s Julius Caesar, act 1, scene 2, line 283, in the Arden Shakespeare Third Series edition.

                  

          	          
            9. See the Cramer-Shoup cryptosystem (Cramer and Shoup, “A Practical Public Key Cryptosystem Provably Secure against Adaptive Chosen Ciphertext Attack”) and Diffie-Hellman integrated encryption scheme (Abdalla, Bellare, and Rogaway, “The Oracle Diffie-Hellman Assumptions and an Analysis of DHIES”).

                  

          	          
            10. Moriarty et al., “PKCS #1: RSA Cryptography Specifications Version 2.2.”

                  

          	          
            11. See Adrian et al., “Imperfect Forward Secrecy,” which ends, “A key lesson from this state of affairs is that cryptographers and creators of practical systems need to work together more effectively. System builders should take responsibility for being aware of applicable cryptanalytic attacks. Cryptographers, for their part, should involve themselves in how crypto is actually being applied, such as through engagement with standards efforts and software review. Bridging the perilous gap that separates these communities will be essential for keeping future systems secure” (16).

                  

          	          
            12. The SHA-2 standard was announced in National Institute of Standards and Technology (NIST), “Announcing Development of Federal Information Processing Standard (FIPS) 180-2, Secure Hash Standard; a Revision of FIPS 180-1.” It was updated in National Institute of Standards and Technology (NIST), “Announcing Development of Federal Information Processing Standard (FIPS) 180-4, Secure Hash Standard (SHS); a Revision of FIPS 180-3.”

                  

        

      
      
        Chapter 4

        
          	          
            1. This image, available at https://upload.wikimedia.org/wikipedia/commons/1/13/First_Internet_Demonstration%2C_1977.jpg, comes from the Computer History Museum and is in the public domain.

                  

          	          
            2. Rescorla, “The Transport Layer Security (TLS) Protocol Version 1.3.”

                  

          	          
            3. Shamir, “How to Share a Secret.”

                  

          	          
            4. The curves here are based on the methods described in Bruggeman and Gush, “Nice Cubic Polynomials for Curve Sketching”; Evard, “Polynomials Whose Roots and Critical Points Are Integers.” They have integer roots and integer inflection points, and are convenient for illustration purposes—but we cannot use them for actual secret sharing, as we explain later on.

                  

          	          
            5. For an overview, see Lindell, “Secure Multiparty Computation.”

                  

          	          
            6. For a description of the Estonian student and taxes application, see Bogdanov et al., “Students and Taxes.” For the Boston wage study, see Lapets et al., “Accessible Privacy-Preserving Web-Based Data Analysis for Assessing and Addressing Economic Inequalities.” For the way Google solved the ad conversion rate problem, see Ion et al., “Private Intersection-Sum Protocol with Applications to Attributing Aggregate Ad Conversions.”

                  

          	          
            7. For an example employing private set intersection on the human genome, see Baldi et al., “Countering GATTACA.” For descriptions of fast private set intersection protocols with better properties than the naive protocol that we outline here, see Pinkas, Schneider, and Zohner, “Scalable Private Set Intersection Based on OT Extension”; Pinkas et al., “SpOT-Light.”

                  

          	          
            8. Du and Atallah, “Protocols for Secure Remote Database Access with Approximate Matching.”

                  

          	          
            9. Oblivious transfer was introduced in Rabin, “How to Exchange Secrets with Oblivious Transfer.” And 1–2 oblivious transfer was developed in Even, Goldreich, and Lempel, “A Randomized Protocol for Signing Contracts.”

                  

        

      
      
        Chapter 5

        
          	          
            1. ECC was introduced independently in Koblitz, “Elliptic Curve Cryptosystems”; Miller, “Use of Elliptic Curves in Cryptography.” For cryptographic applications of elliptic curves, see Blake, Seroussi, and Smart, Elliptic Curves in Cryptography; Blake, Seroussi, and Smart, Advances in Elliptic Curve Cryptography; Hankerson, Menezes, and Vanstone, Guide to Elliptic Curve Cryptography. For a detailed exposition, including the mathematical underpinnings, see Washington, Elliptic Curves.

                  

          	          
            2. This is the crypto-incarnation of David Hume’s “is-ought problem,” as he pointed out in A Treatise of Human Nature (1739): “In every system of morality, which I have hitherto met with, I have always remarked, that the author proceeds for some time in the ordinary way of reasoning, and establishes the being of a God, or makes observations concerning human affairs; when of a sudden I am surprised to find, that instead of the usual copulations of propositions, is, and is not, I meet with no proposition that is not connected with an ought, or an ought not.”

                  

          	          
            3. The estimates are from table 2 in Barker, “Recommendation for Key Management.”

                  

          	          
            4. Worries about the security of an NSA-proposed ECC standard were raised in 2005. In 2013, “the New York Times, the Guardian and ProPublica reported the existence of a secret National Security Agency SIGINT Enabling Project with the mission to ‘actively [engage] the US and foreign IT industries to covertly influence and/or overtly leverage their commercial products’ designs.’” Checkoway et al., “On the Practical Exploitability of Dual EC in TLS Implementations,” 319. The SafeCurves project (http://safecurves.cr.yp.to/), run by leading cryptographers, aims at “choosing safe curves for elliptic-curve cryptography.”

                  

          	          
            5. The lectures were published the following year and have since been reprinted in Feynman, The Character of Physical Law; the quote is on page 129.

                  

          	          
            6. At the same time, apart from Feynman, Russian mathematician Yuri Manin and US physicist Paul Benioff also proposed, each of them independently of the other two, harnessing quantum physics for computing purposes. See Preskill, “Quantum Computing 40 Years Later.”

                  

          	          
            7. The QKD protocol we described is the BB84 protocol, named after its inventors, Charles H. Bennett and Gilles Brassard, and the year of its publication. See Bennett and Brassard, “Quantum Cryptography.” For the practical problems of QKD, see Scarani and Kurtsiefer, “The Black Paper of Quantum Cryptography.”

                  

          	          
            8. For Shor’s algorithm, see Shor, “Algorithms for Quantum Computation”; Shor, “Polynomial-Time Algorithms for Prime Factorization and Discrete Logarithms on a Quantum Computer.” For Grover’s algorithm, see Grover, “A Fast Quantum Mechanical Algorithm for Database Search.” For a two-page visual introduction to quantum computing, which also inspired our illustrations, see Trabesinger, “Quantum Leaps, Bit by Bit.” For introductions to quantum computing, see Rieffel and Polak, Quantum Computing; Lipton and Regan, Introduction to Quantum Algorithms via Linear Algebra; Aaronson, Quantum Computing since Democritus; Nielsen and Chuang, Quantum Computation and Quantum Information.

                  

          	          
            9. For an overview of PQC, see Bernstein and Lange, “Post-Quantum Cryptography.” For the organizational challenges of transitioning to PQC, see Joseph et al., “Transitioning Organizations to Post-Quantum Cryptography.”

                  

          	          
            10. The figure is based on Bill Tourloupis’s example at https://texample.net/tikz/examples/lattice-points/.

                  

          	          
            11. The attack is described in Castryck and Decru, “An Efficient Key Recovery Attack on SIDH (Preliminary Version).”

                  

          	          
            12. The story is recounted in detail in Kahn, The Codebreakers, and in condensed form in Katz and Lindell, Introduction to Modern Cryptography.

                  

          	          
            13. The opening salvo was Koblitz, “The Uneasy Relationship between Mathematics and Cryptography.” The snobbery letter is Krawczyk, “Koblitz’s Arguments Disingenuous.” The slander letter is Wigderson, “Brief History of the Foundations of Cryptography.”

                  

          	          
            14. See Damgård, “A ‘Proof-Reading’ of Some Issues in Cryptography”; Koblitz and Menezes, “The Brave New World of Bodacious Assumptions in Cryptography.”

                  

          	          
            15. For power analyses against Diffie-Helmann and RSA, see Kocher, “Timing Attacks on Implementations of Diffie-Hellman, RSA, DSS, and Other Systems”; Kocher, Jaffe, and Jun, “Differential Power Analysis.”

                  

          	          
            16. The author does not indulge.

                  

          	          
            17. For a comprehensive treatment by one of the most prominent people in the field, see Anderson, Security Engineering.

                  

        

      
      
        Epilogue

        
          	          
            1. You can find more details on the scandal in “2022 Greek Surveillance Scandal,” Wikipedia, last edited March 29, 2024, https://en.wikipedia.org/wiki/2022_Greek_wiretapping_scandal.

                  

          	          
            2. Steven Pinker (The Better Angels of Our Nature) makes the argument that violence across the world has declined massively in history thanks to the emergence of nation-states as the holders of monopolies of force.

                  

          	          
            3. This is in the Republic, bk 3, sec. 403e, in Paul Shorey’s translation. The Republic has been harshly criticized for being a brilliant advocacy for authoritarianism: the city described in the Republic is not a democratic polity, and indeed Plato was concerned with how to create a political system that would prevent what he saw as the abuses and dangers of democracy. The totalitarian streak in the Republic has been analyzed by, among others, Austrian philosopher Karl Popper in The Open Society and Its Enemies, written in 1945.

                  

          	          
            4. For an account of how fear has been used to shape human affairs, see Peckam, Fear.

                  

          	          
            5. Newton was particularly concerned that the Christian doctrine had been polluted over the years and “believed that he had been chosen by God to discover the truth about the decline of Christianity, and he believed it to be by far the most important work he would ever undertake.” Iliffe, Newton, 72.

                  

          	          
            6. For ransomware in general, see “Ransomware,” Wikipedia, last edited March 27, 2024, https://en.wikipedia.org/wiki/Ransomware. For the attack on the Health Service Executive, see “Health Service Executive Ransomware Attack,” Wikipedia, last edited March 22, 2024, https://en.wikipedia.org/wiki/Health_Service_Executive_ransomware_attack.

                  

          	          
            7. For the original paper introducing ransomware in 1996, see Young and Yung, “Cryptovirology: Extortion-Based Security Threats and Countermeasures.” For the June 2017 follow-up, see Young and Yung, “Cryptovirology: The Birth, Neglect, and Explosion of Ransomware.”

                  

          	          
            8. The moral imperative to do no harm is called nonmaleficence, while the obligation to work for the benefit of others is called beneficence. See Beauchamp and Childress, Principles of Biomedical Ethics. The two terms are equivalent to the positive and negative rights defined in Rogaway, “The Moral Character of Cryptographic Work,” from which we have adapted the list of questions in the following paragraph. For the moral issues raised by the cooperation of cryptographers with government agencies, see Regalado, “Cryptographers Have an Ethics Problem”; Bohannon, “Breach of Trust.” Regarding the environment, cryptocurrencies have received considerable flak for their amount of carbon emissions—and cryptographers have come up with approaches to solve the problem.

                  

          	          
            9. See Naor and Shamir, “Visual Cryptography.” The source of the laughing smiley image is Pd4u, Wikimedia Commons, August 2017, https://commons.wikimedia.org/wiki/File:Laughing-smiley.svg. It is in the public domain. If you really want to experiment with the images, you should enlarge them because their resolution is probably too low on this printed page. Alternatively, you can put them one on top of the other digitally. Or you can trust the author, but what has trust to do with cryptography?
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